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IN THE UNITED STATES DISTRICT COURT
FOR THE EASTERN DISTRICT OF TEXAS

MARSHALL DIVISION

VANTAGE POINT TECHNOLOGY, INC.,

Plaintiff,

v.

AMAZON.COM, INC.,

Defendants.

§
§
§
§
§
§
§
§
§

Civil Action No. 2:13-cv-909-JRG

LEAD CASE

VANTAGE POINT TECHNOLOGY, INC.,

Plaintiff,

v.

LG ELECTRONICS U.S.A., INC. and LG
ELECTRONICS MOBILECOMM U.S.A.,
INC.,

Defendants.

§
§
§
§
§
§
§
§
§

Civil Action No. 2:13-cv-920-JRG

JURY TRIAL DEMANDED

FIRST AMENDED COMPLAINT FOR PATENT INFRINGEMENT

Plaintiff Vantage Point Technology, Inc. (“Plaintiff”) alleges the following for its

complaint against Defendants LG Electronics U.S.A., Inc. (“LGEU”) and LG Electronics

MobileComm U.S.A., Inc. (“LGEMU”) (“Collectively Defendants”).

THE PARTIES

1. Plaintiff is a corporation formed under the laws of the State of Texas having its

principal place of business at 719 W. Front Street, Suite 244, Tyler, Texas 75702.

2. LGEU is a corporation formed under the laws of the state of Delaware with a

principal place of business 1000 Sylvan Avenue, Englewood Cliffs, New Jersey 07632.

Case 2:13-cv-00909-JRG   Document 207   Filed 01/17/15   Page 1 of 16 PageID #:  3328



FIRST AMENDED COMPLAINT FOR PATENT INFRINGEMENT Page 2

Defendant may be served with process via its registered agent United States Corporation

Company, 211 E. Seventh Street, Suite 620, Austin, Texas 78701.

3. LGEMU is a corporation formed under the laws of the state of California with a

principal place of business 1000 Sylvan Avenue, Englewood Cliffs, New Jersey 07632.

Defendant may be served with process via its registered agent National Registered Agents Inc.,

1999 Bryan Street., Ste. 900, Dallas, Texas 75201-3136.

JURISDICTION AND VENUE

4. This is a patent infringement action. The Court has subject matter jurisdiction

pursuant to 28 U.S.C. §§1331 and 1338.

5. The Court has personal jurisdiction, because Defendants have availed themselves

of the rights and benefits of this District by conducting business in this jurisdiction, including by

promoting products for sale and selling products via the internet, which is accessible to and

accessed by residents of this District, and knowingly having products sold in stores throughout

this District. Defendants are also registered to do business in the State of Texas.

6. Venue is proper in this District pursuant to 28 U.S.C. §§1391(b)-(d) and §1400(b)

because substantial acts of infringement have occurred in this District.

COUNT ONE
INFRINGEMENT OF U.S. PATENT NO. 5,463,750

7. On October 31, 1995, U.S. Patent No. 5,463,750 (the “’750 Patent”) entitled

“Method and Apparatus for Translating Virtual Addresses in a Data Processing System Having

Multiple Instruction Pipelines and Separate TLB’s for each Pipeline” was duly and legally issued

by the United States Patent and Trademark Office. The application for the ’750 Patent was filed

on November 2, 1993 and originally assigned to Intergraph Corporation. A true and correct copy

of the ’750 Patent is attached as Exhibit A hereto.
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8. Plaintiff is the sole and exclusive owner of all right, title, and interest in the ’750

Patent and holds the exclusive right to take all actions, including the filing of this patent

infringement lawsuit, necessary to enforce its rights to the ’750 Patent. Plaintiff also has the

right to recover all damages for past, present, and future infringement of the ’750 Patent and to

seek injunctive relief as appropriate under the law.

9. Defendants have infringed and continue to directly infringe, either literally or by

equivalents, one or more claims of the ’750 Patent by making, having made, using, selling,

offering for sale and/or importing products that satisfy each and every limitation of one or more

claims of the ’750 Patent, including at least Claim 8. Such products include at least the LG

Optimus L9 (LG-P768e) and Optimus 3D (LG-P920) (dual ARM Cortex A9 core processor

design in an OMAP4430 chipset), the Optimus Pad and Optimus 2x (dual ARM Cortex A9 core

processor design in the Tegra 250AP20H chipset), the Optimus 4x HD (dual ARM Cortex A9

core processor design in the Tegra 3 T30 chipset), Optimus F3 (multi-core Qualcomm Krait

(Snapdragon S4Plus) core processor design in the MSM 8930 chipset), Optimus LTE II, Spirit

4G, and Motion 4G (multi-core Qualcomm Krait (Snapdragon S4Plus) core processor design in

the MSM 8960 chipset), Optimus Vu, Viper 4G LTE, Connect 4G, Lucid, Optimus LTE, and

Intuition (multi-core Qualcomm Scorpion (Snapdragon S3) core processor design in the MSM

8660 chipset), and Nitro HD, Optimus 4G LTE, Optimus True HD LTE (multi-core Qualcomm

Scorpion (Snapdragon S3) core processor design in the APQ8060 chipset).

10. Defendants’ manufacture, sales, offers to sell, and/or importation of the accused

products is unauthorized, without the permission of Plaintiff, and constitutes infringement under

35 U.S.C. §271 for which it is directly liable.
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11. As a result of Defendants’ direct infringement, Plaintiff has been damaged

monetarily and is entitled to adequate compensation of no less than a reasonable royalty pursuant

to 35 U.S.C. § 284.

JURY DEMAND

Plaintiff requests a jury on all issues so triable.

PRAYER

WHEREFORE, Plaintiff respectfully requests that the Court:

A. Enter judgment that Defendants have directly infringed, either literally or by

equivalents, the ’750 Patent;

B. Award Plaintiff damages for Defendants’ infringement in an amount to be

determined at trial, including enhanced damages, costs, and pre and post-

judgment interest; and

C. Award any other relief deemed just and proper.
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January 17, 2015 Respectfully submitted,

/s/ Paul V. Storm
Paul V. Storm
Texas State Bar No. 19325350
Sarah M. Paxson
Texas State Bar No. 24032826
GARDERE WYNNE SEWELL LLP
1601 Elm Street, Suite 3000
Dallas, Texas 75201
(214) 999-3000
pvstorm@gardere.com
spaxson@gardere.com

CERTIFICATE OF SERVICE

This is to certify that all counsel of record who are deemed to have consented to

electronic service are being served with a copy of this document via the Court's CM/ECF system

per Local Rule CV-5(a)(3) on this the 17th day of January 2015.

/s/ Paul V. Storm
Paul V. Storm
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[57] ABSTRACT 

A computing system has multiple instruction pipelines, 
wherein one or more pipelines require translating virtual 
addresses to real addresses. A TLB is provided for each 
pipeline requiring address translation services, and an actress 
translator is provided for each such pipeline for translating 
a virtual address recieved from its associated pipeline into 
corresponding real addresses. Each address translator com
prises a translation buffer accessing circuit for accessing the 
TLB, a translation indicating circuit for indicating whether 
translation data for the virtual address is stored in the 
translation buffer, and an update control circuit for activating 
the direct address translation circuit when the translation 
data for the virtual address is not stored in the TLB. The 
update control circuit also stores the translation data 
retrieved from the main memory into the TLB. If it is desired 
to have the same translation information available for all the 
pipelines in a group, then the update control circuit also 
updates all the other TLB' s in the group. 

14 Claims, 4 Drawing Sheets 
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To accommodate the difference between virtual addresses 
and real addresses and the mapping between them, the 
physical memory available in computing system 10 is 
divided into a set of uniform-size blocks, called pages. If a 

METHOD AND APPARATUS FOR 
TRANSLATING VIRTUAL ADDRESSES IN A 

DATA PROCESSING SYSTEM HAVING 
MULTIPLE INSTRUCTION PIPELINES AND 

SEPARATE TLB'S FOR EACH PIPELINE 

BACKGROUND OF THE INVENTION 

The present invention relates to computing systems and, 
more particularly, to a method and apparatus for translating 
virtual addresses in a computing system having multiple 
instruction pipelines. 

5 page contains 212 or 4 kilobytes (4 KB), then the full 32-bit 
address space contains 220 or 1 million (1M) pages (4 
KBx1M=4 GB). Of course, if main memory 34 has 16 
megabytes of memory, only 212 or 4K of the 1 million 
potential pages actually could be in memory at the same time 

10 (4Kx4 KB=l6 MB). 

FIG. 1 is a block diagram of a typical computing system 
10 which employs virtual addressing of data. Computing 

15 
system 10 includes an instruction issuing unit 14 which 
communicates instructions to a plurality of (e.g., eight) 
instruction pipelines 18A-H over a communication path 22. 
The data referred to by the instructions in a program are 
stored in a mass storage device 30 which may be, for 

20 
example, a disk or tape drive. Since mass storage devices 
operate very slowly (e.g., a million or more clock cycles per 
access) compared to instruction issuing unit 14 and instruc
tion pipelines 18A-H, data currently being worked on by the 
program is stored in a main memory 34 which may be a 

25 
random access memory (RAM) capable of providing data to 
the program at a much faster rate (e.g., 30 or so clock 
cycles). Data stored in main memory 34 is transferred to and 
from mass storage device 30 over a communication path 42. 
The communication of data between main memory 34 and 

30 
mass storage device 30 is controlled by a data transfer unit 
46 which communicates with main memory 34 over a 
communication path 50 and with mass storage device 30 
over a communication path 54. 

Although main memory 34 operates much faster than 35 
mass storage device 30', it still does not operate as quickly 
as instruction issuing unit 14 or instruction pipelines 
18A-H. Consequently, computing system 10 includes a high 
speed cache memory 60 for storing a subset of data from 
main memory 34, and a very high speed register file 64 for 40 
storing a subset of data from cache memory 60. Cache 
memory 60 communicates with main memory 34 over a 
communication path 68 and with register file 64 over a 
communication path 72. Register file 64 communicates with 
instruction pipelines 18A-H over a communication path 76. 45 
Register file 64 operates at approximately the same speed as 
instruction issuing unit 14 and instruction pipelines 18A-H 
(e.g., a fraction of a clock cycle), whereas cache memory 60 
operates at a speed somewhere between register file 64 and 
main memory 34 (e.g., approximately two or three clock 50 
cycles). 

Computing system 10 keeps track of which pages of data 
from the 4 GB address space currently reside in main 
memory 34 (and exactly where each page of data is physi
cally located in main memory 34) by means of a set of page 
tables 100 (FIG. 3) typically stored in main memory 34. 
Assume computing system 10 specifies 4 KB pages and each 
page table 100 contains 1 K entries for providing the location 
of lK separate pages. Thus, each page table maps 4 MB of 
memory (1Kx4KB=4 MB), and 4 page tables suffice for a 
machine with 16 megabytes of physical main memory (16 
MB/4 MB=4). 

The set of potential page tables are tracked by a page 
directory 104 which may contain, for example, lK entries 
(not all of which need to be used). The starting location of 
this directory (its origin) is stored in a page directory origin 
(PDQ) register 108. 

To locate a page in main memory 34, the input virtual 
address is conceptually split into a 12-bit displacement 
address (VA<11:0>), a 10-bit page table address 
(VA<21:12>) for accessing page table 100, and a 10-bit 
directory address (<VA31:22>) for accessing page directory 
104. The address stored in PDO register 108 is added to the 
directory address VA<31:22> of the input virtual address in 
a page directory entry address accumulator 112. The address 
in page directory entry address accumulator 112 is used to 
address page directory 104 to obtain the starting address of 
page table 100. The starting address of page table 100 is then 
added to the page table address VA<21:12> of the input 
virtual address in a page table entry address accumulator 
116, and the resulting address is used to address page table 
100. An address field in the addressed page table entry gives 
the starting location of the page in main memory 34 corre
sponding to the input virtual address, and a page fault field 
PF indicates whether the page is actually present in main 
memory 34. The location of data within each page is 
typically specified by the 12 lower-order displacement bits 
of the virtual address. 

When an instruction uses data that is not currently stored 
in main memory 34, a page fault occurs, and the faulting 
instruction abnormally terminates. Thereafter, data transfer 
unit 42 must find an unused 4 KB portion of memory in main 
memory 34, transfer the requested page from mass storage 
device 30 into main memory 34, and make the appropriate 

FIGS. 2A-B are block diagrams illustrating the concept 
of virtual addressing. Assume computing system 10 has 32 
bits available to address data. The addressable memory 
space is then 232 bytes, or four gigabytes (4GB), as shown 
in FIG. 2A. However, the physical (real) memory available 
in main memory 34 typically is much less than that, e.g., 
1-256 megabytes. Assuming a 16 megabyte (16MB) real 
memory, as shown in FIG. 2B, only 24 address bits are 
needed to address the memory. Thus, multiple virtual 
addresses inevitably will be translated to the same real 
address used to address main memory 34. The same is true 
for cache memory 60, which typically stores only 1-36 
kilobytes of data. Register file 64 typically comprises, e.g., 
32 32-bit registers, and it stores data from cache memory 60 
as needed. The registers are addressed by instruction pipe
lines 18A-H using a different addressing scheme. 

55 update to the page table (indicating both the presence and 
location of the page in memory). The program then may be 
restarted. 

FIG. 4 is a block diagram showing how virtual addresses 
are translated in the computing system shown in FIG. 1. 

60 Components which remain the same as FIGS. 1 and 3 retain 
their original numbering. An address register 154 receives 
an input virtual address which references data used by an 
instruction issued to one of instruction pipelines 14A-H, a 
translation memory (e.g., a translation lookaside buffer 

65 (TLB)) 158 and comparator 170 for initially determining 
whether data requested by the input virtual address resides 
in main memory 34, and a dynamic translation unit (DTU) 
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162 for accessing page tables in main memory 34. Bits 
VA[18:12] of the input virtual address are communicated to 
TLB 158 over a communication path 166, bits VA[31:12] of 
the input virtual address are communicated to DTU 162 over 
a communication path 174, and bits VA[31:19] are commu- 5 
nicated to comparator 170 over a communication path 176. 

4 
by DTU 162 for the same or another pipeline at a later time. 
This increases the chance that DTU 162 will have to be 
activated more often, which degrades performance. The 
effect is particularly severe and counterproductive when a 
first pipeline repeatedly refers to the same general area of 
memory, but the translation information is replaced by the 
other pipelines between accesses by the first pipeline. 

SUMMARY OF THE INVENTION 

The present invention is directed to a method and appa
ratus for translating virtual addresses in a computing system 
having multiple pipelines wherein a separate TLB is pro
vided for each pipeline requiring address translation ser-

TLB 158 includes a plurality of addressable storage 
locations 178 that are addressed by bits VA[18:12] of the 
input virtual address. Each storage location stores a virtual 
address tag (VAT) 180, a real address (RA) 182 correspond- 10 

ing to the virtual address tag, and control information 
(CNTRL) 184. How much control information is included 
depends on the particular design and may include, for 
example, access protection flags, dirty flags, referenced 
flags, etc. 

The addressed virtual address tag is communicated to 
comparator 170 over a communication path 186, and the 
addressed real address is output on a communication path 
188. Comparator 170 compares the virtual address tag with 
bits VA[31:22] of the input virtual address. If they match (a 20 

TLB hit), then the real address output on communication 
path 188 is compared with a real address tag (not shown) of 

15 vices. Each TLB may operate independently so that it 
contains its own set of virtual-to-real address translations, or 
else each TLB in a selected group may be simultaneously 
updated with the same address translation information 
whenever the address translation tables in main memory are 

a selected line in cache memory 60 to determine if the 
requested data is in the cache memory (a cache hit). An 
example of this procedure is discussed in U.S. Pat. No. 25 

4,933,835 issued to Howard G. Sachs, et al. and incorpo
rated herein by reference. If there is a cache hit, then the 
pipelines may continue to run at their highest sustainable 
speed. If the requested data is not in cache memory 60, then 
the real address bits on communication path 188 are com- 30 

bined with bits [11:0] of the input virtual address and used 
to obtain the requested data from main memory 34. 

If the virtual address tag did not match bits VA[31:19] of 
the input virtual address, then comparator 170 provides a 
miss signal on a communication path 190 to DTU 162. The 35 

miss signal indicates that the requested data is not currently 
stored in main memory 34, or else the data is in fact present 
in main memory 34 but the corresponding entry in TLB 158 
has been deleted. 

When the miss signal is generated, DTU 162 accesses the 
40 

page tables in main memory 34 to determine whether in fact 
the requested data is currently stored in main memory 34. If 
not, then DTU 162 instructs data transfer unit 42 through a 
communication path 194 to fetch the page containing the 

45 
requested data from mass storage device 30. In any event, 
TLB 158 is updated through a communication path 196, and 
instruction issuing resumes. 

accessed to obtain address translation information for any 
other TLB in the group. 

In one embodiment of the present invention, a TLB is 
provided for each load/store pipeline in the system, and an 
address translator is provided for each such pipeline for 
translating a virtual address recieved from its associated 
pipeline into corresponding real addresses. Each address 
translator comprises a translation buffer accessing circuit for 
accessing the TLB, a translation indicating circuit for indi
cating whether translation data for the virtual address is 
stored in the translation buffer, and an update control circuit 
for activating the direct address translation circuit when the 
translation data for the virtual address is not stored in the 
TLB. The update control circuit also stores the translation 
data retrieved from the main memory into the TLB. If it is 
desired to have the same translation information available 
for all the pipelines in a group, then the update control circuit 
also updates all the other TLB's in the group. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a block diagram of a known computing system; 
FIGS. 2A and 2B are each diagrams illustrating virtual 

addressing; 
FIG. 3 is a diagram showing how page tables are accessed 

in the computing system shown in FIG. 1; 
FIG. 4 is a block diagram illustrating how virtual 

addresses are translated in the computing system shown in 
FIG. 1; and 

TLB 158 has multiple ports to accommodate the 
addresses from the pipelines needing address translation 
services. For example, if two load instruction pipelines and 
one store instruction pipeline are used in computing system 

FIG. 5 is a block diagram of a particular embodiment of 
50 a multiple TLB apparatus for translating virtual addresses in 

a computing system according to the present invention. 

10, then TLB 158 has three ports, and the single memory 
array in TLB 158 is used to service all address translation 
requests. 55 

As noted above, new virtual-to-real address translation 
information is stored in TLB 158 whenever a miss signal is 
generated by comparator 170. The new translation informa
tion typically replaces the oldest and least used entry pres
ently stored in TLB 158. While this mode of operation is 60 

ordinarily desirable, it may have disadvantages when a 
single memory array is used to service address translation 
requests from multiple pipelines. For example, if each 
pipeline refers to different areas of memory each time an 
address is to be translated, then the translation information 65 

stored in TLB 158 for one pipeline may not get very old 
before it is replaced by the translation information obtained 

BRIEF DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

FIG. 5 is a block diagram of a particular embodiment of 
an apparatus 200 according to the present invention for 
translating virtual addresses in a computing system such as 
computing system 10 shown in FIG. 1. Apparatus 200 
includes, for example, a load instruction pipeline 210A, a 
load instruction pipeline 210B, and a store instruction pipe
line 210C. These pipelines may be three of the pipelines 
18A-H shown in FIG. 1. Pipelines 210A-C communicate 
virtual addresses to address registers 214A-C over respec
tive communication paths 218A-C. Relevant portions of the 
virtual addresses stored in address registers 218A-C are 
communicated to TLB' s 222A-C and to comparators 
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230A-C over communication paths 226A-C and 228A-C, 
respectively. TLB's 222A-C are accessed in the manner 
noted in the Background of the Invention, and the addressed 
virtual address tags in each TLB are communicated to 
comparators 230A-C over respective communication paths 5 
234A-C. Comparators 238A-C compare the virtual address 
tags to the higher order bits of the respective virtual 
addresses and provide hit/miss signals on communication 
paths 238A-C to an update control circuit 240. 

Update control circuit 240 controls the operation of DTU 10 
162 through a communication path 244 and updates TLB' s 
222A-C through respective update circuits 241-243 and 
communication paths 248A-C whenever there is a miss 
signal generated on one or more of communication paths 

~~~~~~e~ ;~rss~~en~0~~~~~f:~~i~~~c~~~:c~Jo~ 15 

path 238A and stores the desired translation information in 
TLB 222A through communication path 248A; update con
trol circuit 240 activates DTU 162 whenever a miss signal 
is received over communication path 238B and stores the 
desired translation information in TLB 222B through com- 20 

munication path 248B; and update control circuit 240 acti
vates DTU 162 whenever a miss signal is received over 
communication path 238C and stores the desired translation 
information in TLB 222C through communication path 
24~ ~ 

If desired, each TLB 222A-C may be updated indepen
dently of the others, which results in separate and indepen
dent sets of virtual-to-real address translation data in each 
TLB. Thus, if, for example, pipeline 210A tends to refer to 

30 
a particular area of memory more than the other pipelines 
210B-C, then TLB 222A will store a set of virtual-to-real 
address translations that maximize the hit rate for pipeline 
210A. Even if pipeline 210A does not favor a particular area 
of memory, having a separate and independent set of virtual-

35 
to-real address translation data eliminates the possibility that 
needed translation information in TLB 222A is deleted and 
replaced by translation data for another pipeline. 

If all three pipelines tend to refer to a common area of 
memory, then update control circuit 240 can be hardware or 40 
software programmed to simultaneously update all TLB's 
with the same translation data whenever the address trans
lation tables in main memory are accessed to obtain address 
translation information for any other TLB. That is, every 
time DTU 162 is activated for translating a virtual address 45 
supplied by pipeline 210A, then update control circuit stores 
the translation data in each of TLB's 222A-C. While this 
mode of operation resembles that described for a multi
ported TLB as described in the Background of the Invention, 
this embodiment still has benefits in that three separate 50 
single-port TLB's are easier to implement than one multi
port TLB and takes up only slightly more chip area. 

If one group of pipelines tends to refer to a common area 
of memory and other pipelines do not, then update control 
circuit 240 can be hardware or software programmed to 55 

maintain a common set of translations in the TLB's associ
ated with the group while independently updating the other 
TLB's. For example, if load pipelines 210A and 210B tend 
to refer to a common area in memory and store pipeline 
210C tends to refer to a different area of memory (or to 60 

random areas of memory), then control circuit 240 activates 
DTU 162 whenever a miss signal is received over commu
nication path 238A and stores the desired translation infor
mation in both TLB 222A and TLB 222B. Similarly, update 
control circuit 240 activates DTU 162 whenever a miss 65 

signal is received over communication path 238B and stores 
the desired translation information in both TLB 222A and 

6 
TLB 222B. On the other hand, update control circuit 240 
activates DTU 162 whenever a miss signal is received over 
communication path 238C and stores the desired translation 
information only in TLB 222C. 

While the above is a complete description of a preferred 
embodiment of the present invention, various modifications 
may be employed. For example, signals on a communication 
path 260 could be used to control which TLB' s are com
monly updated and which TLB's are separately updated 
(e.g., all TLB's updated independently, TLB's 222A and 
222C updated in common while TLB 222B is updated 
independently, or TLB's 222A-C all updated in common). 
That is useful when common memory references by the 
pipelines are application or program dependent. Conse
quently, the scope of the invention should be ascertained by 
the following claims. 

What is claimed is: 
1. An apparatus for translating virtual addresses in a 

computing system having at least a first and a second 
instruction pipeline and a direct address translation unit for 
translating virtual addresses into real addresses, the direct 
address translation unit including a master translation 
memory for storing translation data, the direct address 
translation unit for translating a virtual address into a 
corresponding real address, comprising: 

a first translation buffer, associated with the first instruc
tion pipeline, for storing a first subset of translation data 
from the master translation memory; 

a first address translator, coupled to the first instruction 
pipeline and to the first translation buffer, for translat
ing a first virtual address received from the first instruc
tion pipeline into a corresponding first real address, the 
first address translator comprising: 
first translation buffer accessing means for accessing 

the first translation buffer; 
first translation indicating means, coupled to the first 

translation buffer accessing means, for indicating 
whether translation data for the first virtual address is 
stored in the first translation buffer; and 

first direct address translating means, coupled to the 
first translation indicating means and to the direct 
address translation unit to translate the first virtual 
address when the first translation indicating means 
indicates that the translation data for the first virtual 
address is not stored in the first translation buffer, the 
first direct address translating means including first 
translation buffer storing means, coupled to the first 
translation buffer, for storing the translation data for 
the first virtual address from the master translation 
memory into the first translation buffer; 

a second translation buffer, associated with the second 
instruction pipeline, for storing a second subset of 
translation data from the master translation memory; 
and 

a second address translator, coupled to the second instruc
tion pipeline and to the second translation buffer, for 
translating a second virtual address received from the 
second instruction pipeline into a corresponding second 
real address, the second address translator comprising: 
second translation buffer accessing means for accessing 

the second translation buffer; 
second translation indicating means, coupled to the 

second translation buffer accessing means, for indi
cating whether translation data for the second virtual 
address is stored in the second translation buffer; and 

second direct address translating means, coupled to the 
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ond load instruction pipeline for processing instruc
tions which cause data to be loaded from the memory. 

8. A method for translating virtual addresses in a com
puting system having at least a first and a second instruction 
pipeline and a direct address translation unit for translating 
virtual addresses into real addresses, the direct address 
translation unit including a master translation memory for 
storing translation data, the direct address translation unit for 
translating a virtual address into a corresponding real 

second translation indicating means and to the first 
address translation unit, for activating the direct 
address translation unit to translate the second virtual 
address when the second translation indicating 
means indicates that the translation data for the 5 
second virtual address is not stored in the second 
translation buffer, the second direct address translat
ing means including second translation buffer storing 
means, coupled to the second translation buffer, for 
storing the translation data for the second virtual 
address from the master translation memory into the 
second translation buffer. 

10 
address, comprising the steps of: 

2. The apparatus according to claim 1, 
wherein the first direct address translating means further 

comprises second translation buffer storing means, 
15 

coupled to the second translation buffer, for storing the 
translation data for the first virtual address from the 
master translation memory into the second translation 
buffer. 

3. The apparatus according to claim 2: 
wherein the second direct address translating means fur

ther comprises first translation buffer storage means, 
coupled to the first translation buffer, for storing the 
translation data for the second virtual address from the 

20 

master translation memory into the first translation 25 
buffer. 

4. The apparatus according to claim 3 further comprising: 
a third translation buffer, associated with a third instruc

tion pipeline, for storing a third subset of translation 
data from the master translation memory; 

a third address translator, coupled to the third instruction 
pipeline and to the third translation buffer, for translat-
ing a third virtual address received from the third 
instruction pipeline into a corresponding third real 
address, the third address translator comprising: 
third translation buffer accessing means for accessing 

the third translation buffer; 

30 

35 

third translation indicating means, coupled to the third 
translation buffer accessing means, for indicating 
whether translation data for the third virtual address 40 

is stored in the third translation buffer; and 
third direct address translating means, coupled to the 

third translation indicating means and to the direct 
address translation unit, for activating the direct 
address translation unit to translate the third virtual 45 

address when the third translation indicating means 
indicates that the translation data for the third virtual 
address is not stored in the third translation buffer, 
the third direct address translating means including 
third translation buffer storing means, coupled to the 50 

third translation buffer, for storing the translation 
data for the third virtual address from the master 
translation memory into the third translation buffer. 

5. The apparatus according to claim 4, 
wherein the third translation buffer storing means is the 55 

only means for storing translation data into the third 
translation buffer. 

6. The apparatus according to claim 5, 

storing a first subset of translation data from the master 
translation memory into a first translation buffer asso
ciated with the first instruction pipeline; 

translating a first virtual address received from the first 
instruction pipeline into a corresponding first real 
address, wherein the first virtual address translating 
step comprises the steps of: 
accessing the first translation buffer; 
indicating whether translation data for the first virtual 

address is stored in the first translation buffer; 
activating the direct address translation unit to translate 

the first virtual address when the translation data for 
the first virtual address is not stored in the first 
translation buffer; and 

storing the translation data for the first virtual address 
from the master translation memory into the first 
translation buffer; 

storing a second subset of translation data from the master 
translation memory into a second translation buffer 
associated with the second instruction pipeline; and 

translating a second virtual address received from the 
second instruction pipeline into a corresponding second 
real address, wherein the second virtual address trans
lating step comprises the steps of: 
accessing the second translation buffer; 
indicating whether translation data for the second vir

tual address is stored in the second translation buffer; 
activating the direct address translation unit to translate 

the second virtual address when the translation data 
for the second virtual address is not stored in the 
second translation buffer; and 

storing the translation data for the second virtual 
address from the master translation memory into the 
second translation buffer. 

9. The method according to claim 8 further comprising the 
step of: 

storing the translation data for the first virtual address 
from the master translation memory into the second 
translation buffer whenever translation data for the first 
virtual address from the master translating memory is 
stored into the first translation buffer. 

10. The method according to claim 9 further comprising 
the step of: 

storing the translation data for the second virtual address 
from the master translation memory into the first trans
lation buffer whenever translation data for the second 
virtual address from the master translation memory is 
stored into the second translation buffer. 

wherein the first instruction pipeline comprises a first load 
instruction pipeline for processing instructions which 
cause data to be loaded from a memory; and 

60 
11. The method according to claim 10 further comprising 

the steps of: 

wherein the third instruction pipeline comprises a store 
instruction pipeline for processing instructions which 
cause data to be stored into the memory. 

7. The apparatus according to claim 6, 
wherein the second instruction pipeline comprises a sec-

65 

storing a third subset of translation data from the master 
translation memory into a third translation buffer asso
ciated with the third instruction pipeline; and 

translating a third virtual address received from the third 
instruction pipeline into a corresponding third real 
address, where in the third virtual address translating 
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step comprises the steps of: 
accessing the third translation buffer; 
indicating whether translation data for the third virtual 

address is stored in the third translation buffer; 
activating the direct address translation unit to translate 5 

the third virtual address when the translation data for 
the third virtual address is not stored in the third 
translation buffer; and 

storing the translation data for the third virtual address 
from the master translation memory into the third 10 

translation buffer. 
12. The method according to claim 11, 
wherein the step of storing the translation data for the 

third virtual address comprises the step of storing 
translation data for only the third virtual address in the 

10 
third translation buffer. 

13. The method according to claim 12, 

wherein the first instruction pipeline comprises a first load 
instruction pipeline for processing instructions which 
cause data to be loaded from a memory; and 

wherein the third instruction pipeline comprises a store 
instruction pipeline for processing instructions which 
cause data to be stored in the memory. 

14. The method according to claim 13, 

wherein the second instruction pipeline comprises a sec
ond load instruction pipeline for processing instruc
tions which cause data to be loaded from the memory. 

* * * * * 
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