
 

UNITED STATES DISTRICT COURT  
FOR THE EASTERN DISTRICT OF TEXAS  

MARSHALL DIVISION 
 

 
OBERALIS LLC, 
 

Plaintiff, 
v. 
 

AEROPOSTALE INC., 
 

Defendant. 
 

 
 
 

Civil Action No. 2:15-cv-950-JRG 
LEAD CASE 
 
JURY TRIAL DEMANDED 
 
 

 
THE TIRE RACK INC., 
 

Defendant. 
 

 
Civil Action No. 2:15-cv-1071-JRG 
CONSOLIDATED 
 

ORIGINAL COMPLAINT FOR PATENT INFRINGEMENT 

Plaintiff Oberalis LLC files its Original Complaint for Patent Infringement as follows: 

THE PARTIES  

1. Oberalis LLC is a Texas limited liability company with a principal office at 5900 

S. Lake Forest Drive, Suite 300, McKinney, Texas 75070-2238.   

2. On information and belief, Defendant The Tire Rack, Inc. (“Defendant”) is an 

Indiana corporation with a principal office at 7101 Vorden Parkway, South Bend, Indiana 46628. 

JURISDICTION AND VENUE  

3. This action arises under the Patent Act, 35 U.S.C. § 1, et seq.   

4. Subject matter jurisdiction is proper in this Court under 28 U.S.C. §§ 1331 and 

1338. 

5. This Court has personal jurisdiction over Defendant because at least a portion of 

the infringements alleged herein occurred in this District; and Defendant regularly does or 

solicits business, engages in other persistent courses of conduct, or derives revenue from goods 

and services provided to individuals in this District through its electronic commerce website: 

http://www.tirerack.com/.  
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6. Venue is proper in this District under §§ 1391(b), (c), and 1400(b).  

THE PATENT-IN-SUIT  

7. Plaintiff Oberalis is the owner by assignment of United States Patent No. 

5,911,140 (“the 140 Patent”) titled “Method of Ordering Document Clusters Given Some 

Knowledge of User Interests.”  The 140 Patent was duly issued by the United States Patent and 

Trademark Office (“the PTO”) on June 8, 1999.  A true and correct copy of the 140 Patent is 

attached as Exhibit A. 

8. On December 14, 1995, inventors John W. Tukey and Jan O. Pedersen filed 

patent application no. 08/572,399 (“the 399 Application”) with the PTO.  The 399 Application 

was duly vetted by patent examiners, Thomas G. Black and Greta L. Robinson, at the PTO.  The 

PTO vetting included reviewing the 399 Application for compliance with 35 U.S.C. § 101 et seq.  

After the PTO completed its vetting, the PTO found that the 399 Application complied with all 

statutory requirements for a United States patent and issued it.   

9. The 140 Patent is presumed valid under 35 U.S.C. § 282, which may be 

overcome only with clear and convincing evidence under Supreme Court precedent. 

10. The PTO classified the 140 Patent in international class G06F 17/30 and U.S. 

class 707/5.  These classes are for inventions related to electrical digital data processing 

technologies, which are wholly unrelated to business methods. 

11. The 140 Patent is a technical patent.  Accordingly, a person of ordinary skill in 

the art (“a POSITA”) for the 140 Patent would at a minimum have a bachelor’s degree in 

computer science, computer or electrical engineering, or equivalent work experience with at least 

four years of experience in computer systems and applications design and development. 
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12. The 140 Patent and its claims, as understood by a POSITA having reviewed the 

140 Patent and its file history, are directed at solving problems in the art of computerized 

searching and organization of documents.  More particularly, the 140 Patent and its claims, as 

understood by a POSITA, relate to computerized systems that implement technical functionality 

that enables the organization and presentation of documents.  When the invention of the 140 

Patent is implemented, a voluminous, scattered, unorganized corpus of documents is organized 

into a manageable, understandable, readable form. 

13. A POSITA would understand that the claims of the 140 Patent require the use 

of a specially programmed computer implementing the invention patented in the 140 Patent.  For 

example, a POSITA would generally understand that practicing the 140 Patent requires a 

specially programmed computer with a processor, a specially programmed database, and a 

specially programmed user interface.  The user interface would be specially programmed to 

receive a constraint from a user and pass it to the processor.  The processor would run 

specialized software that identifies documents matching the constraint.  The processor would 

further order the documents into a plurality of clusters and then determine a score for each 

cluster based upon how many documents in the cluster satisfy the constraint.  Finally, the 

clusters are presented to a user by the user interface. 

14. For example, the 140 Patent discloses a specific algorithm for a POSITA to 

implement the invention of the 140 Patent:  (col. 5, l. 38).  This highly 

specific algorithm is one of a number of different methods the invention uses for scoring a 

corpus of documents and organizing a voluminous, scattered, unorganized corpus of documents 

into a manageable, understandable, readable form.   
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15. For a POSITA to practice the invention of the 140 Patent, the POSITA would 

have to, inter alia, implement the above algorithms using software.  Such an implementation 

would transform a generic computer into a specially programmed computer.  Because such a 

specially programmed computer provides functionality not present in a generic computer, a 

POSITA would understand that a specially programmed computer in accordance with the 

invention of the 140 Patent is a technological improvement over a generic computer.   

16. A POSITA would understand that the claims of the 140 patent could not be 

practiced by human interaction alone, nor merely using a generic computer.   

17. A POSITA would understand that there are alternate ways of retrieving and 

organizing documents that are not covered by the claims of the 140 Patent and that the claims of 

the 140 patent do not preempt all possible ways of retrieving and organizing documents.   

18. A POSITA would understand that to understand the claimed invention fully in 

view of the patent specification and prosecution history that at least the following claim terms 

should be construed: “a constraint,” “a plurality of clusters,” and “a score.”  Courts are 

encouraged to construe claim terms to preserve a patent’s validity when possible to fulfill the 

statutory presumption of validity under 35 U.S.C. § 282. 

COUNT I 

DIRECT AND INDUCED INFRINGEMENT OF U.S. PATENT NO. 5,999,140  

UNDER 35 U.S.C. §§ 271(a) & (b) 

19. Oberalis incorporates by reference each of its allegations in paragraphs 1 to 18.  

20. Without license or authorization, Defendant is directly infringing, literally or 

under the doctrine of equivalents, one or more claims of the 140 patent under 35 U.S.C. § 271(a) 

by, among other things, making, using, offering for sale, or selling within this District and 

elsewhere in the United States a method of browsing a corpus of documents, each document of 

the corpus having a rank generated in response to a query of a computer user, the method using a 
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processor executing instructions stored in a memory, the method comprising the steps of: a) 

ordering the corpus into a plurality of clusters, each cluster including at least one document; b) 

determining a rank of each cluster based upon the rank of a one of the documents in the cluster; 

and c) presenting the clusters to the computer user in an order based upon cluster rank.  Such a 

method is an integral part of Defendant’s electronic commerce website, which its employees, 

customers and others use to search for and purchase items on its website.   

21. Defendant has had actual knowledge of the 140 patent at least as early as the date 

it was served a copy of the original complaint in this case.  And at least as early as that date, 

Defendant knew or intentionally avoided learning that it was inducing infringement of one or 

more claims of the 140 patent.   

22. Upon information and belief, during the term of the 140 Patent, Defendant has 

made, used, operated, and made available to the public, directly or through intermediaries, its 

electronic commerce website: http://www.tirerack.com/ (“the Accused Instrumentality”).   

23. Upon information and belief, the Accused Instrumentality performs the 

computerized method of browsing a corpus of documents using a processor and a memory 

coupled to the processor, the processor implementing the method by executing instructions 

stored in the memory, the method comprising the steps of: a) identifying each document of the 

corpus that satisfies a constraint supplied by a user of the computer; b) ordering the corpus into a 

plurality of clusters, each cluster including at least one document; c) determining a score for each 

cluster based upon how many documents in the cluster satisfy the constraint; and d) presenting 

the clusters to the computer user based upon cluster scores. 

24. Upon information and belief, Defendant has directly infringed the 140 Patent 

under 35 U.S.C. § 271(a), literally or under the doctrine of equivalents, during its term in the 

State of Texas, in this District, and elsewhere in the United States, by, among other things, 

directly or through intermediaries, making, using, operating, and making available to the public 

the Accused Instrumentality that performs the methods and uses the systems covered by at least 

claim 11 of the 140 Patent to the injury of Plaintiff.   
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25. Defendant has had actual knowledge of the 140 Patent since at least the filing 

date of the original complaint in this case. 

26. On information and belief, Defendant has induced others and continues to 

induce others under 35 U.S.C. § 271(b) to directly infringe the 140 Patent by taking active steps 

to encourage and facilitate the direct infringement by others, including but not limited to 

Defendant’s employees, customers, and end-users, with knowledge of that infringement by 

making, using, operating, and making available to the public, directly or through intermediaries, 

the Accused Instrumentality that performs the method covered by at least claim 11 of the 140 

Patent.  Defendant’s employees, customers, and end-users directly infringe the claims of the 140 

Patent through their use of the Accused Instrumentality.   

27. Since at least the filing date of the original complaint in this case, Defendant 

has had actual knowledge of the 140 Patent and has known that the use the Accused 

Instrumentality by its employees, customers, and end-users directly infringe the 140 Patent.  

Despite Defendant’s actual knowledge of the 140 Patent and the knowledge that its employees, 

customers, and end-users infringe, Defendant continues to actively encourage, assist, induce, aid, 

and abet its employees, customers, and end-users to directly infringe, whom use the Accused 

Instrumentality that is covered by one or more claims of the 140 Patent.   

28. On information and belief, even though Defendant has been aware of the 140 

Patent and that its employees, customers, and end-users infringe the 140 Patent since at least the 

filing date of the original complaint in this case, Defendant has not made any changes to the 

functionality, operations, marketing, sales, or technical support for the Accused Instrumentality 

to avoid infringing the 140 Patent either directly or inducing infringement; nor has Defendant 

informed its employees, customers, or end-users how to avoid directly infringing the 140 Patent.   

29. On information and belief, despite the information Defendant gleaned from the 

original complaint in this case, Defendant intentionally continues to make, use, operate, and 

make available to the public the Accused Instrumentality in a manner that directly infringes one 

or more claims of the 140 Patent. 

Case 2:15-cv-01071-RSP   Document 14   Filed 01/20/16   Page 6 of 20 PageID #:  53



-7- 

30. On information and belief, despite the information Defendant gleaned from the 

original complaint in this action, Defendant specifically intends and continues to induce its 

employees, customers, and end-users to use the Accused Instrumentality in a manner that 

directly infringes one or more claims of the 140 Patent.   

31. Since at least the filing date of the original complaint in this case, Defendant is 

aware that there is an objectively high likelihood that its actions constitute direct and induced 

infringement of a valid patent.  As such, Defendant is willfully, wantonly and deliberately 

infringing the 140 Patent. 

32. As a result of Defendant’s willful infringement of the 140 Patent, Plaintiff has 

suffered monetary damages and is entitled to a money judgment in an amount adequate to 

compensate it for Defendant’s infringement, but in no event less than a reasonable royalty for the 

use made of the invention by Defendant, together with interest and costs as fixed by this Court. 

PRAYER FOR RELIEF  

Oberalis seeks the following relief from this Court: 

A. Judgment that Defendant has directly infringed and induced infringement of the 

140 patent literally or under the doctrine of equivalents;   

B. An accounting of all infringing acts through the time of judgment;  

C. An award of damages in the form of at least a reasonable royalty for Defendant’s 

past and future infringement of the 140 Patent through the time of judgment, together with pre- 

and post-judgment interest and costs under 35 U.S.C. § 284;   

D. A judgment that Defendant willfully infringed the 140 Patent;  

E. A judgment and order for treble damages under 35 U.S.C. § 284;  

F. Judgment that this case is exceptional and an award of Oberalis’ reasonable 

attorneys’ fees and costs under 35 U.S.C. § 285; and   

G. An award to Oberalis of such further relief at law or in equity that this Court 

deems just and proper. 
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JURY TRIAL DEMANDED 

Plaintiff Oberalis demands a trial by jury on all claims and issues so triable. 

 

Dated: October 15, 2015 Respectfully submitted, 

/s/ Peter J. Corcoran, III 

Peter J. Corcoran, III – Lead Attorney 

Texas State Bar No. 24080038 

CORCORAN IP LAW, PLLC 

2019 Richmond Road, Suite 380 

Texarkana, Texas 75503 

Tel: (903) 701-2481 

Fax: (844) 362-3291 

Email: peter@corcoranip.com 

 

Counsel for Plaintiff  

Oberalis LLC 
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CERTIFICATE OF SERVICE 

The undersigned certifies that all counsel of record whom have consented to 

electronic service were served with a copy of this document under this Court’s CM/ECF 

system and local rules on October 15, 2015. 

 

 

 

 

_________________ 

Peter J. Corcoran, III 
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Ulllted States Patent [19] [11] Patent Number: 5,911,140 
Tukey et al. [45] Date of Patent: Jun. 8, 1999 

[54] METHOD OF ORDERING DOCUMENT 5,293,552 3/1994 Aalbersberg .......................... .. 395/605 
CLUSTERS GIVEN SOME KNOWLEDGE ()1? 5,442,778 8/1995 Pedersen et a1. 395/605 
USER INTERESTS 5,483,650 1/1996 Pedersen et a1. 395/602 

5,519,608 5/1996 Kupiec ......... .. .. 395/759 

. - . 5,535,382 7/1996 Ogawa .................................. .. 395/605 

[75] Inventors‘ ?glelrgilgkley?nn‘gtiltfl’ N'J" Jan 0' 5,544,049 8/1996 Henderson 6161. .................. .. 395/757 
’ a0 0’ a1‘ 5,598,557 1/1997 Doner er a1. . 395/605 

[73] Assigneez Xerox Corporation, Stamford, Conn‘ 5,787,420 7/1998 Tukey et a1. .............................. .. 707/5 

[21] APPL No: 08/572 399 Primary Examiner—Thomas G. Black 
’ Assistant Examiner—Greta L. Robinson 

[22] Filed: Dec. 14, 1995 
[57] ABSTRACT 

[51] Int. Cl.6 .................................................... .. G06F 17/30 
[52] us CL ________________ __ 7/5; 707/3; 707/7; 707/1 A method of automatically ordering the presentation of 
[58] Field of Search ................................... .. 395/605 604 documents Clusters generated from a ranked Corpus of 

395/603. 707/3 4 5’ 1 7’ documents. First, the corpus is ordered into a plurality of 
’ ’ ’ ’ ’ clusters. Next, a rank is determined for each cluster based 

[56] References Cited upon the rank of a document Within that cluster. Afterward, 
the clusters are presented to a computer user in the order 

US. PATENT DOCUMENTS determined by their rank. 

5,263,159 11/1993 Mitsui ................................... .. 395/605 

5,278,980 1/1994 Pedersen et al. ......................... .. 707/4 14 Claims, 5 Drawing Sheets 
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METHOD OF ORDERING DOCUMENT 
CLUSTERS GIVEN SOME KNOWLEDGE OF 

USER INTERESTS 

FIELD OF THE INVENTION 

The present invention relates to a method of document 
clustering. In particular, the present method relates to a 
method of logically ordering document clusters for presen 
tation to a computer user given some indication of the user’s 
interests. 

BACKGROUND OF THE INVENTION 

Until recently the conventional Wisdom held that docu 
ment clustering Was not a useful information retrieval tool. 
Objections to document clustering included its sloWness 
With large document corpora and its failure to appreciably 
improve retrieval. HoWever, When used as an access tool in 
its oWn right, document clustering can be a poWerful tech 
nique for broWsing a large document corpus. Pedersen et al. 
describe such a document broWsing technique in US. Pat. 
No. 5,442,778, entitled “Scatter-Gather: A Cluster-Based 
Method and Apparatus for BroWsing Large Document Col 
lections.” 

Using document clustering as its centerpiece, the Scatter 
Gather method disclosed by Pedersen et al. enables infor 
mation access for those With non-speci?c goals, Who may 
not be familiar With the appropriate vocabulary for describ 
ing the topic of interest, or Who are not looking for anything 
speci?c, as Well as for those With speci?c interests. Scatter 
Gather does so by scattering the documents of a corpus and 
then gathering them into clusters and presenting summaries 
of the clusters to the user. Given this initial ordering the user 
may select one or more clusters, Whose documents become 
a neW sub-corpus. Additionally, the user may add documents 
to, or eliminate documents from, this sub-corpus, as desired, 
to facilitate a Well-speci?ed search or broWsing. The docu 
ments of this modi?ed sub-corpus are again scattered and 
then gathered into neW clusters. With each iteration, the 
number of documents in each cluster becomes smaller and 
more detailed. 

FIG. 1 illustrates an exemplary presentation and ordering 
cluster summaries on a computer screen, Which Were gen 
erated for an initial scattering of a corpus consisting of the 
August 1990 articles provided by the NeW York Times NeWs 
Service. The ?rst line of each cluster summary includes the 
cluster number, the number of documents in the summary, 
and a number of partial typical titles of articles Within the 
cluster. The second line of each cluster summary lists Words 
frequent Within the cluster. While useful, these cluster sum 
maries are not as helpful as the table of contents of a 
conventional textbook because their order of presentation 
does not indicate any relationship or similarity betWeen 
adjacent clusters. 
As FIG. 1 illustrates, clusters need not be presented to the 

user for consideration one at a time. HoWever, there are 
limitations to hoW many clusters can be presented at a single 
time on a computer screen. The limitations of display device 
dimensions and the user’s short term memory determine an 
upper limit on hoW may clusters can be usefully presented 
at once. If the number of clusters at a particular stage of a 
particular search exceeds this upper limit, it is possible and 
often desirable to group those clusters into feWer super 
clusters, replacing What Would have been one search stage 
by tWo search stages. 

SUMMARY OF THE INVENTION 

A method of automatically ordering the presentation of 
documents clusters generated from a ranked corpus of 

10 

15 

25 

35 

45 

55 

65 

2 
documents Will be described. First, the corpus is ordered into 
a plurality of clusters. Next, a rank is determined for each 
cluster based upon the rank of a document Within that 
cluster. AfterWard, the clusters are presented to a computer 
user in the order determined by their rank. 

Another method of automatically ordering the presenta 
tion of document clusters Will also be described. This 
method makes use of the response to a user supplied boolean 
constraint to determine the most logical order of cluster 
presentation. The method begins by identifying each docu 
ment of the corpus that satis?es the user’s constraint. Next, 
the corpus is ordered into a plurality of clusters. Finally, a 
score is generated for each cluster based upon the number of 
documents Within the cluster that satisfy the constraint. 

Other objects, features, and advantages of the present 
invention Will be apparent from the accompanying draWings 
and detailed description that folloWs. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is illustrated by Way of example 
and not by Way of limitation in the ?gures of the accompa 
nying draWings. In the accompanying draWings similar 
references indicate similar elements. 

FIG. 1 illustrates a prior disorderly arrangement of cluster 
summaries for presentation. 

FIG. 2 illustrates a computer system for ordering docu 
ment clusters for presentation. 

FIG. 3 illustrates a method of document clustering. 
FIG. 4 illustrates a method of ordering document clusters 

for presentation When document rankings are provided. 
FIG. 5 illustrates a method of ordering document clusters 

for presentation When document satisfaction indicators are 
available. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

FIG. 2 illustrates computer system 20, Which incorporates 
the methods of the present invention for ordering document 
clusters for presentation. Brie?y described, the methods of 
the present invention enable computer system 20 to auto 
matically order document clusters for presentation to a 
computer user in a logical and useful fashion given some 
indication of the computer user’s interests. Computer system 
20 does so by ranking or scoring document clusters based on 
the user’s perceived interests in documents Within each 
cluster, and the clusters containing the most interesting 
documents are presented before those containing less inter 
esting documents. 
A. The Document Clustering Computer System 

Prior to a more detailed discussion of the present 
invention, consider computer system 20. Computer system 
20 includes monitor 22 for visually displaying information 
to a computer user. Computer system 20 also outputs infor 
mation to the computer user via printer 24. Computer system 
20 provides the computer user multiple avenues to input 
data. Keyboard 26 and mouse 28 alloW the computer user to 
input data manually. The computer user may also input 
information by Writing on electronic tablet 30 With pen 32. 
Alternately, the computer user can input data stored on 
machine readable media 32, such as a ?oppy disk, by 
inserting machine readable media into disk drive 34. Optical 
character recognition unit (OCR unit) 36 permits users to 
input hard copy natural language documents, like document 
38, Which it converts into a coded electronic representation, 
typically American National Standard Code for Information 
Interchange (ASCII). 
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Processor 40 controls and coordinates the operation of 
computer system 20 to execute the commands of the com 
puter user. Processor 40 determines and takes the appropri 
ate action in response to each command by executing 
instructions stored electronically in memory, either memory 
42 or on ?oppy disk 32 Within disk drive 34. Typically, 
operating instructions for processor 40 are stored in solid 
state memory 42, alloWing frequent and rapid access to the 
instructions. Devices that can be used to implement memory 
42 include standard, commercially available semiconductor 
logic devices such as read only memories (ROM), random 
access memories (RAM), dynamic random access memories 
(DRAM), programmable read only memories (PROM), 
erasable programmable read only memories (EPROM), and 
electrically erasable programmable read only memories 
(EEPROM), such as ?ash memories. 
B. Document Clustering 

The documents of a corpus must be clustered before the 
order of presentation of the clusters can be determined. The 
clusters at each stage of a search may have been 
precomputed, alloWing their use in many other computer 
searches, or the clustering at each stage may be performed 
“on the ?y.” The most reasonable approach in many situa 
tions is to precompute the clusters for early stages and to 
compute the clusters in the later stages “on the ?y.” 

This clustering may be done using a variety of techniques, 
including those described in US. Pat. No. 5,442,778 to 
Pedersen et al., Which is incorporated herein by reference. 
Typically, clustering algorithms represent each document d 
of a corpus C using an appropriate lexicon, V. The appro 
priate lexicon Will often utiliZe gentle stemming; i.e., Words 
that differ by simple suf?xes become a single term, and 
usually excludes Words found on an extended list of stop 
Words. As used herein, stop Words are Words that do little to 
change the topics of the sentences in Which they appear. A 
suitable lexicon may also include selected Word pairs and 
might differ from stage to stage of a search. 
Some clustering algorithms use a count?le, c(d), to rep 

resent each document. In a count?le each scalar represents 
the number of times each term of the appropriate lexicon, V, 
occurs in document, d. 
A count?le can be expressed: 

Where mi is the ith Word in lexicon V; and 
f(u)i, d) represents the frequency of the term mi in docu 

ment d. 
FIG. 3 illustrates the major tasks performed prior to 

presenting cluster summaries to a computer user. First, 
during step 52 a corpus of documents is ordered into a set of 
k initial clusters. That is to say, the documents of the corpus 
are organiZed into k groups. That done, attention turns to 
generating a summary for each cluster. Each cluster sum 
mary preferably includes a list of typical, or representative, 
partial document titles and list of frequent, or representative, 
terms. During step 54 processor 40 selects typical partial 
document titles for each document cluster. These partial 
titles may be selected in a number of Ways. For example, 
titles can be selected based upon the proximity of their 
document’s count?le c(d) to the cluster centroid, p. As used 
herein, a cluster centroid p is a vector in Which each scalar 
represents the average number of occurrences Within the 
cluster of each term 00 of the lexicon V. AfterWard, during 
step 56 typical terms are chosen to represent each cluster. 
Again, this can be done in a number of Ways. One simple 
Way is to select a number of the most frequently used terms 
Within the documents of each cluster either by count, by a 
proportion of the total number of occurrences of each term 
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4 
in the lexicon that occurs in the cluster, or by a combination 
of these criteria. This information is easily derived given the 
count?les and the Words of the lexicon. 
C. Cluster Ordering Given External Information 

1. Cluster Ordering Based on Document Rank 
FIG. 4 illustrates in ?oW diagram form the instructions 80 

executed by processor 40 to determine a logical order to 
present cluster summaries When the documents of the corpus 
have been ranked, often With ties, on the basis of previous 
search histories, either those of the present user or by a 
member of a group Whose interests are believed to be similar 
to that of the present user. This ranking may re?ect accu 
mulated data on documents ?nally selected in earlier 
searches. Alternatively, the ranking may re?ect the scoring 
inherent in a similarity search. (See G. Salton and M. J. 
McGill, “Introduction to Modern Information Retrieval”, 
McGraW-Hill, 1983, for a discussion of similarity searches.) 

Instructions 80 determine an order of presentation given 
a prior user query, Which is used as an indication of the 
computer user’s interests. Brie?y described, instructions 80 
determine the order of cluster presentation using document 
rank to determine a cluster rank. Ties betWeen ranked cluster 
may be broken by eating the tied clusters in the manner 
discussed previously With respect to FIG. 4 and instructions 
60. Cluster summaries are then presented to the computer 
user in the resulting rank order. Instructions 80 may be 
stored in solid state memory 42 or on a ?oppy disk placed 
in disk drive 34. Instructions may be realiZed in any com 
puter language including, LISP and C++. 

Execution of instructions 80 is initiated upon receipt of a 
ranked, tie-broken, and clustered document corpus. Proces 
sor 40 responds to initiation by advancing to step 82. During 
step 82 processor 40 determines a rank for each cluster based 
upon the rank of a document d Within that cluster. In one 
embodiment, the rank r of cluster Ci is equal to the rank of 
the cluster’s most desirable document r(d). That is to say, if 
loW rankings are de?ned as desirable, then the rank of the 
cluster Will be set to that of the cluster’s loWest ranking 
document. Stated mathematically: 

r(Ci)=min r(d) Where de Ci. 
Alternatively, other methods can be used during step 82 to 

determine cluster rank. For example, cluster rank can be set 
equal to the median document rank of a cluster, the average 
document rank, or equal to the total rank of a subset of the 
loWest ranking documents in the cluster; eg the ten loWest 
ranking documents, or the eighth or ninth loWest ranking 
documents. 

Alternatively, other information can be used to rank 
clusters directly. Such information includes knoWledge of 
the frequency of choices among the particular set of clusters 
being processed, or, more often, knoWledge of choices by 
groups of similarly interested users. Again, ties betWeen 
ranked clusters can be broken using the method described 
previously With respect to FIG. 4 and instructions 60. 

Alternatively during step 84 the summary of each cluster 
can be modi?ed by replacing the partial titles that make up 
part of the summary With an equal number of partial titles 
from the documents in the cluster that have the loWest ranks. 
Ties betWeen documents having the same rank can be 
broken in the manner previously discussed. As before, the 
partial titles of documents With loWer ranks are presented 
before those With higher ranks. Processor 40 then branches 
from step 84 to step 86. 

Having determined the order of presentation of partial 
titles Within each summary during step 84, processor 40 
advances to step 86. During that step processor 40 presents 
the cluster summaries in cluster rank order. The document 
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summaries may be presented to the user via monitor 22, 
printer 24 and/or stored to solid state memory 42 for later 
display. Cluster presentation complete, processor 40 
branches from step 86 to step 88, returning control to the 
routine that called instructions 80. 

2. Cluster Ordering Based on Binary Document Scores 
FIG. 5 illustrates in How diagram form the instructions 

100 executed by processor 40 to determine an order to 
present cluster summaries When a boolean constraint, pref 
erably structured as a combination of partial constraints, has 
been furnished for the document corpus by the computer 
user. That is to say, instructions 100 treat satisfaction of the 
boolean constraint as an indication of the computer user’s 
interest in a particular document, Which is then used to order 
the document clusters for presentation. Instructions 100 may 
be stored in solid state memory 42 or on a ?oppy disk placed 
in disk drive 34. Instructions may be realiZed in any com 
puter language including, LISP and C++. 

Execution of instructions 100 is initiated upon receipt of 
a clustered document corpus, and satisfaction indicators, 
I(d), Which indicate for each document Whether that docu 
ment satis?es the user’s boolean constraint. Processor 40 
responds to initiation by advancing to step 102. 

During step 102 processor 40 calculates a score for each 
cluster based upon the number of documents With the cluster 
that satisfy the boolean constraint. Processor 40 can score 
each document based upon total or partial satisfaction of the 
boolean constraint. HoW to chose among these methods of 
scoring Will be discussed folloWing the discussion of the 
methods. 

a. Scoring Based on Total Satisfaction 
If When a document d satis?es the computer user’s 

boolean constraint I(d)=1, and if I(d)=0 When document d 
does not satisfy the boolean constraint, then the score s for 
a cluster Ci can be calculated in a number of Ways. In one 
embodiment, the cluster score is the sum of satisfaction 
indicators for that cluster. Stated mathematically: 

s(Ci)=ZI(d) Where de Ci. 
In yet another embodiment, the cluster score can be 

calculated as the sum of satisfaction indicators divided by 
the number of documents in the cluster. Stated mathemati 
cally: 

s(Cl-)=eI(d)/|Ci| Where |Ci| is the number of documents in 
cluster Ci. 

In a third embodiment cluster scores can be taken as the 
product of the tWo scores previously discussed above. 

b. Scoring Based on Partial Satisfaction 
Alternatively, clusters can be scored during step 102 

based on partial satisfaction of the boolean constraint. This 
permits the clusters to be scored even if none, or very feW 
of the clusters, satisfy the overall constraint, e.g., When the 
total number of satisfactions among all documents is 25 or 
less. In these situations it may be important to recogniZe that 
a cluster in Which each partial constraint is satis?ed for some 
documents is likely to contain a desired document even 
When no one document meets the overall constraint. Imple 
menting this alternative requires a breakdoWn of the boolean 
constraint such that satisfaction of the overall constraint is 
equivalent to simultaneous satisfaction of multiple partial 
constraints. If h speci?es a partial constraint, a correspond 
ing partial satisfaction indicator Ih(d) and a partial cluster 
score can be de?ned for each h exactly as discussed above. 

c. Choosing a Method of Scoring 
To determine Which method of scoring clusters should be 

used during step 102 We use a dissected satisfaction score 
combining the scores for each partial constraint. This dis 
sected score is the minimum number of documents Within a 
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6 
cluster satisfying all constraints h. Clearly, the dissected 
satisfaction score is greater than or equal to the correspond 
ing total satisfaction score. The method of scoring can be 
chosen based upon comparison of the total number of 
satisfactions in all clusters combined compared to some 
threshold value. In this embodiment, When the total number 
of total satisfactions is greater than or equal to this threshold 
then total satisfaction is used to score and order the clusters 
being processed. Analogously, When the total number of 
total satisfactions is less than the threshold value then the 
scoring and ordering of clusters is based upon dissected 
satisfaction scores. In this embodiment the value to Which 
the threshold is set is a design choice. The value of the 
threshold may be set so high in some embodiments that the 
dissected satisfaction score is alWays used. 
An analogous method can be used to select betWeen the 

tWo types of scoring When the computer user speci?es the 
overall boolean constraint as tWo nested dissections, in 
Which the ?ner dissection dissects the partial constraint of 
the broader one. In these circumstances tWo thresholds 
Would be used in an entirely analogous Way so that the total 
satisfaction score, ?rst dissected score and second dissected 
score might be used, in turn, during successive stages of a 
single search. 

Having scored all the clusters, hoWever scored, processor 
40 branches from step 102 to step 104. During step 104 
processor 40 uses the cluster scores previously generated to 
determine the order of cluster presentation and then presents 
the cluster summaries in that order. Processor 40 presents 
?rst the cluster including the greatest number of documents 
satisfying the boolean constraint, next the cluster including 
the second greatest number of documents satisfying the 
boolean constraint, and so on. The document summaries 
may be presented via monitor 22, printer 24 and/or stored to 
solid state memory 42 for later display. Cluster presentation 
complete, processor 40 branches from step 104 to step 106, 
returning control to the routine that called instructions 100. 
D. Conclusion 

Thus, tWo different methods have been described for 
determining cluster ordering for presentation to a computer 
user in a Way that emphasiZes topic similarity. These meth 
ods use available information about the computer user’s 
interests to generate a cluster score or ranking, Which is then 
used to contribute to a determination of the order of cluster 
presentation. 

In the foregoing speci?cation, the invention has been 
described With reference to speci?c exemplary embodiments 
thereof. It Will, hoWever, be evident that various modi?ca 
tions and changes may be made thereto Without departing 
from the broader spirit and scope of the invention as set forth 
in the appended claims. Accordingly, the speci?cation and 
draWings are to be regarded in an illustrative rather than a 
restrictive sense. 

What is claimed is: 
1. A method of broWsing a corpus of documents, each 

document of the corpus having a rank generated in response 
to a query of a computer user, the method using a processor 
executing instructions stored in a memory the method com 
prising the steps of: 

a) ordering the corpus into a plurality of clusters, each 
cluster including at least one document; 

b) determining a rank of each cluster based upon the rank 
of a one of the documents in the cluster; and 

c) presenting the clusters to the computer user in an order 
based upon cluster rank. 

2. The method of claim 1 further comprising the step of: 
d) generating a cluster summary for each document 

cluster, each cluster summary a number of typical 
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partial titles of documents Within the cluster, the docu 
ments represented being selected based upon document 
rank. 

3. The method of claim 1 Wherein step c) includes 
presenting higher ranking document clusters prior to loWer 
ranking document clusters. 

4. The method of claim 1 Wherein step c) includes 
presenting loWer ranking document cluster prior to higher 
ranking document clusters. 

5. The method of claim 1 Wherein step b) includes 
generating a rank r(Ci) for each document cluster Ci accord 
ing to the equation: 

Where: d is a document Within cluster Ci; and 
r(d) is the rank of document d. 

6. The method of claim 2 Wherein step c) includes 
presenting higher ranking document clusters prior to loWer 
ranking document clusters. 

7. The method of claim 6 Wherein step b) includes 
generating a rank r(Ci) for each document cluster Ci accord 
ing to the equation: 

Where: d is a document Within cluster Ci 
r(d) is the rank of document d. 

8. The method of claim 2 Wherein step c) includes 
presenting loWer ranking document cluster prior to higher 
ranking document clusters. 

9. The method of claim 8 Wherein step b) includes 
generating a rank r(Ci) for each document cluster Ci accord 
ing to the equation: 

Where: d is a document Within cluster Ci 
r(d) is the rank of document d. 

10. A product of manufacture comprising: 
a) a memory; and 
b) instructions stored in the memory for a method of 

broWsing a corpus of documents, each document of the 
corpus having a rank generated in response to a query 
of a computer user, the method using a processor 
executing instructions stored in a memory, the method 
including the steps of: 
1) ordering the corpus into a plurality of clusters, each 

cluster including at least one document; 
2) determining a rank of each cluster based upon the 

rank of a one of the documents in the cluster; and 

8 
3) presenting the cluster to the computer user in an 

order based upon cluster rank. 
11. A method of broWsing a corpus of documents using a 

processor and a memory coupled to the processor, the 
5 processor implementing the method by executing instruc 

tions stored in the memory, the method comprising the steps 
of: 

a) identifying each document of the corpus that satis?es a 
10 constraint supplied by a user of the computer; 

b) ordering the corpus into a plurality of clusters, each 
cluster including at least one document; 

c) determining a score for each cluster based upon hoW 
many documents in the cluster satisfy the constraint; 

15 and 

d) presenting the clusters to the computer user based upon 
cluster scores. 

12. The method of claim 11 Wherein step c) comprises the 
20 steps of: 

e) determining a number of documents in each cluster that 
satisfy the constraint; 

f) setting each cluster score equal to the number of 
documents in the cluster that satisfy the constraint. 

13. The method of claim 11 Wherein step c) comprises the 
steps of: 

a) determining a ?rst number of documents in each cluster 
that satisfy the constraint; 

b) determining a second number of documents in each 
30 

cluster; and 
c) setting the score of each cluster proportional to the ?rst 

number and inversely proportional to the second num 
ber. 

14. A product of manufacture comprising: 35 

a) a memory; and 
b) instructions stored in the memory, the instructions 

representing a method of broWsing a corpus of docu 
ments using a processor coupled to the memory, the 

40 method comprising the steps of: 
1) identifying each document of the corpus that satis?es 

a constraint supplied by a user of the computer; 
2) ordering the corpus into a plurality of clusters, each 

cluster including at least one document; 
3) determining a score for each cluster based upon hoW 
many documents in the cluster satisfy the constraint; 
and 

4) presenting the clusters to the computer user based 
upon cluster scores. 

45 

5O 
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