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IN THE UNITED STATES DISTRICT COURT
FOR THE DISTRICT OF DELAWARE

NETWORK SECURITY
TECHNOLOGIES, LLC,
Civil Action No.

Plaintiff,
V. JURY TRIAL DEMANDED
BRADFORD NETWORKS, INC.,

Defendant.

COMPLAINT FOR PATENT INFRINGEMENT

Plaintiff Network Security Technologies, LLC (“Network Security” or “Plaintiff”), for its
Complaint against Defendant Bradford Networks, Inc., (“Bradford Networks” or “Defendant”)
alleges the following:

NATURE OF THE ACTION

1. This is an action for patent infringement arising under the Patent Laws of the United
States, 35 U.S.C. 8§ 1 et seq.

THE PARTIES

2. Plaintiff is a limited liability company organized under the laws of the State of
Delaware and can be served through its registered agent at 717 North Union Street, Wilmington,
Delaware 19805.

3. Upon information and belief, Bradford Networks is a corporation organized and
existing under the laws of Delaware, with a place of business at 374 Congress Street, Suite 502,
Boston, Massachusetts 02210, and can be served through its registered agent, The Corporation
Trust Company, Corporation Trust Center, 1209 Orange Street, Wilmington, Delaware 19801.
Upon information and belief, Bradford Networks sells and offers to sell products and services
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throughout the United States, including in this judicial district, and introduces products and
services into the stream of commerce that incorporate infringing technology knowing that they
would be sold in this judicial district and elsewhere in the United States.

JURISDICTION AND VENUE

4, This is an action for patent infringement arising under the Patent Laws of the
United States, Title 35 of the United States Code.

5. This Court has subject matter jurisdiction under 28 U.S.C. 8§ 1331 and 1338(a).

6. Venue is proper in this judicial district under 28 U.S.C. 81400(b). On information
and belief, Defendant is incorporated in the State of Delaware.

7. On information and belief, Defendant is subject to this Court’s general and
specific personal jurisdiction because Defendant has sufficient minimum contacts within the
State of Delaware and this District, pursuant to due process and/or the Del. Code. Ann. Tit. 3, 8
3104 because Defendant purposefully availed itself of the privileges of conducting business in
the State of Delaware and in this District, because Defendant regularly conducts and solicits
business within the State of Delaware and within this District, and because Plaintiff’s causes of
action arise directly from Defendant’s business contacts and other activities in the State of
Delaware and this District. Further, this Court has personal jurisdiction over Defendant because
Defendant is incorporated in Delaware and has purposely availed itself of the privileges and
benefits of the laws of the State of Delaware.

COUNT I — INFRINGEMENT OF U.S. PATENT NO. 8,234,705

8. The allegations set forth in the foregoing paragraphs 1 through 7 are incorporated

into this First Count.
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9. OnJuly 31, 2012, U.S. Patent No. 8,234,705 (“the *705 patent”), entitled
“Contagion Isolation and Inoculation,” was duly and legally issued by the United States Patent
and Trademark Office. A true and correct copy of the *705 patent is attached as Exhibit 1.

10.  The claims of the *705 patent are directed to technical solutions to technical
problems related to network security. Network security is a tremendous concern for modern
enterprises, since a breach of an internal network can have severe repercussions, including major
financial losses, data theft, disclosure of sensitive information, network disruptions, and data
corruption—any of which could have devastating consequences to a business, at any scale.
While a network security appliance can be extremely adept at keeping unwanted external
intrusions into the network out, it is well known that perhaps the most exploitable component of
a network is the human element. Information technology (IT) professionals may be able to keep
on-site systems secure and up to date, but a worker’s personal laptop or mobile device is a
significant security risk that would allow attackers (or just unwanted malware) access into a
business’s network, bypassing IT security measures. The technology of the *705 Patent closes
this loophole by verifying that any device attempting to access a company’s network meets the
company’s standards for network security and will not introduce dangerous programs into the
company’s network. Through this technology, as implemented by companies including the
Defendant, businesses can increase security of vulnerable elements of their networks.

11.  The claims of the *705 patent do not merely recite the performance of some
business practice known before the pre-Internet world along with the requirement to perform it
on the Internet. Instead, the claims of the 705 patent are rooted in improvements to
computerized network security technology in order to overcome problems specifically arising in

the realm of computerized network security.
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12.  The claims of the *705 patent recite subject matter that is not merely the routine or
conventional use of network infrastructure. Instead, the claimed inventions are directed to
particularized methods of assessing and responding to an external network access request such
that network integrity is maintained. The *705 patent claims specify how a secure network can
assess and respond to an external network access request without jeopardizing network integrity.

13.  The claims of the *705 patent do not preempt all ways of using network security
technology, do not preempt any other well-known or prior technology, and do not impermissibly
block future developments.

14. Each claim of the *705 patent recites a combination of elements that amounts to
significantly more than a patent on an ineligible concept.

15. Plaintiff is the assignee and owner of the right, title and interest in and to the *705
patent, including the right to assert all causes of action arising under said patent and the right to
any remedies for infringement of said patent.

16. Upon information and belief, Defendant has directly infringed and continues to
directly infringe at least claim 1 of the *705 patent by making, using, offering for sale, selling, or
importing products that perform (including but not limited to Network Sentry) or services related
to methods for isolating potential network contagions and inoculating networks against the
isolated contagions (the “Accused Instrumentalities™).

17.  Oninformation and belief, the Accused Instrumentalities leverage Trusted
Network Connect (or Trusted Network Communications) (TNC) open architecture promulgated
by the Trusted Network Connect Work Group of the Trusted Computing Group (TCG). See,
e.g., TCG Trusted Network Communications TNC Architecture for Interoperability,

Specification Version 1.5, Revision 4, published May 7, 2012 (hereinafter the “TNC
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Specification”) at page 9, available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_vl 5 r4.pdf. On information and belief, Defendant adopted
the TNC standards at least as of 2005. See, e.g., Trusted Computing Group’s Making Computing
Safer and More Secure Through Industry Standards presentation at page 29 available at

https://trustedcomputinggroup.org/wp-content/uploads/TCG_Presentation_Global_Press.pdf.

TCG Membership

110 Total Members as of August 18, 2005

7 Promoter, 71 Contributor, 32 Adopter

Promoters

AMD

Hewlett-Packard

IBM

Intel Corporation
Microsoft

Sony Corporation

Sun Microsystems, Inc.

Contributors

Agere Systems

American Megatrends, Inc.
ARM

ATI Technologies Inc.
Atmel

AuthenTec, Inc.

AVAYA

Broadcom Corporation
Certicom Corp.

Citrix Systems, Inc.
Comodo

Dell, Inc.

Endforce, Inc.

Ericsson Mobile Platforms AB
Extreme Networks

France Telecom Group
Freescale Semiconductor
Fujitsu Limited

TRUSTED
COMPUTING GROUP~

18. Upon information and belief, Defendant makes, uses, offers for sale, sells, and/or

Contributors

Fujitsu Siemens Computers
Funk Software, Inc.

Gemplus

General Dynamics C4 Systems
Giesecke & Devrient

Hitachi, Ltd.

Infineon

InfoExpress, Inc.

InterDigital Communications
iPass

Lenovo Holdings Limited
Lexmark International
M-Systems Flash Disk Pioneers
Meetinghouse Data
Communications

Mirage Metworks

Motorola Inc.

National Semiconductor
nCipher

NEC

Network Associates

Nevis Networks, USA

Nokia

NTRU Cryptosystems, Inc.
NVIDIA

OSA Technologies, Inc
Philips

Phoenix

Pointsec Mobile Technologies

Contributors

Renesas Technology Corp.
Ricoh Company LTD

RSA Security, Inc.
SafeNet, Inc.

Samsung Electronics Co.
SCM Microsystems, Inc.
Seagate Technology
SignaCert, Inc.

Sinosun Technology Co., Ltd.
SMSC

STMicroelectronics

Sygate Technologies, Inc.
Symantec

Symbian Ltd

Synaptics Inc.

Texas Instruments

Trend Micro

TriCipher, Inc.

UPEK, Inc.

Utimaco Safeware AG
VeriSign, Inc.

Vernier Networks

Vodafone Group Services LTD
Wave Systems

Winbond Electronics
Corporation

Zone Labs, Inc.

Adopters

Advanced Network Technology Labs
Apani Networks

Apere, Inc.

BigFix, Inc.

Bradford Networks

Caymas Systems

Cirond

CPR Tools, Inc.

Credant Technologies

Fiberlink Communications
Foundry Networks Inc.
Foundstone, Inc.

Industrial Technology Research Institute
Infosec Corporation

Lockdown Metworks

Marvell Semiconductor, Inc.
MCI

PC Guardian Technologies
Safend

Sana Security

Senforce Technologies, Inc
Silicon Integrated Systems Corp.
Silicon Storage Technology, Inc.
Softex, Inc.

StillSecure

Swan Island Networks, Inc.
Telemidic Co. Ltd.

Toshiba Corporation

ULi Electronics Inc.

Unisys

Websense

imports the Accused Instrumentalities. See, e.g., Network Sentry Security Automation and

Orchestration Platform Product Brief (PDF) at pages 1 and 2 available at

https://www.bradfordnetworks.com/products/network-sentry/:
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Solution

Network Sentry offers a policy-based security automation and orchestration platform that enables discovery
of every endpoint and network infrastructure device, provides contextual awareness for implementing
dynamic network access control, and the ability to contain a cyber breach through automated threat
response. By automating the complex threat triage process and rapidly responding to security alerts,
Network Sentry minimizes the risk of unauthorized access to corporate assets and intellectual property,
protects the brand, and reduces the impact, time, and costs of containing cyber threats.

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

19.  Claim 1 of the *705 patent recites a method for protecting a network, comprising:
detecting an insecure condition on a first host that has connected or is attempting to connect to a
protected network, wherein detecting the insecure condition includes contacting a trusted
computing base associated with a trusted platform module within the first host, receiving a
response, and determining whether the response includes a valid digitally signed attestation of
cleanliness, wherein the valid digitally signed attestation of cleanliness includes at least one of an
attestation that the trusted computing base has ascertained that the first host is not infested, and
an attestation that the trusted computing base has ascertained the presence of a patch or a patch

level associated with a software component on the first host; when it is determined that the
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response does not include a valid digitally signed attestation of cleanliness, quarantining the first
host, including by preventing the first host from sending data to one or more other hosts
associated with the protected network, wherein preventing the first host from sending data to one
or more other hosts associated with the protected network includes receiving a service request
sent by the first host, serving a quarantine notification page to the first host when the service
request comprises a web server request, and in the event the service request comprises a DNS
query, providing in response an IP address of a quarantine server configured to serve the
quarantine notification page if a host name that is the subject of the DNS query is not associated
with a remediation host configured to provide data usable to remedy the insecure condition; and
permitting the first host to communicate with the remediation host.

20.  As demonstrated in the exemplary images and text below, Defendant has directly
infringed and continues to directly infringe at least claim 1 of the 705 patent by making, using,
offering for sale, selling, and/or importing the Accused Instrumentalities, which perform a
method for protecting a network, comprising: detecting an insecure condition on a first host that
has connected or is attempting to connect to a protected network, wherein detecting the insecure
condition includes contacting a trusted computing base associated with a trusted platform module
within the first host:

The Accused Instrumentalities detect when an Access Requestor (AR) client (a

first host) is attempting to connect to the protected network, but has not yet passed

the integrity-verification (thus is in insecure condition). See, e.g., the TNC

Specification at pages 20 and 26 available at

https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

When a network connection attempt is triggered (automatically or by user
request), the NAR at the AR (client) initiates a connection request at the link
and network layers.
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[solation: If the AR has been authenticated and is recognized to be one that has some
privileges on the network but has not passed the integrity-verification by the IMV, the

PDP may return instructions to the PEP to redirect the AR to an isolation environment
where the AR can obtain integrity-related updates.

As shown in the figure below, detecting the insecure condition includes using the
PTS (Platform Trust Service) Protocol to contact a trusted computing base, the
Policy Decision Point (PDP), to use the PTS Integrity Measurement Collector of
the first host. See, the TCG Attestation PTS Protocol: Binding to TNC IF-M
Specification, Version 1.0, Revision 28, published August 24, 2011 (hereinafter
“IFM PTS”) at page 10 available at https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS _v1 0 r28.pdf.

Rr-.-q uestor {AGCESB Challenger
Requestor) (PDP)
o5 - PTS
ntagrity .
Protocol PTS Integrity
Measurement T L s Measurament Vesifiar
Collector |
| " Callecior Veesifiers |
Tollecion I.q IF-M S ‘erifier |
.............. — Y T [ LY A N
THC IF-TNCCS THC
Client IR G — - Senver
------------- -IF-PTS
Platform Trust Mebwark IF-T
Service (PTS) ACDESS  [essesneansanensseasiasianees - “ET,::“-TE
Requestor
TSS
Supplicant!
WPHN Client. eic.

Figure 1: PTS Protocol Integration with TNC Architecture

Notice that the TNC Architecture contains several layered protocols (IF-T, IF-TNCCS and IF-M). The
PTS Protocol will be carried within the payloads of the IF-M protocol, so would layer hierarchically on
top of the IF-M protocol. The PTS Protocol operates between the PTS-IMC and PTS-IMV to enable
PTS-based attestation leveraging the underlying TPM. The PTS-IMC uses a local IPC channel to the
PTS (discussed in the IF-PTS specification) to obtain the necessary attestation evidence. Use of the
IF-PTS interface and the TSS middleware stack components are optional so implementations might

leverage the PTS or TPM in other ways (e.g. the PTS could have other techniques for interacting with
a TPM to obtain measurements).

See also, the TCG’s Trusted Platform Module Library, Part 1: Architecture,
Family 2.0, Level 00 Revision 01.07 draft published March 13, 2014 (hereinafter,
“TPM Library”) at page 23 available at

https://www.trustedcomputinggroup.org/wp-content/uploads/TPM-Rev-2.0-Part-
1-Architecture-01.07-2014-03-13.pdf.
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9.2.2  Trusted Computing Base

A trusted computing base (TCB) is the collection of system resources (hardware and software) that is
responsible for maintaining the security policy of the system. An important attribute of a TCB is that it be
able to prevent itself from being compromised by any hardware or software that is not part of the TCB.

receiving a response:

The response is then received in the form of “attestation information.” See, e.g.,
the IFM PTS at pages 14-15 available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS_v1 0 r28.pdf. (Discussed further below).

and determining whether the response includes a valid digitally signed attestation of
cleanliness, wherein the valid digitally signed attestation of cleanliness includes at least

one of an attestation that the trusted computing base has ascertained that the first host is

not infested:

If the remote challenger is clean, the “attestation information” will include a
signed (and cryptographically verifiable) set of “attestation evidence” which is an
attestation of cleanliness. See, e.g., the IFM PTS at pages 14-15 available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS v1 0 r28.pdf.

2.5.2 TPM Quote

This section summarizes how the TPM's ability to quote PCRs provides assurance that the attestation
evidence provided is trustworthy and protected from local tampering. The TPM provides a number of
shielded storage locations and ordinals to perform transformations on data using the contents of these

locations. For example, the TPM houses cryptographic keys that are only usable inside the TPM.
One such key is the Attestation Identity Key (AIK) which is limited by the TPM to only be used to sign
the contents of the TPM's PCRs (which are protected in TPM shielded storage). On a platform where

the PCRs are set to reflect the operational content of the system, this combination of protected PCRs
and AIK enable an attestation mechanism to be verifiable by remote parties.

Specifically, a remote challenger can request attestation information about a system and obtain an AIK
signed set of “attestation evidence" that is cryptographically verifiable as having been generated using
a TPM-resident AlK and PCRs. By empowering the remote challenger to be able to retrieve this
signed set of PCRs with proof that they were resident inside a TPM, this mechanism allows the
challenger to have confidence that it can determine (potentially using the measurement log and policy)
what software has been run on the endpoint without fear of being spoofed by malware.

and an attestation that the trusted computing base has ascertained the presence of a patch
or a patch level associated with a software component on the first host:
The attestation information provided by the Accused Instrumentalities includes
measurements of the client’s integrity (ascertained that the first host is not

infested) and the software versions (the presence of a patch or a patch level

Page 9 of 44



Case 1:17-cv-01487-UNA Document 1 Filed 10/24/17 Page 10 of 44 PagelD #: 10

associated with a software component on the first host). See, e.g., the TNC
Specification at page 15 available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

Integrity Measurement Collector (IMC): The IMC function is a software component that runs
on an AR, measuring security aspects of the AR's integrity. Examples include the Anti-Virus
parameters on the Access Reguestor, Personal Firewall status, software versions, and other
security aspects of the AR. Note that the TNC Architecture is designed for multiple IMCs to
interact with a single (or multiple) TNC Client/TNC Server, thereby allowing customers to
deploy complex integrity policies involving a range of vendors products.

This process is performed when clients attempt to connect to the protected
network, to prevent outside infections from getting in and to ensure the integrity
has not fallen below expectations—such as new updates not being installed—
since a previous connection. A Use Case Walkthrough provided by the Trusted
Computing Group illustrates a standard procedure for new connection attempts.
See pages 55-59 of the TCG TNC IF-IMV Specification, Version 1.0, Revision 3,
published May 3, 2005 (hereafter “TNC IF-IMV Specification”) available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV _v1 0 r3.pdf.

7.4 Network Connect

1. The endpoint's NAR attempts to connect to a network protected by a PEP, thus triggernng an
Integrity Check Handshake. There are other ways that an Integrity Check Handshake can be
triggered, but this will probably be the most common. For those other ways, the next few
steps may be significantly different.

2. The PEP sends a network access decision request to the PDP (NAA or TNCS). Depending
on configuration, the PEP may contact the NAA first or the TNCS. The ordering of user
authentication, platform authentication, and integrity check is also subject to configuration.
Here we present what will probably be the most common order: first user authentication, then
platform authentication, then integrity check.

3. The NAA performs user authentication with the NAR. Based on the NAA's policy, the user
identity established through this process may be used to make immediate access decisions
(like deny). If an immediate access decision has been made, skip to step 16. User
authentication may also involve having the NAR authenticate the NAA.

4. The NAA informs the TNCS of the connection request, providing the user identity and other
useful info (service requested, etc.).

5 The TNCS performs platform authentication with the TNCC, if required by TNCS policy. This
includes verifying the IMC hashes collected during TNCC Setup. If an immediate access
decision has been made, skip to step 16. Platform authentication may be mutual so the
TNCC can be sure it’s talking to a secure server.

6. The TNCC uses IF-IMC to fetch IMC messages.

7. The TNCS uses IF-IMV to inform each IMV that an Integrity Check Handshake has started.
[IF-IMV] If this is a new network connection, the TNCS calls
TNC_IMV WotifyConnectionChange With the newState parameter set to
TNC CONNECTION STATE CREATE to indicate that a new network connection has been
created. Then the TNCS calls THNC IMV NotifyConnectionChange With the newstate
parameter setto TNC CONNECTION STATE HANDSHAKE.
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8. The TNCC passes the IMC messages to the TNCS. This and all other TNCC-TNCS
communications can be sent directly but they will often be relayed through one or mare of the
NAR, PEP, and NAA.

9. The TNCS passes each IMC message to the matching IMV or IMVs through IF-IMV (using
message types associated with the IMC messages to find the right IMV). If there are no IMC
messages, skip to step 13. [IF-IMV] The TNCS delivers the IMC messages to the IMVs by
calling TNC IMV ReceiveMessage. The IMVs may call TNc TNCS SendMessage
before returning from TNC IMV ReceiveMessage if they want to send a response.
When the TNCS has delivered all the IMC messages to the IMVs, it calls
TNC IMV BatchEnding to inform them of this fact. The IMVs may call
TNC TNCS SendMessage before returning from ThC IMvV BatchEnding if they want to
send a message to an IMV. -7

10. Each IMV analyzes the IMC messages. If an IMV needs to exchange more messages
(including remediation instructions) with an IMC, it provides a message to the TNCS and
continues with step 11. If an IMV is ready to decide on an IMV Action Recommendation and
IMY Evaluation Result, it gives this result to the TNCS through IF-IMY_ If there are no more
messages to be sent to the IMC from any of the IMVs, skip to step 13. [IF-IMV] As
described in the previous step, IMVs send messages by calling
TNC TNCS SendMessage before returning from TNC MV ReceiveMessage and

TNC IMV BatchEnding. IMVs give their results to the TNCS by calling
TNC TNCS ProvideRecommendation atany time.

11. The TNCS sends the messages from the IMVs to the TNCC.

12. The TNCC sends the IMV messages on to the IMCs through IF-IMC so they can process the
messages and respond. Skip to step 8.

13. If there are any IMV's that have not given an IMV Action Recommendation to the TNCS, they
are prompted to do so through IF-IMV. [IF-IMV] The TNCS gives this prompt by calling
TNC IMV SolicitRecommendation. The IMVs provide their recommendations by
calling THNC TNCS ProvideRecommendation.

14. The TNCS considers the IMV Action Recommendations supplied by the IMVs and uses an
integrity check combining policy to decide what its TNCS Action Recommendation should be.

15. The TNCS sends its TNCS Action Recommendation to the NAA. The NAA may ignore or
madify this recommendation based on its policies but will typically abide by it.

16. The NAA sends a copy of its final network access decision response to the TNCS. The TNCS
may send a copy of the network access decision to the TNCC. The TNCS also informs the
IMVs of the network access decision response via IF-IMV. [IF-IMV] The TNCS calls
TNC IMV NotifyConnectionChange With the newState parameter set to

TNC CONNECTION STATE ACCESS ALLOWED,
TNC CONNECTION STATE RACCESS ISOLATED, or
TNC CONNECTION STATE ARCCESS NONE.

17. The NAA sends its network access decision response to the PEP.

18. The PEP implements the network access decision response. During this process, the NAR is
typically informed of the decision. The TNCC may be informed by the NAR or may discover
that a new network has come up.

19. If step 6 was not executed, the network connect process is complete. Otherwise, the TNCC
informs the IMCs of the network access decision response via IF-IMC.

20. If the IMCs need to perform remediation, they perform that remediation. Then they continue
with Handshake Retry After Remediation. If no remediation was needed, the use case ends
here.

The Accused Instrumentalities perform the TNC process. See, e.g., Network
Sentry Security Automation and Orchestration Platform Product Brief (PDF) at
page 2 available at https://www.bradfordnetworks.com/products/network-sentry/
(“Network Sentry validates a device’s configuration as it attempts to join the
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network. If the configuration is found to be noncompliant, the connection is
prevented or the device is forced to an isolated or limited-access VLAN”)

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
WVLAM. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
rment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

See also, Network Sentry available at
https://www.bradfordnetworks.com/products/network-sentry/
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Network Sentry

Security Automation and Orchestration Platform

MNetwork Sentry offers a policy-based security automation and orchestration
solution that continuously assesses the risk of every user and endpoint connecting
to the network, and automatically contains compromised endpoeints that act as

backdoors for cyber criminals.

The company’s patented Network Sentry solution bridges the gap between the
Security Operations Center (SOC) and the Netwaork Operations Center (NOC) by
eliminating error-prone manual processes with automated threat response. By
automating the complex threat triage process and rapidly responding to security
alerts, Network Sentry minimizes the risk of unauthorized access to corporate
assets and intellectual property, protects the brand, and reduces the impact, time,
and costs of containing cyber threats.

Network Sentry Modules

Secure Enterprise Advanced (SEA) Secure Enterprise Premier (SEP) Secure Enterprise Response (SER)

Metwork Sentry SEA cnables continuous risk MNetwork Sentry SEP empowers organizations to
contain advanced cyber threats In seco It
automatically comelates high fidedity security alens
from leading firewall and threat detection solutlons
with current and historical contextual Infarmation on
compromised endpoints, Users and applications Lo
gauge bisiness criticality of each alert Implementing

MNetwork Sentry SER minimizes a threat's impact and
response time for remediation. Leveraging its unique
Live Inventory of Network Connections (LINC), Network
Sentry SER automatlcally correlates high-fidellty
sacurity alens from the leading Firewall and Advanced
Inreat Detection solutions with detaiied contextual
information on compromised endpolnts, users and
management, complial o ic aulomale: real response bridges the gap between applications.

network access controf the 50C and the NOC by eliminating emor-prone
manual interventions, Buill-in analytics in Network
Sentry SEP provides actionable reports that deliver
real-lime and historical perspectives on trends across
the corparate netwerk for capacity planning, audit

Irails, risk assessment and threal imvestigalions.

when it is determined that the response does not include a valid digitally signed
attestation of cleanliness, quarantining the first host, including by preventing the first host
from sending data to one or more other hosts associated with the protected network:
The Accused Instrumentalities use the Assessment Phase to determine the client’s
integrity status. Once this determination is made, the Integrity Measurement

Verifier (IMV) “can make one of three IMV Action-Recommendations (Allow,
Isolate or Block).” See, e.g., the TNC Specification at page 27 available at
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https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

5.2 Assessment Phase

In the Assessment Phase, the TNC Client reports its current integrity status to the TNC Server.
Upon receiving the client integrity status, the IMVs with the aid of the TNCS perform an
assessment of the AR based on the set of policies defined by the network administrator. The IMV

can make one of three IMV Action-Recommendations (Allow, Isolate or Block) or it can make no
recommendation.

A client AR that fails integrity variation is isolated (quarantined) onto an
“Isolation Network.” “This protects the AR from the full network and vice versa,
preventing the spread of viruses and worms.”

5.3 Isolation Phase

An important tool in the effort to remediate ARs that fail integrity verification is the isolation of that
AR to a separate network — referred to here as the Isolation Network — in order to provide
remediation services to the AR. This protects the AR from the full network and vice wversa,
preventing the spread of viruses and worms. There are a number of technical approaches today
to achieve network isolation for the AR. Two of these are as follows:

(a) VLAN Containment. VLAN containment permits the AR to access the network in a limited
fashion. Typically the primary purpose of the limited access is to allow the AR to access
on-line sources of remediation data (e.g. virus definition file updates, worm removal
software, software patches, etc). In some cases, no remediation is offered and the AR is
instead offered access to limited services, in such a fashion as to limit the potential for
impact to the network or other attached hosts. RADIUS provisions VLAN containment
using the Tunnel-Private—Group-ID attribute, as specified in RFC3580 [21].

(b) IP Filters: In the case of IP filters, the PEP is configured with a set of filters which defines
network locations reachable by the isolated AR. Packets from the AR destined to other
network locations are simply discarded by the PEP. RADIUS selects filter rules for
application to a network access session using the Filter-ID attribute (see RFC2885 and
RFC3580) [21].

wherein preventing the first host from sending data to one or more other hosts associated
with the protected network includes receiving a service request sent by the first host:

This isolation network provides “limited or quarantined access” which prevents
the host from sending data to other hosts associated with the protected network.
This will require “remediation instructions” be provided in place of standard
responses to service requests. See, e.g., pages 13-15 of the TNC IF-IMV
Specification available at https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV _v1 0 r3.pdf.
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2.6.3 Remediation and Handshake Retry

In several cases, it is useful to retry an Integrity Check Handshake. First, an endpoint may be
isolated until remediation is complete. Once remediation is complete, an IMC can inform the
TNCC of this fact and suggest that the TNCC retry the Integrity Check Handshake. Second, a
TNCS can initiate a retry of an Integrity Check Handshake (if the TNCS or IMV paolicies change or
as a periodic recheck). Third, an IMC or IMV can request a handshake retry in response to a
condition detected by the IMC or IMV (suspicious activity, for instance). In any case, it's generally
desirable (but not always possible) to reuse state established by the earlier handshake and to
avoid disrupting network connectivity during the handshake retry.

To support handshake retries, the TNCS MAY maintain a network connection 1D after an Integrity
Check Handshake has been completed. This network connection ID can then be used by the
TNCS to inform IMVs that it is retrying the handshake or by an IMV to request a retry (due to
policy change or another reason).

Handshake retry may not always be possible due to limitations in the TNCC, NAR, PEFP, or other
entities_ In other cases, retry may require disrupting network connectivity. For these reasons, IF-
IMV supports handshake retry and requires IMVs to handle handshake retries (which is usually
trivial) but does not require TNCSs to honor IMV requests for handshake retry. In fact, IF-IMV
requires an IMV to provide information about the reason for requesting handshake retry so that
the TNCS can decide whether it wants to retry (which may disrupt network access).

Naote that remediation instructions are delivered from IMVs to IMCs through standard IMV-IMC
messages (see section 2.6 4, “Message Delivery”). There is no special support in IF-IMV for this
feature. IMVs SHOULD send remediation instructions to IMCs before returning an IMV Action
Recommendation and IMV Evaluation Result to the TNCS so the instructions are delivered before
the handshake is completed.

2.6.4 Message Delivery

One of the critical functions of the TNC architecture is conveying messages between IMCs and
IMVs. Each message sent in this way consists of a message body, a message type, and a
recipient type.

The message body is a sequence of octets (bytes). The TNCC and TNCS SHOULD NOT parse
or interpret the message body. They only deliver it as described below. Interpretation of the
message body is left to the ultimate recipients of the message, the IMCs or IMVs. A zero length
message is perfectly valid and MUST be properly delivered by the TNCC and TNCS just as any
other IMC-IMV message would be.

The message type is a four octet number that uniquely identifies the format and semantics of the
message. The method used to ensure the uniqueness of message types while providing for
vendor extensions is described below.

The recipient type is simply a flag indicating whether the message should be delivered to IMVs or
IMCs. Messages sent by IMCs are delivered to IMVs and vice versa. All messages sent by an
IMY through IF-IMV have a recipient type of IMC. All messages received by an IMV through IF-
IMV have a recipient type of IMV. The recipient type does not show up in IF-IMC or IF-IMV, but it
helps in explaining message routing.

The routing and delivery of messages is governed by message type and recipient type. Each IMC
and IMV indicates through IF-IMC and IF-IMV which message types it wants to receive. The
TNCC and TNCS are then responsible for ensuring that any message sent during an Integrity
Check Handshake is delivered to all recipients that have a recipient type matching the message’s
recipient type and that have indicated the wish to receive messages whose type matches the
message's message type. If no recipient has indicated a wish to receive a particular message
type, the TNCC and TNCS can handle these messages as they like: ignore, log, etc.

WARNING: The message routing and delivery algorithm just described is not a one-to-one model.
A single message may be received by several recipients (for example, two IMVs from a single
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vendor, two copies of an IMC, or nosy IMVs that monitor all messages). If several of these
recipients respond, this may confuse the original sender. IMCs and IMVs MUST work properly in
this environment. They MUST NOT assume that only one party will receive and/or respond to a
message.

IF-IMV allows an IMV to send and receive messages using this messaging system. Note that this
system should not be used to send large amounts of data. The messages will often be sent
through PPP or similar protocaols that do not include congestion control and are not well suited to
bulk data transfer. If an IMC needs to download a patch (for instance), the IMV should indicate
this by reference in the remediation instructions. The IMC will process those instructions after
network access (perhaps isolated) has been established and can then download the patch via
HTTP or another appropriate protocol.

All messages sent with TNC_TNCS SendMsssages and received with
THNC IMV RecsiveMsssage are between the IMC and IMV. The IMV communicates with the
TNCS by calling functions (standard and vendor-specific) in the IF-IMV, not by sending
messages. The TNCS should not interfere with communications between the IMC and IMVs by
consuming or blocking IMC-IMY messages.

A particular example of the message delivery provided by IF-IMVY is the communication of
remediation instructions from the IMVs through the TNCS fo the TNCC/IMCs. This i1s one
application of IMC-IMV message delivery and in all cases follows the normal [IMV-IMC
communications path. IF-IMV provides support for communicating remediation instructions to an
endpoint using this mechanism. Since the normal IMC-IMV communications path is used to
communicate remediation instructions, this specification will not address further the details of how
remediation itself is done.

2.6.7 IMV Action Recommendation

One of the assumptions of the TNC architectural model is that IF-IMV provides a means for IMVs
to recommend action information to the TNCS, so that isclation can properly be supported on the
network. The TNCS then will combine these IMV Action Recommendations using some logic
(defined by the TNCS implementers) to come up with an overall TNCS Acition Recommendation.
Note that the TNCS may choose to ignore any IMV Action Recommendation, but each IMV must
be able to recommend an action. Potential choices for IMY Action Recommendations include:
recommend full (normal) access; recommend isolation (limited or quarantined access), and
recommend denial (no access). The mandatory function THC TNCS ProvideRecommendation
15 the mechanism within IF-IMV for an IMV to indicate its IMV Action Recommendation.

serving a quarantine notification page to the first host when the service request comprises
a web server request, and in the event the service request comprises a DNS query,
providing in response an IP address of a quarantine server configured to serve the
quarantine notification page if a host name that is the subject of the DNS query is not
associated with a remediation host configured to provide data usable to remedy the
insecure condition:
As an example of Defendant’s implementation of this process in the Accused
Instrumentalities, see the following explanation of remediation which illustrates
the use of a quarantine notification page, provided in response when the client
issues a web server request. See, e.g., Network Sentry Security Automation and
Orchestration Platform Product Brief (PDF) at page 2 available at
https://www.bradfordnetworks.com/products/network-sentry/ (“Network Sentry

validates a device’s configuration as it attempts to join the network. If the
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configuration is found to be noncompliant, the connection is prevented or the
device is forced to an isolated or limited-access VLAN. Users are warned that
their device must be remediated. This can be done automatically through
integration with a vulnerability assessment, patch management system or by
following manual instructions delivered to the user’s device”)

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

See also, an article titled “Bradford Networks Announces Support for eduroam”
available at https://www.bradfordnetworks.com/bradford-networks-announces-
support-for-eduroam/ (“Non-compliant devices are automatically quarantined and
users are guided through steps for remediation”)

The University of Winchester purchased and deployed Network Sentry in 2012 through Bradford Networks’ UK
reseller, Khipu Networks. With 7000 students, each bringing an average of 2-4 devices, the University uses
Network Sentry for visibility and control of wireless network access for its local domain users as well as for
visiting eduroam users. Network Sentry provisions network access based on pre-defined policies and ensures
that mobile devices are compliant before joining the network. Non-compliant devices are automatically
quarantined and users are guided through steps for remediation. Since the deployment of Network Sentry, the
University of Winchester's IT department has seen a considerable decrease in the number of calls to the help
desk, freeing up valuable time and resources for other projects, and a significant improvement in student

satisfaction with wireless connectivity.

See also Bradford Campus Manager Registration and Remediation Tutorial at
page 2 available at
https://www.google.com/url?sa=t&rct=j&g=&esrc=s&source=web&cd=1&cad=rj
a&uact=8&ved=0ahUKEw]YobKOg-
DVAhXJrY8KHfIpC2sQFggIMAA&url=https%3A%2F%2Fwww.usw.edu%2F
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Documents.ashx%3Fid%3D159&usg=AFQjCNGKkv8SYsYOV3m4X0CnbsP2PQ
dDSqg (“Systems in the Remediation LAN are only able to access operating
system, antivirus and antispyware update sites”, “When a system is placed in the
Remediation LAN, the issues which need to be corrected will be displayed on
screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time”)

If the Security Agent scan determines your system is not in compliance, you will be permitted
limited access to correct the issue. This limited access is referred to as the Remediation LAN.
Systems in the Remediation LAN are only able to access operating system, antivirus and
antispyware update sites. Your system will not be released from the Remediation LAN until it is
back in compliance with USW Network Policy and the system has been re-scanned. When a
system is placed in the Remediation LAN, the issues which need to be corrected will be
displayed on screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time.

and permitting the first host to communicate with the remediation host:

The Accused Instrumentalities permit the client to communicate with the
remediation host. This enables limited access to the network to access data and
resources to enable the client to attain an acceptable state. See, e.g., the TNC
Specification at pages 27-28 available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

VLAN Containment. \\LAN containment permits the AR to access the network in a limited
fashion. Typically the primary purpose of the limited access is to allow the AR to access
on-line sources of remediation data (e.g. virus definition file updates, worm removal
software, software patches, etc). In some cases, no remediation is offered and the AR is
instead offered access to limited services, in such a fashion as to limit the potential for
impact to the network or other attached hosts. RADIUS provisions VLAN containment
using the Tunnel-Private—Group-1D attribute, as specified in RFC3580 [21].

5.4 Remediation Phase

The TNC Architecture in Figure 4 accommodates a number of schemes for remediation. The
intent of remediation is generally universal, namely that of performing updates to the software and
firmware of the AR to help it comply with the current network policy.

The general aim of remediation is to bring the AR up to date in all integrity-related information, as
defined by the current policy for authorization. Examples include OS patches, AV updates,
firmware upgrades, etc. Section 5.5 below discusses the TNC approach to remediation in further
detail.

After remediation has been completed, the IMCs can ask the TNCC to retry the Integrity Check
Handshake, which results in another Assessment Phase. This second phase may be shorter than

the first since the IMCs may be able to send only the data that has changed (if supported by the
IMVs).

In addition, see, e.g., pages 13 and 15 of the TNC IF-IMV Specification available
at https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV _v1 0 r3.pdf.
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2.6.3 Remediation and Handshake Retry

In several cases, It is useful to retry an Integrity Check Handshake. First, an endpoint may be
isolated until remediation is complete. Once remediation is complete, an IMC can inform the
TNCC of this fact and suggest that the TNCC retry the Integrity Check Handshake. Second, a
TNCS can initiate a retry of an Integrity Check Handshake (if the TNCS or IMV policies change or
as a periodic recheck). Third, an IMC or IMV can request a handshake retry in response to a
condition detected by the IMC or IMV (suspicious activity, for instance). In any case, it's generally
desirable (but not always possible) to reuse state established by the earlier handshake and to
avoid disrupting network connectivity during the handshake retry.

To support handshake retries, the TNCS MAY maintain a network connection ID after an Integrity
Check Handshake has been completed. This network connection ID can then be used by the
TNCS to inform IMVs that it is retrying the handshake or by an IMV to request a retry (due to
policy change or another reason).

Handshake retry may not always be possible due to limitations in the TNCC, NAR, PEP, or other
entities. In other cases, retry may require disrupting network connectivity. For these reasons, IF-
IMV supports handshake retry and regquires IMVs to handle handshake retries (which is usually
trivial) but does not require TNCSs to honor IMV requests for handshake retry. In fact, IF-IMV
requires an IMV to provide information about the reason for requesting handshake retry so that
the TNCS can decide whether it wants to retry (which may disrupt network access).

Note that remediation instructions are delivered from IMVs to IMCs through standard IMV-IMC
messages (see section 2.6 4, "Message Delivery”™). There is no special support in IF-IMV for this
feature. IMVs SHOULD send remediation instructions to IMCs before retuming an IMV Action
Recommendation and IMV Evaluation Result to the TNCS so the instructions are delivered before
the handshake is completed.

2.6.7 IMV Action Recommendation

One of the assumptions of the TNC architectural model is that IF-IMV provides a means for IMVs
to recommend action information to the TNCS, so that isolation can properly be supported on the
network. The TNCS then will combine these IMV Action Recommendations using some logic
(defined by the TNCS implementers) to come up with an overall TNCS Acition Recommendation.
Mote that the TNCS may choose to ignore any IMV Action Recommendation, but each IMY must
be able to recommend an action. Potential choices for IMV Action Recommendations include:
recommend full (normal) access; recommend isolation (limited or quarantined access); and

recommend denial (no access). The mandatory function TNC_TNC2_ProvideRscommsndation
is the mechanism within IF-IMV for an IMV to indicate its IMV Action Recommendation.

Communication with the remediation host is essential to enable remediation. This
allows the host to improve its integrity and subsequently gain access to the
protected network. See id. at page 57.

20. If the IMCs need to perform remediation, they perform that remediation. Then they continue
with Handshake Retry After Remediation. If no remediation was needed, the use case ends
here.

7.5 Handshake Retry After Remediation

1. When an IMC completes remediation, it informs the TNCC that its remediation is complete
and requests a retry of the Integnity Check Handshake through IF-IMC.

2. The TNCC decides whether to initiate an Integrity Check Handshake retry (possibly
depending on policy, user interaction, etc.). Depending on limitations of the NAR, the TNCC
may need to disconnect from the network and reconnect to retry the Integrity Check
Handshake. In that case (especially if the previous handshake resulted in full access), it may
decide to skip the handshake retry. However, in many cases the TNCC will be able to retry
the handshake without disrupting network access. It may even be able to retain the state
established in the earlier handshake. If the TNCC decides to skip the retry, the use case ends
here.

3. The TNCC initiates a retry of the handshake. Skip to step 1, 3, or 5 of the Network Connect
section above, depending on which steps are needed to initiate the retry.
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Defendant’s use of the remediation server is described in Network Sentry Security
Automation and Orchestration Platform Product Brief (PDF) at page 2 available
at https://www.bradfordnetworks.com/products/network-sentry/ (“Network Sentry
validates a device’s configuration as it attempts to join the network. If the
configuration is found to be noncompliant, the connection is prevented or the
device is forced to an isolated or limited-access VLAN. Users are warned that
their device must be remediated. This can be done automatically through
integration with a vulnerability assessment, patch management system or by
following manual instructions delivered to the user’s device”)

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

See also, an article titled “Bradford Networks Announces Support for eduroam”
available at https://www.bradfordnetworks.com/bradford-networks-announces-
support-for-eduroam/ (“Non-compliant devices are automatically quarantined and
users are guided through steps for remediation”)

The University of Winchester purchased and deployed Network Sentry in 2012 through Bradford Networks’ UK
reseller, Khipu Networks. With 7000 students, each bringing an average of 2-4 devices, the University uses
Network Sentry for visibility and control of wireless network access for its local domain users as well as for
visiting eduroam users. Network Sentry provisions network access based on pre-defined policies and ensures
that mobile devices are compliant before joining the network. Non-compliant devices are automatically
quarantined and users are guided through steps for remediation. Since the deployment of Network Sentry, the
University of Winchester's IT department has seen a considerable decrease in the number of calls to the help
desk, freeing up valuable time and resources for other projects, and a significant improvement in student

satisfaction with wireless connectivity.
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See also Bradford Campus Manager Registration and Remediation Tutorial at
page 2 available at
https://www.google.com/url?sa=t&rct=j&g=&esrc=s&source=web&cd=1&cad=rj
a&uact=8&ved=0ahUKEw;]YobKOg-
DVAhXJrY8KHfIpC2sQFggIMAA&url=https%3A%2F%2Fwww.usw.edu%2F
Documents.ashx%3Fid%3D159&usg=AFQjCNGkv8SYsYOV3m4X0CnbsP2PQ
dDSqg (“Systems in the Remediation LAN are only able to access operating
system, antivirus and antispyware update sites”, “When a system is placed in the
Remediation LAN, the issues which need to be corrected will be displayed on
screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time”)

If the Security Agent scan determines your system is not in compliance, you will be permitted
limited access to correct the issue. This limited access is referred to as the Remediation LAN.
Systems in the Remediation LAN are only able to access operating system, antivirus and
antispyware update sites. Your system will not be released from the Remediation LAN until it is
back in compliance with USW Network Policy and the system has been re-scanned. When a
system is placed in the Remediation LAN, the issues which need to be corrected will be
displayed on screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time.

21.  Oninformation and belief, the Accused Instrumentalities are used, marketed, sold,
or otherwise provided by or for Defendant’s partners, clients, customers and end users across the
country and in this District.

22. Defendant was made aware of the *705 patent and its infringement thereof at least
as early as the filing date of this Complaint.

23. Upon information and belief, since at least the filing date of this Complaint,
Defendant induced and continues to induce others to infringe at least one claim of the *705 patent
under 35 U.S.C. § 271(b) by, among other things, and with specific intent or willful blindness,
actively aiding and abetting others to infringe, including but not limited to Defendant’s partners,
clients, customers, and end users, whose use of the Accused Instrumentalities constitutes direct

infringement of at least one claim of the 705 patent.
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24, Defendant’s actions that aid and abet others, such as its partners, customers,
clients, and end users, to infringe include, since at least the filing date of this Complaint,
advertising and distributing the Accused Instrumentalities and providing instruction materials,
training, and services related to the Accused Instrumentalities. On information and belief,
Defendant has, since at least the filing date of this Complaint, engaged in such actions with
specific intent to cause infringement or with willful blindness to the resulting infringement
because Defendant has had actual knowledge of the 705 patent and knowledge that its acts were
inducing infringement of the *705 patent since at least the filing date of this Complaint.

25. Upon information and belief, Defendant is liable as a contributory infringer of the
’705 patent under 35 U.S.C. § 271(c) by offering to sell, selling, and/or importing into the United
States the Accused Instrumentalities for use in practicing the *705 patent knowing, at least as
early as the filing date of this Complaint, that the Accused Instrumentalities are especially made
or adapted for use in an infringement of the *705 patent. The Accused Instrumentalities include
a material component for use in practicing the *705 patent and are not a staple article or
commodity of commerce suitable for substantial non-infringing use.

26. Plaintiff has been harmed by Defendant’s infringing activities.

COUNT Il = INFRINGEMENT OF U.S. PATENT NO. 9,516,048

27. The allegations set forth in the foregoing paragraphs 1 through 26 are
incorporated into this Second Count.

28. On December 6, 2016, U.S. Patent No. 9,516,048 (“the 048 patent”), entitled
“Contagion Isolation and Inoculation via Quarantine,” was duly and legally issued by the United
States Patent and Trademark Office. A true and correct copy of the ’048 patent is attached as

Exhibit 2.
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29.  The claims of the *048 patent are directed to technical solutions to technical
problems related to network security. Network security is a tremendous concern for modern
enterprises, since a breach of an internal network can have severe repercussions, including major
financial losses, data theft, disclosure of sensitive information, network disruptions, and data
corruption—any of which could have devastating consequences to a business, at any scale.
While a network security appliance can be extremely adept at keeping unwanted external
intrusions into the network out, it is well known that perhaps the most exploitable component of
a network is the human element. IT professionals may be able to keep on-site systems secure
and up to date, but a worker’s personal laptop or mobile device is a significant security risk that
would allow attackers (or just unwanted malware) access into a business’s network, bypassing IT
security measures. The technology of the 048 Patent closes this loophole by verifying that any
device attempting to access a company’s network meets the company’s standards for network
security and will not introduce dangerous programs into the company’s network. Through this
technology, as implemented by companies including the Defendant, businesses can increase
security of vulnerable elements of their networks.

30.  The claims of the *048 patent do not merely recite the performance of some
business practice known from the pre-Internet world along with the requirement to perform it on
the Internet. Instead, the claims of the *048 patent are rooted in computerized network security
technology in order to overcome problems specifically arising in the realm of computerized
network security.

31.  The claims of the 048 patent recite subject matter that is not merely the routine or
conventional use of network infrastructure. Instead, the claimed inventions are directed to

particularized methods of assessing and responding to an external network access request such
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that network integrity is maintained. The *048 patent claims thus specify how a secure network
can assess and respond to an external network access request without jeopardizing network
integrity.

32.  The claims of the *048 patent do not preempt all ways of using network security
technology, do not preempt any other well-known or prior technology, and do not impermissibly
block future developments.

33. Each claim of the 048 patent recites a combination of elements that amounts to
significantly more than a patent on an ineligible concept.

34, Plaintiff is the assignee and owner of the right, title and interest in and to the *048
patent, including the right to assert all causes of action arising under said patent and the right to
any remedies for infringement of said patent.

35. Upon information and belief, Defendant has directly infringed and continues to
directly infringe at least claim 1 of the 048 patent by making, using, offering for sale, selling,
and/or importing the Accused Instrumentalities.

36.  On information and belief, the Accused Instrumentalities leverage Trusted
Network Connect (or Trusted Network Communications) (TNC) open architecture promulgated
by the Trusted Network Connect Work Group of the Trusted Computing Group (TCG). See,
e.g., TCG Trusted Network Communications TNC Architecture for Interoperability,
Specification Version 1.5, Revision 4, published May 7, 2012 (hereinafter the “TNC
Specification”) at page 9, available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1l 5 r4.pdf. On information and belief, Defendant adopted

the TNC standards at least as of 2005. See, e.g., Trusted Computing Group’s Making Computing
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Safer and More Secure Through Industry Standards presentation at page 29 available at

https://trustedcomputinggroup.org/wp-content/uploads/TCG_Presentation_Global_Press.pdf.

TCG Membership

110 Total Members as of August 18, 2005

7 Promoter, 71 Contributor, 32 Adopter

Promoters

AMD

Hewlett-Packard

1BM

Intel Corporation
Microsoft

Sony Corporation

Sun Microsystems, Inc.

Contributors

Agere Systems

American Megatrends, Inc.
ARM

ATI Technologies Inc.
Atmel

AuthenTec, Inc.

AVAYA

Broadcom Corporation
Certicom Corp.

Citrix Systems, Inc.
Comodo

Dell, Inc.

Endforce, Inc.

Ericsson Mobile Platforms AB
Extreme Networks

France Telecom Group
Freescale Semiconductor
Fujitsu Limited

TRUSTED
COMPUTING GROUP~

37. Upon information and belief, Defendant makes, uses, offers for sale, sells, and/or

Contributors

Fujitsu Siemens Computers
Funk Software, Inc.

Gemplus

General Dynamics C4 Systems
Giesecke & Devrient

Hitachi, Ltd.

Infineon

InfoExpress, Inc.

InterDigital Communications
iPass

Lenovo Holdings Limited
Lexmark International
M-Systems Flash Disk Pioneers
Meetinghouse Data
Communications

Mirage Metworks

Motorola Inc.

National Semiconductor
nCipher

NEC

Network Associates

Nevis Networks, USA

Nokia

NTRU Cryptosystems, Inc.
NVIDIA

0SA Technologies, Inc
Philips

Phoenix

Pointsec Mobile Technologies

Contributors

Renesas Technology Corp.
Ricoh Company LTD

RSA Security, Inc.
SafeNet, Inc.

Samsung Electronics Co.
SCM Microsystems, Inc.
Seagate Technology
SignaCert, Inc.

Sinosun Technology Co., Ltd.
SMSC

STMicroelectronics

Sygate Technologies, Inc.
Symantec

Symbian Ltd

Synaptics Inc.

Texas Instruments
Trend Micro
TriCipher, Inc.

UPEK, Inc.

Utimaco Safeware AG
VeriSign, Inc.

Vernier Networks
Vodafone Group Services LTD
Wave Systems
Winbond Electronics
Corporation

Zone Labs, Inc.

Adopters

Advanced Network Technology Labs
Apani Networks

Apere, Inc.

BigFix, Inc.

Bradford Networks

Caymas Systems

Cirond

CPR Tools, Inc.

Credant Technologies

Fiberlink Communications
Foundry Networks Inc.
Foundstone, Inc.

Industrial Technology Research Institute
Infosec Corporation

Lockdown Metworks

Marvell Semiconductor, Inc.

MCI

PC Guardian Technologies
Safend

Sana Security

Senforce Technologies, Inc
Silicon Integrated Systems Corp.
Silicon Storage Technology, Inc.
Softex, Inc.

StillSecure

Swan Island Networks, Inc.
Telemidic Co. Ltd.

Toshiba Corporation

ULi Electronics Inc.

Unisys

Websense

imports the Accused Instrumentalities. See, e.g., Network Sentry Security Automation and

Orchestration Platform Product Brief (PDF) at pages 1 and 2 available at

https://www.bradfordnetworks.com/products/network-sentry/:

Solution

Network Sentry offers a policy-based security automation and orchestration platform that enables discovery

of every endpoint and network infrastructure device, provides contextual awareness for implementing
dynamic network access control, and the ability to contain a cyber breach through automated threat
response. By automating the complex threat triage process and rapidly responding to security alerts,
Network Sentry minimizes the risk of unauthorized access to corporate assets and intellectual property,
protects the brand, and reduces the impact, time, and costs of containing cyber threats.
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Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates

a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

38.  Claim 1 of the *048 patent recites a method, comprising: detecting an insecure
condition on a first host that has connected or is attempting to connect to a protected network,
wherein detecting the insecure condition includes contacting a trusted computing base associated
with a trusted platform module within the first host, receiving a response, and determining
whether the response includes a valid digitally signed attestation of cleanliness, wherein the valid
digitally signed attestation of cleanliness includes at least one attestation selected from the group
consisting of an attestation that the trusted computing base has ascertained that the first host is
not infested, and an attestation that the trusted computing base has ascertained the presence of a
patch or a patch level associated with a software component on the first host; when it is
determined that the response does not include a valid digitally signed attestation of cleanliness,
quarantining the first host, including by preventing the first host from sending data to one or
more other hosts associated with the protected network, wherein preventing the first host from

sending data to one or more other hosts associated with the protected network includes receiving
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a service request sent by the first host, determining whether the service request sent by the first
host is associated with a remediation request, and when it is determined that the service request
sent by the first host is not associated with a remediation request, serving a quarantine
notification page that provides remediation information to the first host if the service request sent
by the first host comprises a web server request, wherein serving the quarantine notification page
to the first host includes re-routing by responding to the service request sent by the first host with
a redirect that causes a browser on the first host to be directed to a quarantine server configured
to serve the quarantine notification page; and permitting the first host to communicate with a
remediation host configured to provide data usable to remedy the insecure condition.

39.  Asdemonstrated in the exemplary images and text below, Defendant has directly
infringed and continues to directly infringe at least claim 1 of the *048 patent by making, using,
offering for sale, selling, and/or importing the Accused Instrumentalities, which perform a
method, comprising: detecting an insecure condition on a first host that has connected or is
attempting to connect to a protected network, wherein detecting the insecure condition includes
contacting a trusted computing base associated with a trusted platform module within the first
host:

The Accused Instrumentalities detect when an Access Requestor (AR) client (a

first host) is attempting to connect to the protected network, but has not yet passed

the integrity-verification (thus is in insecure condition). See, e.g., the TNC

Specification at pages 20 and 26 available at

https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

When a network connection attempt is triggered (automatically or by user
request), the NAR at the AR (client) initiates a connection request at the link
and network layers.

[solation: If the AR has been authenticated and is recognized to be one that has some
privileges on the network but has not passed the integrity-verification by the IMV, the
PDP may return instructions to the PEP to redirect the AR to an isolation environment
where the AR can obtain integrity-related updates.
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As shown in the figure below, detecting the insecure condition includes using the
PTS (Platform Trust Service) Protocol to contact a trusted computing base, the
Policy Decision Point (PDP), to use the PTS Integrity Measurement Collector of
the first host. See, the TCG Attestation PTS Protocol: Binding to TNC IF-M
Specification, Version 1.0, Revision 28, published August 24, 2011 (hereinafter
“IFM PTS”) at page 10 available at https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS _v1 0 r28.pdf.

Rr-.-q uestor {ACEESB Challenger
Requestor) (PDP)
=T - PTS
ntegrity .
Protocol FTS Intagrity
Measurement I Lo PR Measurarment Viersfiar
Collector |
| " Callecior Veesifiers |
Tollecion I.q IF-M S ‘erifier |
.............. | = ¥ Ty [ LY A N
THC IF-TNCCS THC
Client IR G — - Senver
------------- -IF-PTS
Platform Trust Mebwark IF-T
Service (PTS) ACDESS  [essesneansanensseasiasianees - “ET,::“-TE
Requestor
TSS
Supplicant!
WPHN Client, atc.

Figure 1: PTS Protocol Integration with TNC Architecture

Notice that the TNC Architecture contains several layered protocols (IF-T, IF-TNCCS and IF-M). The
PTS Protocol will be carried within the payloads of the IF-M protocol, so would layer hierarchically on
top of the IF-M protocol. The PTS Protocol operates between the PTS-IMC and PTS-IMV to enable
PTS-based attestation leveraging the underlying TPM. The PTS-IMC uses a local IPC channel to the
PTS (discussed in the IF-PTS specification) to obtain the necessary attestation evidence. Use of the
IF-PTS interface and the TSS middleware stack components are optional so implementations might

leverage the PTS or TPM in other ways (e.g. the PTS could have other techniques for interacting with
a TPM to obtain measurements).

See also, the TCG’s Trusted Platform Module Library, Part 1: Architecture,

Family 2.0, Level 00 Revision 01.07 draft published March 13, 2014 (hereinafter,
“TPM Library”) at page 23 available at

https://www.trustedcomputinggroup.org/wp-content/uploads/TPM-Rev-2.0-Part-
1-Architecture-01.07-2014-03-13.pdf.
922  Trusted Computing Base

A trusted computing base (TCB) is the collection of system resources (hardware and software) that is
responsible for maintaining the security policy of the system. An important attribute of a TCB is that it be
able to prevent itself from being compromised by any hardware or software that is not part of the TCB.
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receiving a response:

The response is then received in the form of “attestation information.” See, e.g.,
the IFM PTS at pages 14-15 available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS v1 0 r28.pdf. (Discussed further below).

and determining whether the response includes a valid digitally signed attestation of
cleanliness, wherein the valid digitally signed attestation of cleanliness includes at least
one attestation selected from the group consisting of an attestation that the trusted
computing base has ascertained that the first host is not infested, and an attestation that
the trusted computing base has ascertained the presence of a patch or a patch level
associated with a software component on the first host:

If the remote challenger is clean, the “attestation information” will include a
signed (and cryptographically verifiable) set of “attestation evidence” which is an
attestation of cleanliness. See, e.g., the IFM PTS at pages 14-15 available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/IFM_PTS v1 0 r28.pdf.

2.5.2 TPM Quote

This section summarizes how the TPM's ability to quote PCRs provides assurance that the attestation
evidence provided is trustworthy and protected from local tampering. The TPM provides a number of
shielded storage locations and ordinals to perform transformations on data using the contents of these
locations. For example, the TPM houses cryptographic keys that are only usable inside the TPM.
One such key is the Attestation Identity Key (AIK) which is limited by the TPM to only be used to sign
the contents of the TPM's PCRs (which are protected in TPM shielded storage). On a platform where
the PCRs are set to reflect the operational content of the system, this combination of protected PCRs
and AlK enable an attestation mechanism to be verifiable by remote parties.

Specifically, a remote challenger can request attestation information about a system and obtain an AIK
signed set of “attestation evidence" that is cryptographically verifiable as having been generated using
a TPM-resident AlK and PCRs. By empowering the remote challenger to be able to retrieve this
signed set of PCRs with proof that they were resident inside a TPM, this mechanism allows the
challenger to have confidence that it can determine (potentially using the measurement log and policy)
what software has been run on the endpoint without fear of being spoofed by malware.

The attestation information provided by the Accused Instrumentalities includes
measurements of the client’s integrity (ascertained that the first host is not
infested) and the software versions (the presence of a patch or a patch level
associated with a software component on the first host). See, e.g., the TNC
Specification at page 15 available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.
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Integrity Measurement Collector (IMC): The IMC function is a software component that runs
on an AR, measuring security aspects of the AR's integrity. Examples include the Anti-Virus
parameters on the Access Reguestor, Personal Firewall status, software versions, and other
security aspects of the AR. Note that the TNC Architecture is designed for multiple IMCs to
interact with a single (or multiple) TNC Client/TNC Server, thereby allowing customers to
deploy complex integrity policies involving a range of vendors products.

This process is performed when clients attempt to connect to the protected
network, to prevent outside infections from getting in and to ensure the integrity
has not fallen below expectations—such as new updates not being installed—
since a previous connection. A Use Case Walkthrough provided by the Trusted
Computing Group illustrates a standard procedure for new connection attempts.
See pages 55-59 of the TCG TNC IF-IMV Specification, Version 1.0, Revision 3,
published May 3, 2005 (hereafter “TNC IF-IMV Specification”) available at
https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV _v1 0 r3.pdf.

7.4 Network Connect

1. The endpoint's NAR attempts to connect to a network protected by a PEP, thus triggernng an
Integrity Check Handshake. There are other ways that an Integrity Check Handshake can be
triggered, but this will probably be the most common. For those other ways, the next few
steps may be significantly different.

2. The PEP sends a network access decision request to the PDP (NAA or TNCS). Depending
on configuration, the PEP may contact the NAA first or the TNCS. The ordering of user
authentication, platform authentication, and integrity check is also subject to configuration.
Here we present what will probably be the most common order: first user authentication, then
platform authentication, then integrity check.

3. The NAA performs user authentication with the NAR. Based on the NAA's policy, the user
identity established through this process may be used to make immediate access decisions
(like deny). If an immediate access decision has been made, skip to step 16. User
authentication may also involve having the NAR authenticate the NAA.

4. The NAA informs the TNCS of the connection request, providing the user identity and other
useful info (service requested, etc.).

5 The TNCS performs platform authentication with the TNCC, if required by TNCS policy. This
includes verifying the IMC hashes collected during TNCC Setup. If an immediate access
decision has been made, skip to step 16. Platform authentication may be mutual so the
TNCC can be sure it’s talking to a secure server.

The TNCC uses IF-IMC to fetch IMC messages.

7. The TNCS uses IF-IMV to inform each IMV that an Integrity Check Handshake has started.
[IF-IMV] If this is a new network connection, the TNCS calls
THC _TMV WotifyConnectionChange With the newState parameter set to
TNC CONNECTION STATE CREATE to indicate that a new network connection has been
created. Then the TNCS calls THNC IMV NotifyConnectionChange With the newstate
parameter setto TNC CONNECTION STATE HANDSHAKE.
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8. The TNCC passes the IMC messages to the TNCS. This and all other TNCC-TNCS
communications can be sent directly but they will often be relayed through one or mare of the
NAR, PEP, and NAA.

9. The TNCS passes each IMC message to the matching IMV or IMVs through IF-IMV (using
message types associated with the IMC messages to find the right IMV). If there are no IMC
messages, skip to step 13. [IF-IMV] The TNCS delivers the IMC messages to the IMVs by
calling TNC IMV ReceiveMessage. The IMVs may call TNc TNCS SendMessage
before returning from TNC IMV ReceiveMessage if they want to send a response.
When the TNCS has delivered all the IMC messages to the IMVs, it calls
TNC IMV BatchEnding to inform them of this fact. The IMVs may call
TNC TNCS SendMessage before returning from ThC IMvV BatchEnding if they want to
send a message to an IMV. -7

10. Each IMV analyzes the IMC messages. If an IMV needs to exchange more messages
(including remediation instructions) with an IMC, it provides a message to the TNCS and
continues with step 11. If an IMV is ready to decide on an IMV Action Recommendation and
IMY Evaluation Result, it gives this result to the TNCS through IF-IMY_ If there are no more
messages to be sent to the IMC from any of the IMVs, skip to step 13. [IF-IMV] As
described in the previous step, IMVs send messages by calling
TNC TNCS SendMessage before returning from TNC MV ReceiveMessage and

TNC IMV BatchEnding. IMVs give their results to the TNCS by calling
TNC TNCS ProvideRecommendation atany time.

11. The TNCS sends the messages from the IMVs to the TNCC.

12. The TNCC sends the IMV messages on to the IMCs through IF-IMC so they can process the
messages and respond. Skip to step 8.

13. If there are any IMV's that have not given an IMV Action Recommendation to the TNCS, they
are prompted to do so through IF-IMV. [IF-IMV] The TNCS gives this prompt by calling
TNC IMV SolicitRecommendation. The IMVs provide their recommendations by
calling TNC_TNCS ProvideRecommendation.

14. The TNCS considers the IMV Action Recommendations supplied by the IMVs and uses an
integrity check combining policy to decide what its TNCS Action Recommendation should be.

15. The TNCS sends its TNCS Action Recommendation to the NAA. The NAA may ignore or
madify this recommendation based on its policies but will typically abide by it.

16. The NAA sends a copy of its final network access decision response to the TNCS. The TNCS
may send a copy of the network access decision to the TNCC. The TNCS also informs the
IMVs of the network access decision response via IF-IMV. [IF-IMV] The TNCS calls
TNC IMV NotifyConnectionChange With the newState parameter set to

TNC CONNECTION STATE ACCESS ALLOWED,
TNC CONNECTION STATE RACCESS ISOLATED, or
TNC CONNECTION STATE ARCCESS NONE.

17. The NAA sends its network access decision response to the PEP.

18. The PEP implements the network access decision response. During this process, the NAR is
typically informed of the decision. The TNCC may be informed by the NAR or may discover
that a new network has come up.

19. If step 6 was not executed, the network connect process is complete. Otherwise, the TNCC
informs the IMCs of the network access decision response via IF-IMC.

20. If the IMCs need to perform remediation, they perform that remediation. Then they continue
with Handshake Retry After Remediation. If no remediation was needed, the use case ends
here.

The Accused Instrumentalities perform the TNC process. See, e.g., Network
Sentry Security Automation and Orchestration Platform Product Brief (PDF) at
page 2 available at https://www.bradfordnetworks.com/products/network-sentry/
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(“Network Sentry validates a device’s configuration as it attempts to join the
network. If the configuration is found to be noncompliant, the connection is
prevented or the device is forced to an isolated or limited-access VLAN).

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

See also, Network Sentry available at
https://www.bradfordnetworks.com/products/network-sentry/
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Network Sentry

Security Automation and Orchestration Platform

Network Sentry offers a policy-based security automation and orchestration
solution that continuously assesses the risk of every user and endpoint connecting
to the network, and automatically contains compromised endpoints that act as
backdoors for cyber criminals.

The company’s patented Network Sentry solution bridges the gap between the
Security Operations Center (SOC) and the Network Operations Center (NOC) by
eliminating error-prone manual processes with automated threat response. By
automating the complex threat triage process and rapidly responding to security
alerts, Network Sentry minimizes the risk of unauthorized access to corporate
assets and intellectual property, protects the brand, and reduces the impact, time,
and costs of containing cyber threats.

Network Sentry Modules

Secure Enterprise Advanced (SEA)

Network Sentry SEA enables continuous risk
assessment of every user and endpoini, and offers
complete visibility of every device on the network,

Including network Infrastructure devices such as
routers and switches, and endpoint devices including
es. Other functionality offered by Network
Sentry SEA includes scalable on-boarding, guest
management, compliance management, and dynamic

network access control

Secure Enterprise Premier (SEP)

Network Sentry SEP empowers organizations to
contain advanced cyber threats In seconds. It
automatically correlates high fidelity security alerts
from leading firewall and threat detection solutions
with current and historical contextual information on
compromised endpolnts. users and applications to
gauge business criticality of h alert. iImplementing
automated threat response bridges the gap between
the SOC and the NOC by efiminating emor-prone
manual interventions. Bulll-in analytics in Network
Sentry SEP provides actionable reports that deliver
real-ime and historical perspectives on trends across
the corporate network for capacity planning, audit
trails, risk assessment and threat investigations

Secure Enterprise Response (SER)

Network Sentry SER minimizes a threat's impact and
response time for remediation.
Live inventory of Network Connections (LINC), Network
Senlry SER automatically correlates high-fidelity
security alerts from Firewall and Advanced
Threat Detection solutions with detalled contextual

ging Its unique

information on compromised endpoints, users and

applications.

when it is determined that the response does not include a valid digitally signed

attestation of cleanliness, quarantining the first host, including by preventing the first host

from sending data to one or more other hosts associated with the protected network:

The Accused Instrumentalities use the Assessment Phase to determine the client’s
integrity status. Once this determination is made, the Integrity Measurement
Verifier (IMV) “can make one of three IMV Action-Recommendations (Allow,
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Isolate or Block).” See, e.g., the TNC Specification at page 27 available at
https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

5.2 Assessment Phase

In the Assessment Phase, the TNC Client reports its current integrity status to the TNC Server.
Upon receiving the client integrity status, the IMVs with the aid of the TNCS perform an
assessment of the AR based on the set of policies defined by the network administrator. The IMV
can make one of three IMV Action-Recommendations (Allow, Isolate or Block) or it can make no
recommendation.

A client AR that fails integrity variation is isolated (quarantined) onto an
“Isolation Network.” “This protects the AR from the full network and vice versa,
preventing the spread of viruses and worms.”

5.3 Isolation Phase

An important tool in the effort to remediate ARs that fail integrity verification is the isolation of that
AR to a separate network — referred to here as the |solation Network — in order to provide
remediation services to the AR. This protects the AR from the full network and vice versa,
preventing the spread of viruses and worms. There are a number of technical approaches today
to achieve network isolation for the AR. Two of these are as follows:

(a) VLAN Containment. VLAN containment permits the AR to access the network in a limited
fashion. Typically the primary purpose of the limited access is to allow the AR to access
on-ine sources of remediation data (e.g. virus definition file updates, worm removal
software, software patches, etc). In some cases, no remediation is offered and the AR is
instead offered access to limited services, in such a fashion as to limit the potential for
impact to the network or other attached hosts. RADIUS provisions VLAN containment
using the Tunnel-Private—Group-ID attribute, as specified in RFC3580 [21].

(b) IP Filters: In the case of IP filters, the PEP is configured with a set of fitters which defines
network locations reachable by the isolated AR. Packets from the AR destined to other
network locations are simply discarded by the PEP. RADIUS selects filter rules for
application to a network access session using the Filter-ID attribute (see RFC2865 and
RFC3580) [21].

wherein preventing the first host from sending data to one or more other hosts associated
with the protected network includes receiving a service request sent by the first host,
determining whether the service request sent by the first host is associated with a
remediation request:
This isolation network provides “limited or quarantined access” which prevents
the host from sending data to other hosts associated with the protected network.
This will require “remediation instructions” be provided in place of standard
responses to service requests. See, e.g., pages 13-15 of the TNC IF-IMV

Specification available at https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV_v1 0 _r3.pdf.
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2.6.3 Remediation and Handshake Retry

In several cases, it is useful to retry an Integrity Check Handshake. First, an endpoint may be
isolated until remediation is complete. Once remediation is complete, an IMC can inform the
TNCC of this fact and suggest that the TNCC retry the Integrity Check Handshake. Second, a
TNCS can initiate a retry of an Integrity Check Handshake (if the TNCS or IMV paolicies change or
as a periodic recheck). Third, an IMC or IMV can request a handshake retry in response to a
condition detected by the IMC or IMV (suspicious activity, for instance). In any case, it's generally
desirable (but not always possible) to reuse state established by the earlier handshake and to
avoid disrupting network connectivity during the handshake retry.

To support handshake retries, the TNCS MAY maintain a network connection 1D after an Integrity
Check Handshake has been completed. This network connection ID can then be used by the
TNCS to inform IMVs that it is retrying the handshake or by an IMV to request a retry (due to
policy change or another reason).

Handshake retry may not always be possible due to limitations in the TNCC, NAR, PEFP, or other
entities_ In other cases, retry may require disrupting network connectivity. For these reasons, IF-
IMV supports handshake retry and requires IMVs to handle handshake retries (which is usually
trivial) but does not require TNCSs to honor IMV requests for handshake retry. In fact, IF-IMV
requires an IMV to provide information about the reason for requesting handshake retry so that
the TNCS can decide whether it wants to retry (which may disrupt network access).

Naote that remediation instructions are delivered from IMVs to IMCs through standard IMV-IMC
messages (see section 2.6 4, “Message Delivery”). There is no special support in IF-IMV for this
feature. IMVs SHOULD send remediation instructions to IMCs before returning an IMV Action
Recommendation and IMV Evaluation Result to the TNCS so the instructions are delivered before
the handshake is completed.

2.6.4 Message Delivery

One of the critical functions of the TNC architecture is conveying messages between IMCs and
IMVs. Each message sent in this way consists of a message body, a message type, and a
recipient type.

The message body is a sequence of octets (bytes). The TNCC and TNCS SHOULD NOT parse
or interpret the message body. They only deliver it as described below. Interpretation of the
message body is left to the ultimate recipients of the message, the IMCs or IMVs. A zero length
message is perfectly valid and MUST be properly delivered by the TNCC and TNCS just as any
other IMC-IMV message would be.

The message type is a four octet number that uniquely identifies the format and semantics of the
message. The method used to ensure the uniqueness of message types while providing for
vendor extensions is described below.

The recipient type is simply a flag indicating whether the message should be delivered to IMVs or
IMCs. Messages sent by IMCs are delivered to IMVs and vice versa. All messages sent by an
IMY through IF-IMV have a recipient type of IMC. All messages received by an IMV through IF-
IMV have a recipient type of IMV. The recipient type does not show up in IF-IMC or IF-IMV, but it
helps in explaining message routing.

The routing and delivery of messages is governed by message type and recipient type. Each IMC
and IMV indicates through IF-IMC and IF-IMV which message types it wants to receive. The
TNCC and TNCS are then responsible for ensuring that any message sent during an Integrity
Check Handshake is delivered to all recipients that have a recipient type matching the message’s
recipient type and that have indicated the wish to receive messages whose type matches the
message's message type. If no recipient has indicated a wish to receive a particular message
type, the TNCC and TNCS can handle these messages as they like: ignore, log, etc.

WARNING: The message routing and delivery algorithm just described is not a one-to-one model.
A single message may be received by several recipients (for example, two IMVs from a single
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vendor, two copies of an IMC, or nosy IMVs that monitor all messages). If several of these
recipients respond, this may confuse the original sender. IMCs and IMVs MUST work properly in
this environment. They MUST NOT assume that only one party will receive and/or respond to a
message.

IF-IMV allows an IMV to send and receive messages using this messaging system. Note that this
system should not be used to send large amounts of data. The messages will often be sent
through PPP or similar protocaols that do not include congestion control and are not well suited to
bulk data transfer. If an IMC needs to download a patch (for instance), the IMV should indicate
this by reference in the remediation instructions. The IMC will process those instructions after
network access (perhaps isolated) has been established and can then download the patch via
HTTP or another appropriate protocol.

All messages sent with TNC_TNCS SendMsssages and received with
THNC IMV RecsiveMsssage are between the IMC and IMV. The IMV communicates with the
TNCS by calling functions (standard and vendor-specific) in the IF-IMV, not by sending
messages. The TNCS should not interfere with communications between the IMC and IMVs by
consuming or blocking IMC-IMY messages.

A particular example of the message delivery provided by IF-IMVY is the communication of
remediation instructions from the IMVs through the TNCS fo the TNCC/IMCs. This i1s one
application of IMC-IMV message delivery and in all cases follows the normal [IMV-IMC
communications path. IF-IMV provides support for communicating remediation instructions to an
endpoint using this mechanism. Since the normal IMC-IMV communications path is used to
communicate remediation instructions, this specification will not address further the details of how
remediation itself is done.

2.6.7 IMV Action Recommendation

One of the assumptions of the TNC architectural model is that IF-IMV provides a means for IMVs
to recommend action information to the TNCS, so that isclation can properly be supported on the
network. The TNCS then will combine these IMV Action Recommendations using some logic
(defined by the TNCS implementers) to come up with an overall TNCS Acition Recommendation.
Note that the TNCS may choose to ignore any IMV Action Recommendation, but each IMV must
be able to recommend an action. Potential choices for IMY Action Recommendations include:
recommend full (normal) access; recommend isolation (limited or quarantined access), and
recommend denial (no access). The mandatory function THC TNCS ProvideRecommendation
15 the mechanism within IF-IMV for an IMV to indicate its IMV Action Recommendation.

and when it is determined that the service request sent by the first host is not associated

with a remediation request, serving a quarantine notification page that provides

remediation information to the first host if the service request sent by the first host

comprises a web server request, wherein serving the quarantine notification page to the

first host includes re-routing by responding to the service request sent by the first host

with a redirect that causes a browser on the first host to be directed to a quarantine server

configured to serve the quarantine notification page:

As an example of Defendant’s implementation of this process in the Accused
Instrumentalities, see the following explanation of remediation which illustrates
the use of a quarantine notification page, provided in response when the client
issues a web server request. See, e.g., Network Sentry Security Automation and
Orchestration Platform Product Brief (PDF) at page 2 available at
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https://www.bradfordnetworks.com/products/network-sentry/ (“Network Sentry
validates a device’s configuration as it attempts to join the network. If the
configuration is found to be noncompliant, the connection is prevented or the
device is forced to an isolated or limited-access VLAN. Users are warned that
their device must be remediated. This can be done automatically through
integration with a vulnerability assessment, patch management system or by
following manual instructions delivered to the user’s device”).

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device's configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.

See also, an article titled “Bradford Networks Announces Support for eduroam”
available at https://www.bradfordnetworks.com/bradford-networks-announces-
support-for-eduroam/ (“Non-compliant devices are automatically quarantined and
users are guided through steps for remediation”)

The University of Winchester purchased and deployed Network Sentry in 2012 through Bradford Networks’ UK
reseller, Khipu Networks. With 7000 students, each bringing an average of 2-4 devices, the University uses
Network Sentry for visibility and control of wireless network access for its local domain users as well as for
visiting eduroam users. Network Sentry provisions network access based on pre-defined policies and ensures
that mobile devices are compliant before joining the network. Non-compliant devices are automatically
quarantined and users are guided through steps for remediation. Since the deployment of Network Sentry, the
University of Winchester's IT department has seen a considerable decrease in the number of calls to the help
desk, freeing up valuable time and resources for other projects, and a significant improvement in student

satisfaction with wireless connectivity.

See also Bradford Campus Manager Registration and Remediation Tutorial at
page 2 available at
https://www.google.com/url?sa=t&rct=j&g=&esrc=s&source=web&cd=1&cad=rj
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a&uact=8&ved=0ahUKEwjYobKOg-
DVAhXJIrY8KHfOpC2sQFggIMAA&url=https%3A%2F%2Fwww.usw.edu%2F
Documents.ashx%3Fid%3D159&usg=AFQjCNGKkv8SYsYOV3m4X0CnbsP2PQ
dDSqg (“Systems in the Remediation LAN are only able to access operating
system, antivirus and antispyware update sites”, “When a system is placed in the
Remediation LAN, the issues which need to be corrected will be displayed on
screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time”)

If the Security Agent scan determines your system is not in compliance, you will be permitted
limited access to correct the issue. This limited access is referred to as the Remediation LAN.
Systems in the Remediation LAN are only able to access operating system, antivirus and
antispyware update sites. Your system will not be released from the Remediation LAN until it is
back in compliance with USW Network Policy and the system has been re-scanned. When a
system is placed in the Remediation LAN, the issues which need to be corrected will be
displayed on screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time.

and permitting the first host to communicate with a remediation host configured to
provide data usable to remedy the insecure condition:

The Accused Instrumentalities permit the client to communicate with the
remediation host. This enables limited access to the network to access data and
resources to enable the client to attain an acceptable state. See, e.g., the TNC
Specification at pages 27-28 available at https://trustedcomputinggroup.org/wp-
content/uploads/TNC_Architecture_v1 5 r4.pdf.

VLAN Containment. \\LAN containment permits the AR to access the network in a limited
fashion. Typically the primary purpose of the limited access is to allow the AR to access
on-line sources of remediation data (e.g. virus definition file updates, worm removal
software, software patches, etc). In some cases, no remediation is offered and the AR is
instead offered access to limited services, in such a fashion as to limit the potential for
impact to the network or other attached hosts. RADIUS provisions VLAN containment
using the Tunnel-Private—Group-1D attribute, as specified in RFC3580 [21].

5.4 Remediation Phase

The TNC Architecture in Figure 4 accommodates a number of schemes for remediation. The
intent of remediation is generally universal, namely that of performing updates to the software and
firmware of the AR to help it comply with the current network policy.

The general aim of remediation is to bring the AR up to date in all integrity-related information, as
defined by the current policy for authorization. Examples include OS patches, AV updates,
firmware upgrades, etc. Section 5.5 below discusses the TNC approach to remediation in further
detail.

After remediation has been completed, the IMCs can ask the TNCC to retry the Integrity Check
Handshake, which results in another Assessment Phase. This second phase may be shorter than

the first since the IMCs may be able to send only the data that has changed (if supported by the
IMVs).
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In addition, see, e.g., pages 13 and 15 of the TNC IF-IMV Specification available
at https://www.trustedcomputinggroup.org/wp-
content/uploads/TNC_IFIMV_v1 0 _r3.pdf.

2.6.3 Remediation and Handshake Retry

In several cases, It is useful to retry an Integrity Check Handshake. First, an endpoint may be
isolated until remediation is complete. Once remediation is complete, an IMC can inform the
TNCC of this fact and suggest that the TNCC retry the Integrity Check Handshake. Second, a
TNCS can initiate a retry of an Integrity Check Handshake (if the TNCS or IMV policies change or
as a periodic recheck). Third, an IMC or IMV can request a handshake retry in response to a
condition detected by the IMC or IMV (suspicious activity, for instance). In any case, it's generally
desirable (but not always possible) to reuse state established by the earlier handshake and to
avoid disrupting network connectivity during the handshake retry.

To support handshake retries, the TNCS MAY maintain a network connection ID after an Integrity
Check Handshake has been completed. This network connection ID can then be used by the
TNCS to inform IMVs that it is retrying the handshake or by an IMV to request a retry (due to
policy change or another reason).

Handshake retry may not always be possible due to limitations in the TNCC, NAR, PEP, or other
entities. In other cases, retry may require disrupting network connectivity. For these reasons, IF-
IMV supports handshake retry and regquires IMVs to handle handshake retries (which is usually
trivial) but does not require TNCSs to honor IMV requests for handshake retry. In fact, IF-IMV
requires an IMV to provide information about the reason for requesting handshake retry so that
the TNCS can decide whether it wants to retry (which may disrupt network access).

Note that remediation instructions are delivered from IMVs to IMCs through standard IMV-IMC
messages (see section 2.6 4, "Message Delivery”™). There is no special support in IF-IMV for this
feature. IMVs SHOULD send remediation instructions to IMCs before retuming an IMV Action
Recommendation and IMV Evaluation Result to the TNCS so the instructions are delivered before
the handshake is completed.

2.6.7 IMV Action Recommendation

One of the assumptions of the TNC architectural model is that IF-IMV provides a means for IMVs
to recommend action information to the TNCS, so that isolation can properly be supported on the
network. The TNCS then will combine these IMV Action Recommendations using some logic
(defined by the TNCS implementers) to come up with an overall TNCS Acition Recommendation.
Mote that the TNCS may choose to ignore any IMV Action Recommendation, but each IMY must
be able to recommend an action. Potential choices for IMV Action Recommendations include:
recommend full (normal) access; recommend isolation (limited or quarantined access); and
recommend denial (no access). The mandatory function TNC_TNC2_ProvideRscommsndation
is the mechanism within IF-IMV for an IMV to indicate its IMV Action Recommendation.

Communication with the remediation host is essential to enable remediation. This

allows the host to improve its integrity and subsequently gain access to the
protected network. See id. at page 57.
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20. If the IMCs need to perform remediation, they perform that remediation. Then they continue
with Handshake Retry After Remediation. If no remediation was needed, the use case ends
here.

7.5 Handshake Retry After Remediation

1. When an IMC completes remediation, it informs the TNCC that its remediation is complete
and requests a retry of the Integnity Check Handshake through IF-IMC.

2. The TNCC decides whether to initiate an Integrity Check Handshake retry (possibly
depending on policy, user interaction, etc.). Depending on limitations of the NAR, the TNCC
may need to disconnect from the network and reconnect to retry the Integrity Check
Handshake. In that case (especially if the previous handshake resulted in full access), it may
decide to skip the handshake retry. However, in many cases the TNCC will be able to retry
the handshake without disrupting network access. It may even be able to retain the state
established in the earlier handshake. If the TNCC decides to skip the retry, the use case ends
here.

3. The TNCC initiates a retry of the handshake. Skip to step 1, 3, or 5 of the Network Connect
section above, depending on which steps are needed to initiate the retry.

Defendant’s use of the remediation server is described in Network Sentry Security
Automation and Orchestration Platform Product Brief (PDF) at page 2 available
at https://www.bradfordnetworks.com/products/network-sentry/ (“Network Sentry
validates a device’s configuration as it attempts to join the network. If the
configuration is found to be noncompliant, the connection is prevented or the
device is forced to an isolated or limited-access VLAN. Users are warned that
their device must be remediated. This can be done automatically through
integration with a vulnerability assessment, patch management system or by
following manual instructions delivered to the user’s device”)

Control

Assess Risk of Every Endpoint on the Network

Ensuring the integrity of wired and wireless
devices before they connect to the network mini-
mizes the risk of vulnerability and the spread of
exploits and malware. Network Sentry validates
a device’s configuration as it attempts to join the
network. If the configuration is found to be non-
compliant, the connection is prevented or the
device is forced to an isolated or limited-access
VLAN. Users are warned that their device must
be remediated. This can be done automatically
through integration with a vulnerability assess-
ment, patch management system or by following
manual instructions delivered to the user’s device.
Access is granted once corrective measures are
successfully undertaken.
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See also, an article titled “Bradford Networks Announces Support for eduroam”
available at https://www.bradfordnetworks.com/bradford-networks-announces-
support-for-eduroam/ (“Non-compliant devices are automatically quarantined and
users are guided through steps for remediation”)

The University of Winchester purchased and deployed Network Sentry in 2012 through Bradford Networks’ UK
reseller, Khipu Networks. With 7000 students, each bringing an average of 2-4 devices, the University uses
Network Sentry for visibility and control of wireless network access for its local domain users as well as for

visiting eduroam users. Network Sentry provisions network access based on pre-defined policies and ensures

ompliant before joining the network. Non-compliant devices are automatically

quarantined and users are guided through steps for remediation. Since the deployment of Network Sentry, the

University of Winchester’s IT department has seen a considerable decrease in the number of calls to the help

desk, freeing up valuable time and resources for other projects, and a significant improvement in student

satisfaction with wireless connectivity.

See also Bradford Campus Manager Registration and Remediation Tutorial at
page 2 available at
https://www.google.com/url?sa=t&rct=j&g=&esrc=s&source=web&cd=1&cad=rj
a&uact=8&ved=0ahUKEw]YobKOg-
DVAhXJrY8KHfIpC2sQFggIMAA&url=https%3A%2F%2Fwww.usw.edu%2F
Documents.ashx%3Fid%3D159&usg=AFQjCNGkv8SYsYOV3m4X0CnbsP2PQ
dDSqg (“Systems in the Remediation LAN are only able to access operating
system, antivirus and antispyware update sites”, “When a system is placed in the
Remediation LAN, the issues which need to be corrected will be displayed on
screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time”)

If the Security Agent scan determines your system is not in compliance, you will be permitted
limited access to correct the issue. This limited access is referred to as the Remediation LAN.
Systems in the Remediation LAN are only able to access operating system, antivirus and
antispyware update sites. Your system will not be released from the Remediation LAN until it is
back in compliance with USW Network Policy and the system has been re-scanned. When a
system is placed in the Remediation LAN, the issues which need to be corrected will be
displayed on screen and links to update sites will be provided. Due to the many servers used by
Microsoft and other providers, this could take time.

40.  On information and belief, the Accused Instrumentalities are used, marketed, sold,
or otherwise provided by or for Defendant’s partners, clients, customers and end users across the
country and in this District.

41. Defendant was made aware of the *048 patent and its infringement thereof at least

as early as the filing date of this Complaint.
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42. Upon information and belief, since at least the filing date of this Complaint,
Defendant induced and continues to induce others to infringe at least one claim of the *048 patent
under 35 U.S.C. 8§ 271(b) by, among other things, and with specific intent or willful blindness,
actively aiding and abetting others to infringe, including but not limited to Defendant’s partners,
clients, customers, and end users, whose use of the Accused Instrumentalities constitutes direct
infringement of at least one claim of the ’048 patent.

43. Defendant’s actions that aid and abet others such as its partners, customers,
clients, and end users to infringe include, since at least the filing date of this Complaint,
advertising and distributing the Accused Instrumentalities and providing instruction materials,
training, and services related to the Accused Instrumentalities. On information and belief,
Defendant has, since at least the filing date of this Complaint, engaged in such actions with
specific intent to cause infringement or with willful blindness to the resulting infringement
because Defendant has had actual knowledge of the *048 patent and knowledge that its acts were
inducing infringement of the *048 patent since at least the filing date of this Complaint.

44, Upon information and belief, Defendant is liable as a contributory infringer of the
’048 patent under 35 U.S.C. § 271(c) by offering to sell, selling, and/or importing into the United
States the Accused Instrumentalities for use in practicing the *048 patent knowing, at least as
early as the filing date of this Complaint, that the Accused Instrumentalities are especially made
or adapted for use in an infringement of the *048 patent. The Accused Instrumentalities include
a material component for use in practicing the 048 patent and are not a staple article or
commodity of commerce suitable for substantial non-infringing use.

45, Plaintiff has been harmed by Defendant’s infringing activities.
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JURY DEMAND

Pursuant to Rule 38 of the Federal Rules of Civil Procedure, Plaintiff demands a trial by
jury on all issues triable as such.

PRAYER FOR RELIEF

WHEREFORE, Plaintiff demands judgment for itself and against Defendant as follows:

A. An adjudication that Defendant has infringed the *705 and 048 patents;

B. An award of damages to be paid by Defendant adequate to compensate Plaintiff
for Defendant’s past infringement of the 705 and ’048 patents, and any continuing or future
infringement through the date such judgment is entered, including interest, costs, expenses and
an accounting of all infringing acts including, but not limited to, those acts not presented at trial;

C. A declaration that this case is exceptional under 35 U.S.C. § 285, and an award of
Plaintiff’s reasonable attorneys’ fees; and

D. An award to Plaintiff of such further relief at law or in equity as the Court deems

just and proper.
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Dated: October 24, 2017 DEVLIN LAW FIRM LLC

/s/ Timothy Devlin

Timothy Devlin (#4241)
tdevlin@devlinlawfirm.com
1306 N. Broom St., 1% Floor
Wilmington, Delaware 19806
Telephone: (302) 449-9010
Facsimile: (302) 353-4251

TOLER LAW GRouP, PC

Jeffrey G. Toler (Pro Hac Vice motion to be filed)
jtoler@tlgiplaw.com

Craig S. Jepson (Pro Hac Vice motion to be filed)
cjepson@tlgiplaw.com

8500 Bluffstone Cove

Suite A201

Austin, TX 78759

Telephone: (512) 327-5515

Attorneys for Plaintiff
NETWORK SECURITY TECHNOLOGIES, LLC
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