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Parties
1. Plaintiff VDPP LLC is a limited liability company organized under the laws of
Oregon with a principal place of business located in Corvallis, Oregon.
2. Defendant Acer America Corporation (“Acer”) is a corporation organized under
the laws of California with a principal place of business located in San Jose, California.

Jurisdiction and Venue

3. This action arises under the patent laws of the United States, 35 U.S.C. §§ 101 et
seq.

4. This Court has subject matter jurisdiction over this action under 28 U.S.C. §§ 1331
and 1338(a).

5. This Court may exercise personal jurisdiction over Acer. Acer conducts
continuous and systematic business in California and in this District. Acer’s principal place of
business is located in this District. These patent infringement claims arise directly from Acer’s
continuous and systematic activity in this District. In short, this Court’s exercise of jurisdiction
over Acer would be consistent with the California long-arm statute and traditional notions of fair
play and substantial justice.

6. Venue is proper in this District pursuant to 28 U.S.C. § 1400(b).

Count 1 — Infringement of U.S. Patent No. 10,021,380

7. VDPP is the exclusive owner of United States Patent No. 10,021,380 (the “380
patent”), which is attached hereto as “Exhibit 1.”

8. The ‘380 patent is valid and enforceable.

9. Acer has been and is directly infringing at least one of the 30 claims of the ‘380
patent. Acer has made and sold and is making and selling mobile devices, including the “Liquid”

smartphones and “Iconia One” tablets, which embody claims of the ‘380 patent. Without limiting

Complaint for Patent Infringement -2- Case No.
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the claims that will be asserted or the products that will be accused of infringement in this action,
Acer infringes claim 16 of the ‘380 patent by making and selling the Iconia One 10 tablet (the
“Iconia”).

a. The apparatus of claim 16 comprises “a storage adapted to: store a
sequence of image frames[.]” (Ex. 1 at 114:54-56.) The Iconia is an apparatus with 32GB
of storage to store a sequence of image frames.
https://www.acer.com/ac/en/GB/content/series-features/iconiaone10.

b. The claim 16 apparatus comprises “a processor communicably coupled to
the storage and adapted to: obtain from said storage a first image frame associated with a
first chronological position in the sequence image frames and a second image frame
associated with a second chronological position in the sequence of image frames[.]” (Ex. 1
at 114:57-63.) The Iconia has a 1.50 GHz MediaTek Cortex A35 processor that is
connected to the Iconia’s storage. https://www.acer.com/ac/en/GB/content/series-
features/iconiaone10. The Iconia receives a video stream that consists of a series of still
image frames in a chronological sequence. The Iconia’s processor obtains the still images
from the storage, each of which are associated with the chronological order.

C. The processor of claim 16 is further adapted to “remove a portion of the
first image frame to generate a modified first image frame, wherein the modified first
image frame is different from the first image frame; [and] remove a portion of the second
image frame to generate a modified second image frame, wherein the modified second
image frame is different from the second image frame[.]” (Ex. 1 at 114:64-115:4.) When
the Iconia’s electronic image stabilization is enabled, https://content.etilize.com/User-
Manual/1041817856.pdf at 41, Iconia’s processor processes the image frames of a video

by removing portions of the images, so that the movement of anchor points within the
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image frame between one image and the next is minimized.

d. The claim 16 processor is adapted to “combine the modified first image
frame and the modified second image frame to generate a modified combined image
frame, the modified combined image frame having first and second opposing sides
defining a first dimension and third and fourth opposing sides defining a second
dimension[.]” (Ex. 1 at 115:5-10.) The Iconia processor combines the modified frames so
that anchor-point movement is minimized from frame-to-frame, and the dimensions of
each image fills the frame, thereby concealing the removed portions of each modified
combined image frame.

e. The claim 16 apparatus’ processor is adapted to “display the modified
combined image frame.” (Ex. 1 at 115:11.) The Iconia processor displays the modified
combined image frames, presenting a stabilized video.

Count 2 — Infringement of U.S. Patent No. 9,699,444

10. VDPP is the exclusive owner of United States Patent No. 9,699,444 (the “‘444
patent”), which is attached hereto as “Exhibit 2.”

11.  The ‘444 patent is valid and enforceable.

12.  Acer has been and is directly infringing at least one of the 27 claims of the ‘444
patent. Acer has made and sold and is making and selling computer monitors, including the X,
BM, and ET series, which embody claims of the ‘444 patent. Without limiting the claims that will
be asserted or the products that will be accused of infringement in this action, Acer infringes
claim 1 of the ‘444 patent by making and selling the Predator X27 (the “Predator X27”).
https://www.acer.com/ac/en/US/content/predator-series-design/predatorx27.

a. Claim 1 of the ‘444 patent claims an “apparatus comprising: a storage

adapted to: store one or more image fames|.]” (Ex. 2 at 47:40-42.) The Predator X27 is an
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apparatus with storage to store a sequence of image frames.

b. The Claim 1 apparatus comprises “a processor adapted to: obtain a first
image frame from a first video stream; [and] expand the first image frame to generate a
modified image frame, wherein the modified image frame is different from the first image
frame[.]” (Ex. 2 at 47:43-47.) The Predator X27 has a native resolution of 3840 x 2160
and is equipped with a graphics processing unit adapted to upscale obtained image frames
to match the Predator X27’s native resolution.

C. The processor of claim 1 is adapted to “generate a bridge frame, wherein
the bridge frame is a non-solid color, wherein the bridge frame is different from the first
image frame and different from the modified image frame[.]” (Ex. 2 at 47:48-51.) The
Predator X27 is a direct-backlight LED LCD monitor, which means that the Predator X27
displays video using two separate layers. The front layer is liquid crystal layer (the “LCM
Layer”) containing millions of pixels, each of which is split into subpixels of the primary
colors: red, green, and blue. The back layer is a backlight unit of LED lights (the “BLU”)
that illuminates the LCM Layer. In order to achieve deeper black levels, the processor of
the Predator X27 is adapted to dynamically turn off localized areas of the BLU—areas
where the image should be black, resulting in a bridge frame that is non-solid, i.e., parts of
the frame are black, parts of the frame are white, and parts of the frame are a gradient
thereof. “LET THERE BE LIGHT[.] How do 384 individually-controllable LED
backlight zones sound? If you happen to prefer the most realistic image possible, then this
is for you.” https://www.acer.com/ac/en/US/content/predator-series-design/predatorx27.

d. In claim 1, the processor is adapted to “blend the modified image frame
with the bridge frame to generate a blended modified image frame; and display the

blended modified image frame.” (Ex. 2 at 47:52-54.) The Predator X27 blends the bridge
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frame (the locally-dimmed BLU image) with the modified image frame (the upscaled
RGB image of the LCM) to create and display the blended modified image frame.
13.  Further, Acer has made and sold and is making and selling monitors, including the
Nitro VGO and RGO series and the Predator XB271HU, which embody claims of the 444 patent.
Without limiting the claims that will be asserted or the products that will be accused of
infringement in this action, Acer infringes claim 27 of the ‘444 patent by making and selling the
Predator XB271HU monitor (the “Predator XB”), which is designed to perform “black frame
insertion.”
a. Claim 27, which is dependent on claim 26, claims an “apparatus
comprising: a storage adapted to: store one or more image frames[.]” (Ex. 2 at 50:37-39.)
The Predator XB is an apparatus with storage to store a sequence of image frames.
b. The claim 27 apparatus comprises “a processor adapted to: obtain a first
image from a first video stream [.]” (Ex. 2 at 50:40-41.) The Predator XB is equipped with
a graphics processing unit adapted to obtain images that together make a video stream.
c. The claim 27 processor is adapted to “generate a modified image frame by
. . expanding the first image frame . . . wherein the modified image frame is different
from the first image frame[.]” (Ex. 2 at 50:42-49.) The Predator XB’s processor is adapted
to expand images to match the Predator XB’s native resolution of 2560 x 1440.
https://www.acer.com/ac/en/US/content/predator-model/UM.HX1AA.001.
d. The claim 27 processor is further adapted to “generate a bridge frame,
wherein the bridge frame is a solid color, wherein the bridge frame is different from the
first image frame and different from the modified image frame[.]” (Ex. 2 at 50:50-53.)
The bridge frame is black. (Id. at 50:56-57.) All monitors display video as a series of still

images. These images change quickly enough to produce the illusion of motion—much
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like a flip book. Because display devices are unable to produce truly moving images, the

human eye perceives the “moving” object as blurred. To reduce this perceived motion

blur, the Predator XB practices the invention of claim 27 by generating a solid black
bridge frame and inserting the bridge frame between the modified image frames.

€. The claim 27 apparatus then will “display the modified image frame; and
display the bridge frame.” (Ex. 2 at 50:54-55.) The Predator XB displays the modified
image frame, and then displays the solid black bridge frame.

Count 3 — Infringement of U.S. Patent No. 9,426,452

14. VDPP is the exclusive owner of United States Patent No. 9,426,452 (the “‘452
patent”), which is attached hereto as “Exhibit 3.”

15.  The ‘452 patent is valid and enforceable.

16.  Acer has been and is directly infringing at least one of the 4 claims of the ‘452
patent. Acer has made and sold and is making and selling mobile devices, including the Liquid
smartphones and Iconia One tablets, which infringe claims of the ‘452 patent. Without limiting
the claims that will be asserted or the products that will be accused of infringement in this action,
Acer infringes claim 2 of the ‘452 patent by making and selling the Iconia.

a. Claim 2 of the ‘452 patent claims an “apparatus comprising: a storage
adapted to: store one or more image fames[.]” (Ex. 3 at 46:42-44.) The Iconia is an
apparatus with storage to store a sequence of image frames.

b. The claim 2 apparatus includes “a processor adapted to: obtain a first
image from a first video stream; obtain a second image from a second video stream,
wherein the first image is different from the second image; [and] stitch together the first
image and the second image to generate a stitched image frame[.]” (Ex. 3 at 46:45-51.)

The Iconia includes a MediaTek MT8163, Quad-core processor,

Complaint for Patent Infringement -7- Case No.
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https://www.acer.com/ac/en/GB/content/model/NT.LCFEE.002, which facilitates the
execution of Iconia’s video chat feature through, for example, Google Hangouts.
https://content.etilize.com/User-Manual/1041817856.pdf at 34. The processor obtains
image frames from at least two separate video streams: one for each participant in the
video chat. The processor then creates a stitched image frame by combining the two video
streams within the same image frame.

C. The processor of claim 2 is adapted to “generate a first modified image
frame by removing a first portion of the stitched image frame; generate a second modified
image frame by removing a second portion of the stitched image frame; [and] generate a
third modified image frame by removing a third portion of the stitched image frame;
wherein the first modified image frame, the second modified image frame, and the third
modified image frame are different from each other[.]” (Ex. 3 at 46:52-60.) The processor
creates three modified image frames from the stitched image frame by removing two of
the primary colors (red, green, and blue) in each modified image frame, resulting in a
modified image frame representing only the red components, a second modified image
frame representing only the green components, and a third modified image frame
representing only the blue components.

d. The claim 2 apparatus’ processor is adapted to “identify a bridge frame
[and] blend the first modified image frame with the bridge frame to generate a first
blended frame; blend the second modified image frame with the bridge frame to generate
a second blended frame; blend the third modified image frame with the bridge frame to
generate a third blended frame [and] overlay the first blended frame, the second blended
frame, and the third blended frame to generate a combined frame[.]” (Ex. 3 at 46:61-47:3.)

The Iconia has an “Active Matrix TFT Colour LCD” display screen,

Complaint for Patent Infringement -8- Case No.
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https://www.acer.com/ac/en/GB/content/model/NT.LCFEE.002, that consists of a liquid

crystal layer (the “LCM Layer”) containing millions of pixels, each of which is split into

subpixels of the primary colors: red, green, and blue, and a backlight unit of LED lights

(the “BLU”) that illuminates the LCM Layer. This Backlight unit emits white light and is

identified by the processor as the bridge frame. The modified image frames, when blended

with the backlight frame show the respective red, green, or blue colors of the first image
of the video chat. When those blended frames are overlayed, the video chat image is
shown in its full range of colors.
e. Finally, the processor of claim 2 is adapted to “display the combined
frame.” (Ex. 3 at 47:4.) The Iconia displays the combined, full-color video chat image.
Count 4 — Infringement of U.S. Patent No. 9,948,922

17. VDPP is the exclusive owner of United States Patent No. 9,948,922 (the “922
patent”), which is attached hereto as “Exhibit 4.”

18.  The ‘922 patent is valid and enforceable.

19.  Acer has been and is directly infringing at least one of the 12 claims of the ‘922
patent. Acer has made and sold and is making and selling computer monitors that embody claims
of the ‘922 patent. Without limiting the claims that will be asserted or the products that will be
accused of infringement in this action, Acer infringes claim 2 of the ‘922 patent by making and
selling the Predator XB, which is designed to perform “black frame insertion.”

a. Claim 2 of the ‘922 patent, which is dependent on claim 1, claims an

“apparatus comprising: a storage adapted to: store one or more image fames[.]” (Ex. 4 at

113:27-29.) The Predator XB is an apparatus with storage to store a sequence of image

frames.

b. The claim 2 apparatus includes “a processor adapted to: obtain a first

Complaint for Patent Infringement -9- Case No.
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image frame and a second image frame from a first video stream[.]” (Ex. 4 at 113:30-32.)
The Predator XB is equipped with a graphics processing unit adapted to obtain a series of
images that together make a video stream.

C. The processor of claim 2 is adapted to “generate a first modified image
frame by expanding the first image frame, wherein the first modified image frame is
different from the first image frame; [and] generate a second modified image frame by
expanding the second image frame, wherein the second modified image frame is different
from the second image frame[.]” (Ex. 4 at 113:33-39.) The Predator XB’s processor is
adapted to expand images to match the Predator XB’s native resolution of 2560 x 1440.
https://www.acer.com/ac/en/US/content/predator-model/UM.HX1AA.001.

d. The claim 2 apparatus’ processor is adapted to “generate a bridge frame,
wherein the bridge frame is a solid color, wherein the bridge frame is different from the
first image frame and different from the second image frame[.]” (Ex. 4 at 113:40-43.)
“[T]he bridge frame is black.” (/d. at 113:47-48.) All monitors display video as a series of
still images. These images change quickly enough to produce the illusion of motion—
much like a flip book. Because display devices are unable to produce truly moving
images, the human eye perceives the “moving” object as blurred. To reduce this perceived
motion blur, the Predator XB practices the invention of claim 2 by generating a solid
black bridge frame and inserting the bridge frame between the modified image frames.

e. The processor of claim 2 is adapted to “display the first modified image
frame; display the bridge frame; and display the second modified image frame.” (Ex. 4 at
113:44-46.) The Predator XB displays the first modified image frame, then displays the

solid black bridge frame, then displays the second modified image frame.

Complaint for Patent Infringement -10- Case No.
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Praver for Relief

WHEREFORE, VDPP prays for the following relief against Acer:

(a) Judgment that Acer has directly infringed the ‘380, ‘444, ‘452, and ‘922 patents;

(b) A fair and reasonable royalty;

(c) Pre-judgment interest and post-judgment interest at the maximum rate allowed by

law;

(d) A post-judgment injunction; and

(e) Such other and further relief as the Court may deem just and proper.

Demand for Jury Trial

VDPP demands a trial by jury on all matters and issues triable by jury.

Date: August 6. 2019

/s/ Todd C. Atkins
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Receive data comprising an image frame
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Generate a plurality of bridge frames that are /
visually dissimilar to the image frame Flg 58
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Blend the image frame and the plurality of bridge
frames, generating a plurality of blended frames

!

Display the blended frames
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following: /
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FASTER STATE TRANSITIONING FOR
CONTINUOUS ADJUSTABLE 3DEEPS
FILTER SPECTACLES USING
MULTI-LAYERED VARIABLE TINT
MATERIALS
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filed Jan. 22, 2002, now U.S. Pat. No. 7,030,902, which is
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U.S. Pat. No. 7,030,902, which is a nonprovisional of and
claims priority to U.S. Provisional Application No. 60/263,
498 filed Jan. 23, 2001; (II) a Continuation-In-Part applica-
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No. 14/268,423, filed May 2, 2014, now U.S. Pat. No.
9,167,177, which is a Continuation of U.S. patent applica-
tion Ser. No. 13/168,493, filed Jun. 24, 2011, now U.S. Pat.
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U.S. Pat. No. 7,604,348, the priority information for which
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15,2016, now U.S. Pat. No. 9,716,874, which is a Divisional
of' U.S. patent application Ser. No. 14/566,205, filed Dec. 10,
2014, now U.S. Pat. No. 9,426,442, which is a Continuation
of U.S. patent application Ser. No. 14/333,266, filed Jul. 16,
2014, now U.S. Pat. No. 8,941,919, which is a Continuation
of U.S. patent application Ser. No. 14/149,293, filed Jan. 7,
2014, now U.S. Pat. No. 8,913,319, which is a Continuation
of U.S. patent application Ser. No. 13/632,333, filed Oct. 1,
2012, now U.S. Pat. No. 8,657,439, which is a Continuation
of U.S. patent application Ser. No.13/151,736, filed Jun. 2,
2011, now U.S. Pat. No. 8,303,112, which is a Continuation
of U.S. patent application 12/555,482, filed Sep. 8, 2009,
now U.S. Pat. No. 7,976,159, the priority information for
which is recited above, the entire contents of each of which
are herein incorporated by reference for all purposes.

FIELD OF THE INVENTION

This invention relates to the field of motion pictures and
to a system called 3Deeps that will allow almost any motion
picture filmed in 2D (single image) to be viewed with the
visual effect of 3-dimensions when viewed through 3Deeps
Filter Spectacles. More specifically, the invention relates to
(1) the presentation of motion pictures and to the use of
multiple layers of electronically controlled variable tint
materials to fabricate the right and left lenses of the 3Deeps
Filter Spectacle to achieve faster transition times than may
be achieved by the use of only a single layer, (ii) various
means by which a motion vector and/or luminance measure
that are associated with frames of the movie can be used to
select an optimal optical density for the neutral density lens
of'the 3Deeps Filter Spectacles, and (iii) visual art and, more
particularly, to systems, apparatus, and methods for produc-
ing an appearance of continuous movement using a finite
number of images, i.e., as few as two images.

BACKGROUND

This invention is, in part, directed to Continuous Adjust-
able 3Deeps Filter spectacles for viewing 2D movies as 3D
movies. 3Deeps Filter Spectacles provide a system by which
ordinary 2-dimensional motion pictures can be viewed in
part as a 3-dimensional motion pictures. They however were
a sub-optimal solution. In the presence of screen motion,
they only developed 3D from a 2D movie by a difference in
optical density between the right and left lens, but did not
describe any objective optimal target for those optical den-
sities. Neither did the previous version or 3Deeps Filter
spectacles address optimization of the spectacles to account
for the materials from which the lenses are fabricated.

3Deeps Filter Spectacles that incorporate such double
optimization are called Continuous Adjustable 3Deeps Filter
Spectacles. Previously, related patent applications for Con-
tinuous Adjustable 3Deeps Filter spectacles have been dis-
closed that use electronically controlled variable tint mate-
rials for fabrication of the right and left lenses of the viewing
spectacles. Generally, electronically controlled variable tint
materials change the light transmission properties of the
material in response to voltage applied across the material,
and include but are not limited to electrochromic devices,
suspended particle devices, and polymer dispersed liquid
crystal devices. Such material provides precise electronic
control over the amount of light transmission.

3Deeps spectacles adjust the optical properties so that the
left and right lenses of the 3Deeps spectacles take on one of
3 states in synchronization to lateral motion occurring within
the movie; a clear-clear state (clear left lens and clear right
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lens) when there is no lateral motion in successive frames of
the motion picture; a clear-darkened state when there is
left-to-right lateral motion in successive frame of the motion
picture; and, a darkened-clear state when there is right-to-
left lateral motion in successive frames of the motion
picture.

We note that clear is a relative term and even clear glass
will block a small percentage of light transmission. A clear
lens is then one that transmits almost all light through the
material.

Continuous Adjustable 3Deeps Filter spectacles are
improved 3Deeps spectacles in that the darkened state
continuously changes to take an optical density to provide
the maximum Pulfrich stereoscopic 3D illusion optimized
for (a) the speed and direction of lateral motion, and (b) the
transition time of the electrochromic material from which
the lenses are fabricated. Thus, Continuous Adjustable
3Deeps Filter Spectacles doubly optimize 3Deeps Filter
Spectacles to maximize the target optical densities of the
lenses, and to account for the lens material. Double optimi-
zation of the 3Deeps Filter Spectacles has substantial ben-
efits and Continuous Adjustable 3Deeps Filter Spectacles
solves substantial problems that 3Deeps Filter Spectacles
could not address.

One problem addressed by this invention is that of slow
transition time when transitioning between different optical
densities of the lenses of the Continuous Adjustable 3Deeps
Filter spectacles. Optimal control of Continuous Adjustable
3Deeps Filter spectacles is achieved by adjusting the right-
and left-lenses to the optimal optical density synchronized to
maximize the 3D effect of the Pulfrich illusion between
frames of the motion picture with respect to the transition
time properties of the electrochromic material. As an
example, a movie that is shown on a 100 Hz digital TV may
require as many as 100 different optical density controlled
lens transitions per second to optimally synchronize to the
speed and direction of lateral motion in the motion picture.
Most often the transitions in synchronization to the movie
are small minor adjustments to the optical density of the lens
that can be accomplished in the allotted time. A problem
arises when 3Deeps Filter spectacles are fabricated from
electronically controlled variable tint materials that are
incapable of the fast transition times that are sometimes
required as for instance between scene changes. While
electronically controlled variable tint materials may be able
to achieve fast transitions from one optical density state to
another optical density state that are near or close to each
other, it may be incapable of transition between optical
density states that are far apart. However, faster transition
times using any electronically controlled variable tint mate-
rial can be achieved by the simple expedient of using 2 or
more layers—or multi-layers—of such material. Using mul-
tiple layers of material does result in a darker clear state, but
the difference is minimal and barely perceptible, so the
tradeoff between a slightly darker clear state and faster
transition time is considered and warranted.

Another problem relates to the cycle life (number of
clear-dark cycles before failure) of some optoelectronic
materials that may be limited. The cycle life may be
increased by using multiple layers of optoelectronic mate-
rials since the electric potential applied to the material to
achieve a target optical density will be for a shorter period
of time.

Another problem addressed by an alternate embodiment
of this invention is that different methods of 3D require
distinct viewing spectacles. However, with electronically
controlled viewing spectacles, a single viewing spectacle
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can be switch selectable for different optical effects. For
instance, to view a 3D movie that uses the anaglyph method
to achieve 3D stereoscopy requires use of a different pair of
spectacles (red-blue lenses) than that used for 3Deeps view-
ing. Other preferred embodiments of the invention relate to
multi-use of the spectacles. The use of multi-layers of
electronically controlled variable tint materials where dif-
ferent layers relate to different viewing methods, allow a
single spectacle to be selectable to achieve different optical
effects. For instance, while one or more layers of electroni-
cally controlled variable tint materials may be used for
Continuous Adjustable 3Deeps Filter spectacles, another
layer of materials may be used for anaglyph 3D spectacles.
This would extend the use of a single pair spectacles so it can
be selectively used for either Continuous Adjustable 3Deeps
Filter spectacles viewing of 2D filmed movies or for
anaglyph viewing of 3D filmed movies. It would also allow
switching within any motion picture between 2D and 3D for
a specific method, and/or switching within any motion
picture between different methods of 3D. Till now a 3D
motion picture may have been filmed in its entirety as
anaglyph. With this invention the motion picture could have
been filmed in part 2D with the multi-layer specs then set by
signalization to a clear-clear state, and another part of the
motion picture could have been filmed in 3D anaglyph with
the multi-layer spectacles then set by signalization to a
red-blue state. In another embodiment the picture may be
filmed in part in 2D and 3D anaglyph, and shown to viewers
in 2D, 3D using 3Deeps spectacle, and 3D anaglyph with the
spectacles set accordingly.

Movies are generally made from a series of single,
non-repetitive pictures which are viewed at a speed that
provides the viewer with the appearance of continuous
movement. These series of single pictures are positioned in
adjacent picture frames, in sequential order, wherein adja-
cent pictures are substantially similar to each other and vary
only slightly from each other. Usually, movies are created
using movie cameras, which capture the actual movement of
the object; with animated movies, a series of individual
pictures or cells are created, usually by hand or computer,
and assembled in sequential order where adjacent pictures of
a scene are substantially similar to each other and vary only
slightly. Standard film projection is 24 frames per second,
American video standard NTSC is 30 fip.s.

The appearance of continuous movement, using only two
substantially similar pictures, has been accomplished in live
performance by simultaneous projection of both images onto
a screen, wherein one picture may be slightly off-set from
the other picture as they appear on the screen, and by
rotating a two-bladed propeller, wherein the propeller blades
are set off from one another by 180 degrees, in front of and
between the two projectors such that the two images are
made to both alternate and overlap in their appearances, with
both images in turn alternating with an interval of complete
darkness onscreen when both projections are blocked by the
spinning propeller. A viewer, using no special spectacles or
visual aids, perceives a scene of limited action (with a
degree of illusionary depth) that can be sustained indefi-
nitely in any chosen direction: an evolving yet limited action
appears to be happening continually without visible return-
and-start-over repetition. Thus the viewer sees a visual
illusion of an event impossible in actual life. Similarly, the
manner in which things appear in depth are likely to be at
odds, often extremely so, with the spatial character of the
original photographed scene. Further, the character of move-
ment and of depth has been made malleable in the hands of
the projectionist during performance (so much so that such
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film-performance has been likened to a form of puppetry);
the physical shifting of one of the two projections changes
the visual relationship between them and thereby the char-
acter of the screen event produced. Similarly, small changes
during performance in speed, placement and direction of
propeller spin will cause radical changes in the visual event
produced onscreen.

Other visual arts which relate to the present invention are
the Pulfrich filter. For one program, titled Bitemporal
Vision: The Sea, viewers were invited to place a Pulfrich
light-reducing filter before one eye to both enhance and
transform the already apparent depth character of the pre-
sentation.

Limited to presentation in live performance, such unique
visual phenomena as described has been transient theater.
Attempts to capture the phenomena by way of video-camera
recording of the screen-image have been disappointingly
compromised, so that—in over 25 years of such presentation
(of so-called Nervous System Film Performances) no
attempt has been made to commercialize such recordings.

In addition, a number of products and methods have been
developed for producing 3-D images from two-dimensional
images. Steenblik in U.S. Pat. Nos. 4,597,634, 4,717,239,
and 5,002,364 teaches the use of diffractive optical elements
with double prisms, one prism being made of a low-
dispersion prism and the second prism being made of a
high-dispersion prism. Takahaski, et al in U.S. Pat. No.
5,144,344 teaches the use of spectacles based on the Pulfrich
effect with light filtering lens of different optical densities.
Beard in U.S. Pat. No. 4,705,371 teaches the use of gradients
of optical densities going from the center to the periphery of
a lens.

Hirano in U.S. Pat. No. 4,429,951 teaches the use of
spectacles with lenses that can rotate about a vertical axis to
create stereoscopic effects. Laden in U.S. Pat. No. 4,049,339
teaches the use of spectacles with opaque temples and an
opaque rectangular frame, except for triangular shaped
lenses positioned in the frame adjacent to a nosepiece.

Davino, U.S. Pat. No. 6,598,968, 3-Dimensional Movie
and Television Viewer, teaches an opaque frame that can be
placed in front of a user’s eyes like a pair of glasses for 3-D
viewing to take advantage of the Pulfrich effect. The frame
has two rectangular apertures. These apertures are spaced to
be in directly in front of the user’s eyes. One aperture is
empty; the other opening has plural vertical strips, prefer-
ably two, made of polyester film. Between the outer edge of
the aperture and the outermost vertical strip is diffractive
optical material. The surface of the strips facing away from
the person’s face might be painted black. Images from a
television set or a movie screen appear three dimensional
when viewed through the frame with both eyes open.

Dones, U.S. Pat. No. 4,805,988, Personal Viewing Video
Device, teaches a personal video viewing device which
allows the simultaneous viewing of a stereoscopic external
image as well as a monoscopic electronic image. This is
accomplished using two optical systems which share par-
ticular components. The relative intensity of both images
may be adjusted using a three-iris system where each iris
may be a mechanical diaphragm, an electronically con-
trolled liquid crystal device, or a pair of polarized discs
whose relative rotational orientation controls the transmis-
sivity of the disc pair.

Beard in U.S. Pat. No. 4,893,898 teaches a method for
creating a 3-D television effect in which a scene is recorded
with a relative lateral movement between the scene and the
recording mechanism. The recording is played back and
viewed through a pair of viewer glasses in which one of the
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lenses is darker and has a spectral transmission characterized
by areduced transmissivity in at least one, and preferably all
three, of the television’s peak radiant energy wavebands.
The lighter lens, on the other hand, has a spectral transmis-
sion characterized by a reduced transmissivity at wave-
lengths removed from the television energy peaks. The
result is a substantially greater effective optical density
differential between the two lenses when viewing television
than in normal ambient light. This produces a very notice-
able 3-D effect for television scenes with the proper move-
ment, while avoiding the prior “dead eye” effect associated
with too great a density differential in ordinary light. Further
enhancement is achieved by providing the darker lens with
a higher transmissivity in the blue and red regions than in the
yellow or green regions.

Other patents deal with image processing to measure
motion in a moving picture and include Tue U.S. Pat. No.
5,717,415, Nagaya U.S. Pat. No. 5,721,692 and Gerard De
Haan U.S. Pat. No. 6,385,245.

Tue in U.S. Pat. No. 5,717,415 teaches a method of
converting two-dimensional images into three-dimensional
images. A right eye image signal and a left eye image signal
between which there is relatively a time difference or a
luminance difference are produced from a two-dimensional
image signal, thereby to convert two-dimensional images
into three-dimensional images.

In U.S. Pat. No. 5,721,692, Nagaya et al present a
“Moving Object Detection Apparatus”. In that disclosed
invention, a moving object is detected from a movie that has
a complicated background. In order to detect the moving
object, there is provided a unit for inputting the movie, a
display unit for outputting a processed result, a unit for
judging an interval which is predicted to belong to the
background as part of a pixel region in the movie, a unit for
extracting the moving object and a unit for calculating the
moving direction and velocity of the moving object. Even
with a complicated background in which not only a change
in illumination condition, but also a change in structure
occurs, the presence of the structure change of the back-
ground can be determined so as to detect and/or extract the
moving object in real time. Additionally, the moving direc-
tion and velocity of the moving object can be determined.

De Haan U.S. Pat. No. 6,385,245 teaches a method of
estimating motion in which at least two motion parameter
sets are generated from input video data. A motion parameter
set is a set of parameters describing motion in an image, and
by means of which motion can be calculated.

Visual effects are important in motion pictures and have
the potential to expand the viewing enjoyment of moviego-
ers. For example, the movement effect “Bullet Time” uti-
lized in the movie “The Matrix™ was critical to the appeal of
the movie.

Visual effects for 3-dimensional motion pictures include
such motion pictures as “Charge at Feather River”, starring
Guy Madison. The Vincent Price movie “House of Wax”
was originally released as a 3-D thriller. The 3-D movie fad
of the early to mid-1950s however soon faded due to
complexity of the technologies and potential for improper
synchronization, and misalignment of left and right eye
images as delivered to the viewer.

TV 3-D motion pictures have been attempted from time-
to-time. Theatric Support produced the first TV Pulfrich
event in 1989 for Fox Television-“The Rose Parade in 3D
Live.” In order to sustain the illusion of realistic depth these
3-D Pulfrich effect TV shows require all foreground screen
action to move in one consistent direction, matched to the
fixed light-diminishing lens of special spectacles provided to



Case 5:19-cv-04571-LB Document 1 Filed 08/07/19 Page 76 of 362

US 10,021,380 B1

7

viewers for each broadcast. This enormous constraint (for all
screen action to proceed in one direction) placed on the
producers of the motion picture is due to the realistic
expectation that viewers were not going to invert their
spectacles so as to switch the light-diminishing filter from
one eye to another for each change in screen-action direc-
tion. For the great majority of viewers the limitation of
spectacles with a fixed filter, either left or right, meant the
3D effect would be available only with movies produced
specifically for that viewing spectacles design.

With the exception of Sony I-max 3-D presentations,
which require special theater/screening facilities unique to
the requirements of I-Max technology, 3-dimensional
motion pictures remain a novelty. Despite the wide appeal to
viewers, the difficulties and burden on motion picture pro-
ducers, distributors, TV networks, motion picture theaters,
and on the viewers has been a barrier to their wide scale
acceptance. Among the problems and constraints involving
the production, projection, and viewing of 3-dimensional
motion pictures are:

Production: The commonly used anaglyph 3-dimensional
movie systems require special cameras that have dual lenses,
and capture 2-images on each frame. To have a version of
the motion picture that can be viewed without special
glasses requires that a separate version of the motion picture
be shot with a regular camera so there is only one image per
video frame and not simply the selection of one or the other
perspective. Similarly, IMAX and shutter glass systems
require special cameras and processing with separate ver-
sions of the motion picture for 2D and 3D viewing. Filming
movies in 3D add as much as $10 million dollars to
production costs, it has been reported.

Projection: Some 3-dimensional systems require the syn-
chronization and projection by more than 2 cameras in order
to achieve the effect. “Hitachi, Ltd has developed a 3D
display called Transpost 3D which can be viewed from any
direction without wearing special glasses, and utilize twelve
cameras and rotating display that allow Transpost 3D motion
pictures that can be seen to appear as floating in the display.
The principle of the device is that 2D images of an object
taken from 24 different directions are projected to a special
rotating screen. On a large scale this is commercially unfea-
sible, as special effects in a motion picture must be able to
be projected with standard projection equipment in a movie
theater, TV or other broadcast equipment.

Viewing: As a commercial requirement, any special effect
in a motion picture must allow viewing on a movie screen,
and other viewing venues such as TV, DVD, VCR, PC
computer screen, plasma and LCD displays. From the view-
er’s vantage, 3-dimensional glasses, whether anaglyph
glasses or Pulfrich glasses, which are used in the majority of
3-dimensional efforts, if poorly made or worn incorrectly are
uncomfortable and may cause undue eyestrain or headaches.
Experiencing such headache motivates people to shy away
from 3-D motion pictures.

Because of these and other problems, 3-dimensional
motion pictures have never been more than a novelty. The
inconvenience and cost factors for producers, special equip-
ment projection requirements, and viewer discomfort raise a
sufficiently high barrier to 3-dimensional motion pictures
that they are rarely produced. One object of this invention is
to overcome these problems and constraints.

The Human Eye and Depth Perception

The human eye can sense and interpret electromagnetic
radiation in the wavelengths of about 400 to 700 nanome-
ters—visual light to the human eye. Many electronic instru-
ments, such as camcorders, cell phone cameras, etc., are also

10

15

20

25

30

35

40

45

50

55

60

65

8

able to sense and record electromagnetic radiation in the
band of wavelengths 400-700 nanometer.

To facilitate vision, the human eye does considerable
image processing before the brain gets the image.

When light ceases to stimulate the eyes photoreceptors,
the photoreceptors continue to send signals, or fire for a
fraction of a second afterwards. This is called “persistence of
vision”, and is key to the invention of motion pictures that
allows humans to perceive rapidly changing and flickering
individual images as a continuous moving image.

The photoreceptors of the human eye do not “fire” instan-
taneously. Low light conditions can take a few thousands of
a second longer to transmit signals than under higher light
conditions. Causing less light to be received in one eye than
another eye, thus causing the photoreceptors of the right and
left eyes to transmit their “pictures” at slightly different
times, explains in part the Pulfrich 3-D illusion, which is
utilized in the invention of the 3Deeps system. This is also
cause of what is commonly referred to as “night vision”.

Once signals are sent to the eyes, the brain processes the
dual images together (images received from the left and
right eye) presenting the world to the mind in 3-dimensions
or with “Depth Perception”. This is accomplished by several
means that have been long understood.

Stereopsis is the primary means of depth perception and
requires sight from both eyes. The brain processes the dual
images, and triangulates the two images received from the
left and right eye, sensing how far inward the eyes are
pointing to focus the object.

Perspective uses information that if two objects are the
same size, but one object is closer to the viewer than the
other object, then the closer object will appear larger. The
brain processes this information to provide clues that are
interpreted as perceived depth.

Motion parallax is the effect that the further objects are
away from us, the slower they move across our field of
vision. The brain processes motion parallax information to
provide clues that are interpreted as perceived depth.

Shadows provide another clue to the human brain, which
can be perceived as depth. Shading objects, to create the
illusions of shadows and thus depth, is widely used in
illustration to imply depth without actually penetrating (per-
ceptually) the 2-D screen surface.

SUMMARY OF THE INVENTION

A method has now been discovered for originating visual
illusions of figures and spaces in continuous movement in
any chosen direction using a finite number of pictures (as
few as two pictures) that can be permanently stored and
copied and displayed on motion picture film or electronic
media. The method of the present invention entails repetitive
presentation to the viewer of at least two substantially
similar image pictures alternating with a third visual interval
or bridging picture that is substantially dissimilar to the
other substantially similar pictures in order to create the
appearance of continuous, seamless and sustained direc-
tional movement.

Specifically, two or more image pictures are repetitively
presented together with a bridging interval (a bridging
picture) which is preferably a solid black or other solid-
colored picture, but may also be a strongly contrasting
image-picture readily distinguished from the two or more
pictures that are substantially similar. In electronic media,
the bridge-picture may simply be a timed unlit-screen pause
between serial re-appearances of the two or more similar
image pictures. The rolling movements of pictorial forms
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thus created (figures that uncannily stay in place while
maintaining directional movement, and do not move into a
further phase of movement until replaced by a new set of
rotating units) is referred to as Eternalisms, and the process
of composing such visual events is referred to as Eternal-
izing.

The three film or video picture-units are arranged to strike
the eyes sequentially. For example, where A and B are the
image pictures and C is the bridging picture, the picture units
are arranged (A, B, C). This arrangement is then repeated
any number of times, as a continuing loop. The view of this
continuing loop allows for the perception of a perceptual
combining and sustained movement of image pictures (A,
B). Naturally, if this loop is placed on a film strip, then it is
arranged and repeated in a linear manner (A, B, C, A, B, C,
A, B, C, A, B, C, etc.). The repetition of the sequence
provides an illusion of continuous movement of the image
pictures (A, B); with bridging picture (C), preferably in the
form of a neutral or black frame, not consciously noticed by
the viewer at all, except perhaps as a subtle flicker.

A more fluid or natural illusion of continuous movement
from a finite number of image pictures is provided by using
two of each of the three pictures and repeating the cycle of
the pairs sequentially, or by blending adjacent pictures
together on an additional picture-frame and placing the
blended picture between the pictures in sequential order. The
two image pictures (A, B) are now blended with each other
to produce (A/B); the two image pictures are also blended
with the bridging picture to produce (C/A and B/C), and then
all pictures repeat in a series starting with the bridging
picture (C, C/A, A, A/B, B, B/C) each blended picture being
represented by the two letters with a slash therebetween).
This series is repeated a plurality of times to sustain the
illusion as long as desired. Repeating the sequence with
additional blended frames provides more fluid illusion of
continuous movement of the (optically combined) two
image pictures (A, B).

Additionally, various arrangements of the pictures and the
blends can be employed in the present invention and need
not be the same each time. By varying the order of pictures
in the sequence, the beat or rhythm of the pictures is
changed. For example, A, B, C can be followed by A, A/B,
B, B/C, C which in turn is followed by A, A, A/B, B, B, B,
B/C,C,C,C,C,ie. A, B,C,A,A/B,B,B/C,C, A, A, A/B,
B, B, B,B/C,B/C, C,C, C, C, A, B, C, A, etc.

With A and B frames being similar images (such as a pair
of normal two-eye perspective views of a three-dimensional
scene from life), and frame C a contrasting frame (preferably
a solid-color picture instead of an image-picture) relative to
AB, frame C acts as essentially a bridge-interval placed
between recurrences of A,B. Any color can be used for the
contrasting frame C: for example, blue, white, green; how-
ever, black is usually preferred. The contrasting frame can
also be chosen from one of the colors in one of the two
image pictures. For example, if one of the image pictures has
a large patch of dark blue, then the color of the contrasting
frame, bridging picture, may be dark blue.

Blending of the pictures is accomplished in any manner
which allows for both pictures to be merged in the same
picture frame. Thus, the term blending as used in the
specification and claims can also be called superimposing,
since one picture is merged with the other picture. Blending
is done in a conventional manner using conventional equip-
ment, suitably, photographic means, a computer, an optical
printer, or a rear screen projection device. For animated art,
the blending can be done by hand as in hand drawing or hand
painting. Preferably, a computer is used. Suitable software
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programs include Adobe Photoshop, Media 100 and Adobe
After Affects. Good results have been obtained with Media
100 from Multimedia Group Data Translations, Inc. of
Marlborough, Mass., USA.

When using Media 100, suitable techniques include addi-
tive dissolving, cross-dissolving, and dissolving-fast fix and
dither dissolving.

In blending the pictures, it is preferred to use 50% of one
and 50% of the other. However, the blending can be done on
a sliding scale, for example with three blended pictures, a
sliding scale of quarters, i.e. 75% A/25% B, 50% A/50% B,
25% A/75% B. Good results have been obtained with a
50%/50% mix, i.e. a blend of 50% A/50% B.

The two image pictures, A and B, which are visually
similar to each other, are preferably taken from side-by-side
frame exposures from a motion picture film of an object or
image or that is moving such that when one is overlaid with
the other, only a slight difference is noted between the two
images.

Alternatively, the two image pictures are identical except
that one is off-center from the other. The direction of the
off-center, e.g. up, down, right, or left, will determine which
direction the series provides the appearance of movement,
e.g. if image picture B is off-center from image picture A to
the right of A, the series of C, C/A, A, A/B, B, B/C will have
the appearance of moving from left to right. Likewise, if you
reverse the order of appearance then the appearance of
movement will be to the left.

More than two image pictures can be used in the inven-
tion. Likewise, more than one bridging picture can be used
in the present invention. For example, four image pictures
can be used along with one bridging picture. In this case, the
series for the four image pictures, designated A, B, D and E,
would be: C, A, B, D, E; or a 50/50 blend C, C/A, A, A/B,
B, B/D, D, D/E, E, E/C; or side-by-side pairs, C, C, A, A, B,
B,D, D, E, E.

The image picture need not fill the picture frame. Fur-
thermore, more than one image picture can be employed per
frame. Thus, the picture frame can contain a cluster of
images and the image or images need not necessarily filling
up the entire frame. Also, only portions of image pictures
can be used to form the image used in the present invention.

Also, image pictures and portions of the image picture can
be combined such that the combination is used as the second
image picture. The portion of the image picture is offset from
the first image picture when they are combined such that
there is an appearance of movement. For example, a window
from image picture A can be moved slightly while the
background remains the same, the picture with the moved
window is designated image picture B and the two combined
to create the appearance of the window moving and/or
enlarging or shrinking in size. In this case, both picture A
and picture B are identical except for the placement of the
window in the image picture. The same can also be done by
using an identical background in both image pictures and
superimposing on both pictures an image which is posi-
tioned slightly different in each picture. The image could be
a window, as before, of a man walking, for example.

The number of series which are put together can be finite
if it is made on a length of film or infinite if it is set on a
continuous cycle or loop wherein it repeats itself.

In accordance with an embodiment, an electrically con-
trolled spectacle for viewing a video is provided. The
electrically controlled spectacle includes a spectacle frame
and optoelectronic lenses housed in the frame. The lenses
comprise a left lens and a right lens, each of the optoelec-
trical lenses having a plurality of states, wherein the state of
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the left lens is independent of the state of the right lens. The
electrically controlled spectacle also includes a control unit
housed in the frame, the control unit being adapted to control
the state of each of the lenses independently.

In one embodiment, each of the lenses has a dark state and
a light state.

In another embodiment, when viewing a video the control
unit places both the left lens and the right lens to a dark state.

In another embodiment, a method for viewing a video is
provided. A user wears the electrically controlled spectacle
described above, and the wearer is shown a video having
dissimilar bridge frames and similar image frames.

In accordance with another embodiment, a first modified
image frame is determined by removing a first portion of a
selected image frame. A second modified image frame
different from the first modified image frame is determined
by removing a second portion of the selected image frame.
A third modified image frame different from the first and
second modified image frames is determined by removing a
third portion of the selected image frame. A first bridge
image frame different from the selected image frame and
different from the first, second, and third modified image
frames is determined. A second bridge image frame different
from the selected image frame, different from the first,
second, and third modified image frames, and different from
the first bridge image frame is determined. The first bridge
image frame is blended with the first modified image frame,
generating a first blended image frame. The first bridge
image frame is blended with the second modified image
frame, generating a second blended image frame. The first
bridge image frame is blended with the third modified image
frame, generating a third blended image frame. The first
blended image frame, the second blended image frame, and
the third blended image frame are overlaid to generate an
overlayed image frame. The overlayed image frame and the
second bridge image frame are displayed.

In one embodiment, the first bridge image frame com-
prises a non-solid color.

In another embodiment, each of the optoelectronic lenses
comprises a plurality of layers of optoelectronic material.

In accordance with another embodiment, a first modified
image frame is determined by removing a first portion of a
selected image frame. A second modified image frame
different from the first modified image frame is determined
by removing a second portion of the selected image frame.
A third modified image frame is determined by removing a
third portion of the first modified image frame. A fourth
modified image frame different from the third modified
image frame is determined by removing a fourth portion of
the first modified image frame. A fifth modified image frame
different from the third and fourth modified image frames is
determined by removing a fifth portion of the first modified
image frame. A sixth modified image frame is determined by
removing a sixth portion of the second modified image
frame. A seventh modified image frame different from the
sixth modified image frame is determined by removing a
seventh portion of the second modified image frame. An
eighth modified image frame different from the sixth and
seventh modified image frames is determined by removing
an eighth portion of the second modified image frame. A first
bridge image frame different from the first and second
modified image frames is determined. A second bridge
image frame different from the first and second modified
image frames, and different from the first bridge image
frame is determined. A third bridge image frame different
from the first and second modified image frames, and
different from the first and second bridge image frames is
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determined. A fourth bridge image frame different from the
first and second modified image frames, and different from
the first, second and third bridge image frames is deter-
mined. A first blended image frame is generated by blending
the third modified image frame with the first bridge image
frame. A second blended image frame is generated by
blending the fourth modified image frame with the second
bridge image frame. A third blended image frame is gener-
ated by blending the fifth modified image frame with the
third bridge image frame. The first blended image frame, the
second blended image frame, the third blended image frame,
and the fourth bridge image frame are displayed. A fourth
blended image frame is generated by blending the sixth
modified image frame with the first bridge image frame. A
fifth blended image frame is generated by blending the
seventh modified image frame with the second bridge image
frame. A sixth blended image frame is generated by blending
the eighth modified image frame with the third bridge image
frame. The fourth blended image frame, the fifth blended
image frame, the sixth blended image frame, and the fourth
bridge image frame are displayed.

In one embodiment, the fourth bridge image frame is solid
white, and the spectacle frame comprises a sensor adapted to
receive synchronization signals embedded in the video and
provide the synchronization signals to the control unit.

In accordance with another embodiment, a first modified
image frame is determined by removing a first portion of a
selected image frame. A second modified image frame
different from the first modified image frame is determined
by removing a second portion of the selected image frame.
A third modified image frame different from the first and
second modified image frames is determined by removing a
third portion of the selected image frame. A bridge image
frame different from the selected image frame and different
from the first, second, and third modified image frames is
determined. The first modified image frame, the second
modified image frame, and the third modified image frame
are overlaid, to generate an overlayed image frame. The
overlayed image frame and the bridge image frame are
displayed.

In accordance with another embodiment, a bridge image
frame that is different from a first image frame and different
from a second image frame is determined, the first and
second image frames being consecutive image frames in a
video. A first modified image frame is determined by remov-
ing a first portion of the first image frame. A second modified
image frame different from the first modified image frame is
determined by removing a second portion of the first image
frame. A third modified image frame different from the first
and second modified image frames is determined by remov-
ing a third portion of the first image frame. The first, second,
and third modified image frames are overlaid to generate a
first overlayed image frame. The first overlayed image frame
and the bridge image frame are displayed. A fourth modified
image frame is determined by removing a fourth portion of
the second image frame. A fifth modified image frame
different from the fourth modified image frame is deter-
mined by removing a fifth portion of the second image
frame. A sixth modified image frame different from the
fourth and fifth modified image frames is determined by
removing a sixth portion of the second image frame. The
fourth, fifth, and sixth modified image frames are overlaid to
generate a second overlayed image frame. The second
overlayed image frame and the bridge image frame are
displayed.

In accordance with another embodiment, a first modified
image frame is determined by removing a first portion of a



Case 5:19-cv-04571-LB Document 1 Filed 08/07/19 Page 79 of 362

US 10,021,380 B1

13

selected image frame. A second modified image frame
different from the first modified image frame is determined
by removing a second portion of the selected image frame.
A third modified image frame different from the first and
second modified image frames is determined by removing a
third portion of the selected image frame. A first bridge
image frame different from the first, second, and third
modified image frames is determined. A second bridge
image frame different from the first, second, and third
modified image frames, and different from the first bridge
image frame is determined. A third bridge image frame
different from the first, second, and third modified image
frames, and different from the first and second bridge image
frames is determined. A fourth bridge image frame different
from the first, second, and third modified image frames, and
different from the first, second and third bridge image frames
is determined. The first modified image frame is blended
with the first bridge image frame to generate a first blended
image frame. The second modified image frame is blended
with the second bridge image frame to generate a second
blended image frame. The third modified image frame is
blended with the third bridge image frame to generate a third
blended image frame. The first blended image frame, the
second blended image frame, and the third blended image
frame are overlaid to generate an overlayed image frame.
The overlayed image frame and the fourth bridge image
frame are displayed.

In one embodiment, the fourth bridge image frame is solid
white, and the spectacle frame comprises a sensor adapted to
receive synchronization signals embedded in the video and
provide the synchronization signals to the control unit.

In accordance with another embodiment, a first modified
image frame is determined by removing a first portion of a
selected image frame. A second modified image frame
different from the first modified image frame is determined
by removing a second portion of the selected image frame.
A third modified image frame is determined by removing a
third portion of the first modified image frame. A fourth
modified image frame different from the third modified
image frame is determined by removing a fourth portion of
the first modified image frame. A fifth modified image frame
different from the third and fourth modified image frames is
determined by removing a fifth portion of the first modified
image frame. A sixth modified image frame is determined by
removing a sixth portion of the second modified image
frame. A seventh modified image frame different from the
sixth modified image frame is determined by removing a
seventh portion of the second modified image frame. An
eighth modified image frame different from the sixth and
seventh modified image frames is determined by removing
an eighth portion of the second modified image frame. A first
bridge image frame different from the first, second, third,
fourth, fifth, sixth, seventh, and eight modified image frames
is determined. A second bridge image frame different from
the first bridge image frame and different from the first,
second, third, fourth, fifth, sixth, seventh, and eight modified
image frames is determined. The first bridge image frame is
blended with the third modified image frame to generate a
first blended image frame. The first bridge image frame is
blended with the fourth modified image frame to generate a
second blended image frame. The first bridge image frame
is blended with the fifth modified image frame to generate a
third blended image frame. The first blended image frame,
the second blended image frame, and the third blended
image frame are overlaid to generate a first overlayed image
frame. The first overlayed image frame and the second
bridge image frame are displayed. The first bridge image
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frame is blended with the sixth modified image frame to
generate a fourth blended image frame. The first bridge
image frame is blended with the seventh modified image
frame to generate a fifth blended image frame. The first
bridge image frame is blended with the eighth modified
image frame to generate a sixth blended image frame. The
fourth blended image frame, the fifth blended image frame,
and the sixth blended image frame are overlaid to generate
a second overlayed image frame. The second overlayed
image frame and the second bridge image frame are dis-
played.

In one embodiment, the first bridge image frame com-
prises a non-solid color.

In accordance with another embodiment, one or more of
the following actions may be performed in performing one
or more of the methods described above: generating a
blended image frame by blending a plurality of image
frames, generating a combined image frame by combining a
plurality of image frames, generating a combined image
sequence by combining a plurality of image sequences,
generating one or more doubled image frames by doubling
one or more image frames, generating an overlayed image
frame by overlaying a plurality of image frames, generating
a modified image frame by removing a portion of an image
frame, repeating one of an image frame or a series of image
frames, generating a sequence of image frames, generating
a collage based on one or more portions of one or more
image frames, stitching together one or more portions of one
or more image frames, superimposing a first image frame on
a second image frame, determining a transitional frame,
inserting and/or lifting a portion of a first image frame into
a second image frame, reshaping a portion of an image
frame, and relocating a portion of an image frame.

In accordance with an embodiment, an apparatus includes
a storage adapted to store one or more image frames, and a
processor. The processor is adapted to determine a first
modified image frame by removing a first portion of a
selected image frame, determine a second modified image
frame different from the first modified image frame by
removing a second portion of the selected image frame,
determine a third modified image frame different from the
first and second modified image frames by removing a third
portion of the selected image frame, determine a first bridge
image frame different from the selected image frame and
different from the first, second, and third modified image
frames, determine a second bridge image frame different
from the selected image frame, different from the first,
second, and third modified image frames, and different from
the first bridge image frame, blend the first bridge image
frame with the first modified image frame, generating a first
blended image frame, blend the first bridge image frame
with the second modified image frame, generating a second
blended image frame, blend the first bridge image frame
with the third modified image frame, generating a third
blended image frame, overlay the first blended image frame,
the second blended image frame, and the third blended
image frame to generate an overlayed image frame, display
the overlayed image frame, and display the second bridge
image frame.

In one embodiment, the apparatus also includes an elec-
trically controlled spectacle to be worn by a viewer. The
electrically controlled spectacle includes a spectacle frame,
optoelectronic lenses housed in the frame, the lenses com-
prising a left lens and a right lens, each of the optoelectrical
lenses having a plurality of states, wherein the state of the
left lens is independent of the state of the right lens, and a
control unit housed in the frame, the control unit being



Case 5:19-cv-04571-LB Document 1 Filed 08/07/19 Page 80 of 362

US 10,021,380 B1

15

adapted to control the state of each of the lenses indepen-
dently. Each of the lenses has a dark state and a light state,
and when viewing a video the control unit places both the
left lens and the right lens to a dark state.

In another embodiment, the first bridge image frame
comprises a non-solid color.

In accordance with another embodiment, an apparatus
includes a storage adapted to store one or more image
frames, and a processor. The processor is adapted to deter-
mine a first modified image frame by removing a first
portion of a selected image frame, determine a second
modified image frame different from the first modified
image frame by removing a second portion of the selected
image frame, determine a third modified image frame by
removing a third portion of the first modified image frame,
determine a fourth modified image frame different from the
third modified image frame by removing a fourth portion of
the first modified image frame, determine a fifth modified
image frame different from the third and fourth modified
image frames by removing a fifth portion of the first modi-
fied image frame, determine a sixth modified image frame
by removing a sixth portion of the second modified image
frame, determine an seventh modified image frame different
from the sixth modified image frame by removing a seventh
portion of the second modified image frame, determine an
eighth modified image frame different from the sixth and
seventh modified image frames by removing an eighth
portion of the second modified image frame, determine a
first bridge image frame different from the first, second,
third, fourth, fifth, sixth, seventh, and eight modified image
frames, determine a second bridge image frame different
from the first bridge image frame and different from the first,
second, third, fourth, fifth, sixth, seventh, and eight modified
image frames, blend the first bridge image frame with the
third modified image frame to generate a first blended image
frame, blend the first bridge image frame with the fourth
modified image frame to generate a second blended image
frame, blend the first bridge image frame with the fifth
modified image frame to generate a third blended image
frame, overlay the first blended image frame, the second
blended image frame, and the third blended image frame to
generate a first overlayed image frame, display the first
overlayed image frame and the second bridge image frame,
blend the first bridge image frame with the sixth modified
image frame to generate a fourth blended image frame,
blend the first bridge image frame with the seventh modified
image frame to generate a fifth blended image frame, blend
the first bridge image frame with the eighth modified image
frame to generate a sixth blended image frame, overlay the
fourth blended image frame, the fifth blended image frame,
and the sixth blended image frame to generate a second
overlayed image frame, and display the second overlayed
image frame and the second bridge image frame.

In one embodiment, the apparatus also includes an elec-
trically controlled spectacle to be worn by a viewer.

In another embodiment, the first bridge image frame
comprises a non-solid color.

In accordance with another embodiment, a system for
presenting a video is provided. The system includes an
apparatus comprising a storage adapted to store one or more
image frames associated with a video, and a processor. The
processor is adapted to reshape a portion of at least one of
the one or more image frames. The system also includes an
electrically controlled spectacle which includes a spectacle
frame, optoelectronic lenses housed in the frame, the lenses
comprising a left lens and a right lens, each of the optoelec-
trical lenses having a plurality of states, wherein the state of
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the left lens is independent of the state of the right lens, and
a control unit housed in the frame, the control unit being
adapted to control the state of each of the lenses indepen-
dently. Each of the lenses has a dark state and a light state.
When viewing the video the control unit places both the left
lens and the right lens to a dark state.

In accordance with another embodiment, an apparatus
includes a storage adapted to store one or more image
frames, and a processor. The processor is adapted to obtain
a first image from a first video stream, obtain a second image
from a second video stream, wherein the first image is
different from the second image, stitching together the first
image and the second image to generate a stitched image
frame, generating a first modified image frame by removing
a first portion of the stitched image frame, generating a
second modified image frame by removing a second portion
of the stitched image frame, generating a third modified
image frame by removing a third portion of the stitched
image frame, wherein the first modified image frame, the
second modified image frame, and the third modified image
frame are different from each other, identify a bridge frame,
blend the first modified image frame with the bridge frame
to generate a first blended frame, blend the first modified
image frame with the bridge frame to generate a first blended
frame, blend the first modified image frame with the bridge
frame to generate a first blended frame, overlay the first
blended frame, the second blended frame, and the third
blended frame to generate a combined frame, and display the
combined frame.

In one embodiment, the apparatus also includes spectacles
adapted to be worn by a viewer of a video.

In another embodiment, the bridge frame includes a
non-solid color.

In accordance with yet another embodiment, a method of
displaying one or more frames of a video is provided. Data
comprising a compressed image frame and temporal redun-
dancy information is received. The image frame is decom-
pressed. A plurality of bridge frames that are visually
dissimilar to the image frame are generated. The image
frame and the plurality of bridge frames are blended, gen-
erating a plurality of blended frames, and the plurality of
blended frames are displayed.

In one embodiment, the image frame is decompressed
based on the temporal redundancy information.

In another embodiment, the data comprises a compressed
video file associated with a compression format that uses
temporal redundancy to achieve compression of video data.
For example, the data may comprise an MPEG compressed
video file.

In another embodiment, each bridge frame comprises a
solid black picture, a solid colored picture, or a timed
unlit-screen pause.

In another embodiment, the plurality of blended frames
are displayed in accordance with a predetermined pattern.

In another embodiment, the plurality of blended frames
are displayed in accordance with a predetermined pattern
that includes a first pattern comprising the plurality of
blended frames, and a second pattern that comprises repeti-
tion of the first pattern.

In accordance with another embodiment, an apparatus
includes a storage configured to store a compressed image
frame and temporal redundancy informatio