
   
 

   
 

UNITED STATES DISTRICT COURT 

WESTERN DISTRICT OF TEXAS 

WACO DIVISION 

 

       

      )   

Intellectual Ventures I LLC and  ) 

Intellectual Ventures II LLC,   ) Civil Action No. 6:20-cv-749 

      ) 

   Plaintiffs,  ) 

      ) 

v.      )  

      ) 

Arista Networks, Inc.    ) 

      ) 

   Defendant.  ) JURY TRIAL DEMANDED 

      ) 

 

 

COMPLAINT FOR PATENT INFRINGEMENT 

 

 

Plaintiffs, Intellectual Ventures I LLC and Intellectual Ventures II LLC (together “IV”), 

for their complaint against defendant, Arista, Inc. (“Arista”), hereby allege as follows: 

THE PARTIES 

 

1. Intellectual Ventures I LLC (“Intellectual Ventures I”) is a Delaware limited 

liability company having its principal place of business located at 3150 139th Avenue SE, Bellevue, 

Washington 98005. 

2. Intellectual Ventures II LLC (“Intellectual Ventures II”) is a Delaware limited 

liability company having its principal place of business located at 3150 139th Avenue SE, Bellevue, 

Washington 98005. 

3. Upon information and belief, Arista is a Delaware corporation with its principal 

place of business at 5453 Great America Parkway, Santa Clara, California.  Arista has a regular 

and established place of business in this District at its Research and Development Office located 
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at The Terrace, Building II, Suite 420, 2700 Via Fortuna, Austin, Texas.  Arista may be served 

with process through its registered agent, Corporation Service Company, 251 Little Falls Drive, 

Wilmington, Delaware 19808. 

JURISDICTION 
 

4. This is a civil action for patent infringement under the patent laws of the United 

States, 35 U.S.C. § 271, et seq.  This Court has subject matter jurisdiction under 28 U.S.C. §§ 1331 

and 1338(a). 

5. This Court has general personal jurisdiction over Arista because Arista is engaged 

in substantial and not isolated activity at its regular and established places of business within this 

judicial district.  This Court has specific jurisdiction over Arista because Arista has committed 

acts of infringement giving rise to this action and has established more than minimum contacts 

within this judicial district, such that the exercise of jurisdiction over Arista in this Court would 

not offend traditional notions of fair play and substantial justice. 

6. Venue is proper in this judicial district pursuant to 28 U.S.C. §§ 1391(b)-(c) and 

1400(b) because Arista maintains a regular and established place of business and has committed 

acts of patent infringement within this judicial district. 

FACTUAL BACKGROUND 

7. Intellectual Ventures Management, LLC (“Intellectual Ventures”) was founded in 

2000.  Since then, Intellectual Ventures has been involved in the business of invention.  

Intellectual Ventures fosters inventions and facilitates the filing of patent applications for those 

inventions; collaborates with others to develop and patent inventions; and acquires and licenses 

patents from individual inventors, universities, corporations, and other institutions.  A significant 
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aspect of Intellectual Ventures’ business is managing the plaintiffs in this case, Intellectual 

Ventures I and Intellectual Ventures II.   

8. One founder of Intellectual Ventures is Nathan Myhrvold, who worked at Microsoft 

from 1986 until 2000 in a variety of executive positions, culminating in his appointment as the 

company's first Chief Technology Officer (“CTO”) in 1996.   While at Microsoft, Dr. Myhrvold 

founded Microsoft Research in 1991, and was one of the world’s foremost software experts.  

Between 1986 and 2000, Microsoft became the world’s largest technology company. 

9. Under Dr. Myhrvold’s leadership, IV acquired more than 70,000 patents covering 

some important inventions of the Internet era.  Many of these inventions were created during or 

just after Dr. Myhrvold’s successful tenure at Microsoft. 

10. A significant consequence of the emergence and widespread usage of the Internet 

has been the migration of computing from isolated environments centered around large 

mainframe systems, to distributed systems implemented on large numbers of physical computers 

that often each host large numbers of virtual private servers.  As a result, a very large number of 

virtual private servers have been deployed that each require a secure and stable file system.  File 

systems that were known at the turn of this century, however, proved insufficient as they required 

copying the entire file system of a host computer for use by each virtual private server thus 

wasting an immense amount of storage and compute power, or exposed users to security flaws by 

insufficiently isolating one user’s data from another user’s data.  They also could not be efficiently 

backed up.   Therefore, there was a need for file systems that could serve many virtual private 

servers without requiring extensive copying or wasted storage space, and that could be efficiently 

backed up.  
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11. Another consequence of the emergence and widespread usage of the Internet has 

been the creation of massive “data centers,” which are physical facilities containing large numbers 

of computers that need to be interconnected with each other, as well as with computers in other 

data centers.  Such data centers were being tasked with processing massive amounts of data at 

ever-increasing speeds. Data centers consequently required networking devices (e.g., 

switches/routers) that could each switch massive amounts of data between large numbers of inputs 

and outputs.  This in turn made it desirable to develop a higher throughput and non-blocking 

switching fabric.  At the same time however, such a fabric needed to avoid the complexity of 

resorting to a material speed-up in its operation, relative to the operation of the inputs and outputs 

of the switch.  Such a fabric also needed to avoid causing data units to problematically fall out-

of-sequence as they flowed from the inputs to the outputs. 

12. Another consequence of the emergence and widespread usage of the Internet has 

been the proliferation of distributed computing platforms.  Previously existing distributed 

computing platforms did not optimally manage, control and coordinate the various client systems 

comprising such a platform as it worked on a single project, such as a network site testing project.  

While such a platform could work on a project by statically assigning various portions of the 

project to different client systems, it was not possible to dynamically manage and control the 

systems in a coordinated way, for instance by automatically increasing the number of systems as 

they were working on the project, in response to some pre-determined condition that impacts the 

desired processing power assigned to the project.  Such a shortcoming was problematic when 

attempting to work on a project that required unexpected and extreme surges in processing, such 

as surges in computation required to test a network site using a simulated Denial of Service attack 

(DoS). 

Case 6:20-cv-00749-ADA   Document 1   Filed 08/18/20   Page 4 of 63



   
 

5 
 

13. Arista provides networking solutions and services to its customers.  Arista’s 

product and service offerings include: its 7800R, 7500R and 7280R series of switches (and 

applicable line cards), Arista Extensible Operating System (EOS) including but not limited to 

EOS which is sold as part of every Arista networking device, a containerized version of EOS 

(cEOS) which is sold as a containerized application for deployment on third-party hardware, 

Virtual EOS (vEOS) which is sold for deployment on VM-based hypervisors running on third-

party hardware, CloudEOS which enables deployment of various combinations of EOS instances 

(e.g.,  vEOS, and/or cEOS) across public and private clouds, and Arista CloudEOS Router for 

Kubernetes, which comprises a combination of CloudVision (Arista’s network management 

platform) and cEOS.  With 15 worldwide offices, Arista markets and sells these solutions and 

services throughout the globe, including in the United States and Texas. 

THE PATENTS-IN-SUIT 

15. On September 9, 2003, the PTO issued United States Patent No. 6,618,736 (“the 

’736 patent”), titled TEMPLATE-BASED CREATION AND ARCHIVAL OF FILE SYSTEMS.  

The ’736 patent is valid and enforceable.  A copy of the ’736 patent is attached as Exhibit A.  

16. Intellectual Ventures I LLC is the owner and assignee of all rights, title and interest 

in and to the ’736 patent, and holds all substantial rights therein, including the rights to grant 

licenses, to exclude others, and to enforce and recover past damages for infringement of that 

patent. 

17. The inventions claimed in the ’736 patent were conceived while its inventor, Paul 

Menage, worked at Ensim Corporation.  Dr. Menage is highly respected in his field with over 20 

years of experience at companies such as Ensim, Google, and Facebook, to name a few.  Dr. 

Menage holds a bachelor’s degree and a Ph.D. in computer science from the University of 
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Cambridge.  Dr. Menage has published several papers and articles on containerization, resource 

management and virtualization throughout his career and played integral roles in implementing 

solutions in his capacity at Google and Facebook. 

18. The ’736 patent covers a system, method and/or apparatus for an improved way to 

create, manage and archive file systems, particularly in a virtualized environment, through the 

use of shared storage units and private storage units, combined into templates and correlated via 

a usage map.  This novel approach allows for the creation and management of separate file 

systems for a plurality of virtual private servers running on a physical host computer vying for 

the resources of that host, without requiring extensive copying or wasted storage space.  This in 

turn enables users to gain more storage resources from their existing computers without the need 

to purchase access to additional hardware storage resources for their existing virtual private 

servers. It also enables the efficient backing up of a file system of a virtual private server, in which 

a snapshot of the file system at a particular point in time may be obtained.  This was not possible 

with preexisting file systems. 

19. On February 6, 2007, the PTO issued United States Patent No. 7,173,931 (“the ’931 

patent”), titled SCHEDULING THE DISPATCH OF CELLS IN MULTISTAGE SWITCHES.  

The ’931 patent is valid and enforceable.  A copy of the ’931 patent is attached as Exhibit B. 

20. Intellectual Ventures I is the exclusive licensee of the ‘931 patent, and holds all 

substantial rights therein, including the rights to grant licenses, to exclude others, and to enforce 

and recover past damages for infringement of that patent. 

21. The inventions of the ‘931 patent were developed by H. J. Chao and Eiji Oki, both 

world-renowned researchers in their respective fields.  Mr. Chao is an expert in networking, 

datacenters and switches/routers, and currently heads the High-Speed Networking Lab at NYU 
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Polytechnic Institute, where he has been a professor since 1992.  Mr. Chao has written over 200 

journal and conference papers in the field of networking, is a named inventor on 58 patents and 

has been recognized as a top expert in his field by the National Academy of Inventors and the 

Institute of Electrical and Electronics Engineers (IEEE), among others.  Mr. Chao holds a 

bachelor’s and master’s degree in electrical engineering from National Chiao Tung University, 

Taiwan, and a PhD in Electrical Engineering from Ohio State University.  

22. Mr. Oki is an expert in the fields of optical networks, design and control networks, 

and networking systems with a focus on optimization and algorithms.  He is currently a professor 

at Intelligent Communication Networks (Oki Lab) at the Kyoto University Graduate School of 

Informatics.  Mr. Oki is a prolific researcher and inventor; is a named inventor on numerous 

patents, authored or co-authored over 490 technical papers and articles, and has been recognized 

by the IEEE for outstanding contributions to the field of high-performance packet switching and 

path computation technologies.   

23. The ’931 patent covers a system, method and/or apparatus for an improved 

scheduling mechanism and architecture for the dispatch of cells (data units created by segmenting 

packets received from or sent over network links) as they traverse a multistage network switch 

from an input port (“input”) to an output port (“output”).  The invention avoided problems with 

prior art single-stage switches, which become ineffective once scaled to exceed certain 

throughputs.  The invention also improved upon then existing multistage switches, which required 

a material increase of the speed at which the fabric stage operated relative to the speed at which 

the input/output modules operated (known as fabric “speed-up”), or caused cells to 

problematically fall out-of-sequence as they traversed the fabric stage.  The ‘931 patent avoided 

these problems with then existing switch fabrics by providing a novel cell dispatch scheduling 
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architecture for use in a multi-stage switch, which architecture comprised input/output modules, 

and fabric modules for interconnecting the input/output modules.  The novel architecture of the 

‘931 patent also comprised virtual output queues (VoQs) that each queued cells arriving at each 

input module that were destined for a given port on a given output module, at the input module.  

The fabric modules of the novel ‘931 patent’s architecture are able to connect any VoQ on the 

switch to its respective given output module/port, using varying connections through the 

central/fabric modules that are determined by a credit request/grant loop originating at the input 

module.  Thereby, the ’931 patent’s novel architecture enabled an extremely high-throughput and 

non-blocking switch fabric, that avoided the resequencing of cells, and that avoided any material 

speed-up of the switch relative to the input/output modules.    

24. On February 15, 2011, the Patent and Trademark Office (PTO) issued United States 

Patent No. RE 42,153 (“the ’153 patent”), titled DYNAMIC COORDINATION AND 

CONTROL OF NETWORK CONNECTED DEVICES FOR LARGE-SCALE NETWORK 

SITE TESTING AND ASSOCIATED ARCHITECTURES.  The ’153 patent is valid and 

enforceable.  A copy of the ’153 patent is attached as Exhibit C. 

25. Intellectual Ventures II is the owner and assignee of all rights, title and interest in 

and to the ’153 patent, and holds all substantial rights therein, including the rights to grant 

licenses, to exclude others, and to enforce and recover past damages for infringement of that 

patent.  

26. The inventions of the ’153 patent were developed by Edward A. Hubbard, 

Krishnamurthy Venkatramani, David P. Anderson, Ashok K. Adiga, Greg D. Hewgill, and Jeff 

A. Lawson.  Dr. Anderson is a research scientist at the Space Sciences Laboratory at U.C. 

Berkeley and an adjunct professor of computer science at the University of Houston.  He helped 
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create and now leads the SETI@home software project, developed the first distributed system for 

digital audio editing, and served as CTO of United Devices which developed software for 

distributed computing systems in the early 2000s. Jeff A. Lawson is a software engineer with 

extensive experience in software development, including with respect to distributed 

computing.  Early in his career, Mr. Lawson worked for NASA's Jet Propulsion Laboratory as a 

software developer working on image acquisition software flown aboard NASA Space 

Shuttles.  Mr. Lawson, like Mr. Anderson, previously worked at United Devices, designing, 

architecting, implementing, and supporting highly scalable distributed computing software for 

enterprise customers.  He also co-founded distributed.net, a large-scale distributed computing 

network of over 50,000 computers worldwide. The other co-inventors of the ‘153 patent have 

similarly illustrious credentials. 

27. The ’153 patent covers a system, method and/or apparatus for the dynamic 

coordination and control of network connected systems that collectively perform distributed 

processing projects such as the testing of a network site.  More specifically, in the novel 

architecture covered by the ’153 patent,  distributed  processing of a project collectively occurs 

on a plurality of client systems that each participate in the project in large part by executing a 

client agent program.  Throughout such distributed project processing, poll communications from 

the client systems are received at a server to enable it to form a dynamic snapshot of current 

overall project status.  Analysis of the dynamic snapshot status information is then performed by 

the server to determine if it should decrease or increase the number of client systems that are 

actively participating in the project, and corresponding poll response communications are sent 

from the server to the client systems.  The poll communications and poll response 

communications are used by the novel system to coordinate the ongoing project processing 
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performed by the client systems.  This novel ‘153 patented system differs from prior art systems 

by using status snapshots about a project generated from poll communications to dynamically 

control and coordinate project activities occurring across the client systems as those activities are 

occurring, rather than using such snapshots and poll communications for use in future resource 

planning well after those project activities have terminated.  The novel ‘153 patented system thus 

covers a far more dynamic way to adjust a distributed processing system, in response to any 

required change in processing requirements. 

COUNT I 

(Arista’s Infringement of U.S. Patent No. 6,618,736) 

28. Paragraphs 1-27 are reincorporated by reference as if fully set forth herein.  

29. The elements claimed by the ’736 patent, taken alone or in combination, were not 

well-understood, routine or conventional to one of ordinary skill in the art at the time of the 

invention.  Rather, the ’736 patent claims and teaches, inter alia, an improved way to create, 

manage and archive file systems in virtualized environments, which was not present in the state 

of the art at the time of the invention.  The invention improved upon then existing file system 

technology by providing an architecture specific to virtualized environments, in which multiple 

groups of processes, each organized into discrete logical constructs called virtual private servers 

(today, implemented for example as Docker containers), could be contending for the resources of 

a single or limited number of physical host computer(s).  The invention further improved on prior 

art solutions by using the aforementioned architecture to allow for certain shared portions of a 

single file system to be commonly accessed by such functionally unrelated virtual private servers, 

while keeping other private portions siloed with respect to private data specific to each such 

container.   
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30. Instead of having to provide a separate physical file system for each logical group 

of processes, or to duplicate any common or shared portions of the file system for each group, the 

inventions of the ’736 patent allowed for the segregation of a file system into shared and private 

portions via a tiered containerized architecture which could be simultaneously utilized without 

unnecessary replication or insecure isolation methods relative to prior art systems.   

31. The invention represented a technical solution to an unsolved technological 

problem.  The written description of the ’736 patent describes, in technical detail, each of the 

limitations in the claims, allowing a person of skill in the art to understand what those limitations 

cover, and therefore what was claimed, and also understand how the non-conventional and non-

generic ordered combination of the elements of the claims differ markedly from what had been 

performed in the industry prior to the inventions of the ’736 patent.  More specifically, the claims 

of the ’736 patent recite methods and systems for creating and archiving one or more file systems 

within one or more servers, that comprise a first set of storage units (which can be private to a 

virtual private server), each corresponding to a second set of storage units (which can be shared 

between virtual private servers), a usage map for indicating which of the second storage units 

contain valid data, an interception module for intercepting an attempt to write a data item to a first 

storage unit, a writing module for writing the data to the corresponding second storage unit, and 

storing an indication in the usage map that the corresponding second storage unit contains valid 

data.  

32. The system covered by the asserted claims, therefore, differs markedly from the 

prior systems in use at the time of this invention, which, inter alia, lacked the claimed combination 

of first (which can be private) and second (which can be shared) storage units, that provide for 

the interception of write commands and reference to usage maps so as to enable the creation and 
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management of separate file systems for a plurality of virtual private servers (e.g., containers) 

running on a physical host computer without requiring extensive copying or wasted storage space.  

Further, the claimed inventions differ from prior art systems by using the claimed tiered 

architecture to enable file system snapshotting and thus efficient backing up of a file system, 

which otherwise would be impracticable in the aforementioned virtualized environment.   

33. As described above, the ’736 patent is drawn to solving a specific, technical 

problem arising in the context of virtualized computing file system access and management.  

Consistent with the problem addressed being rooted in such file system access and management 

environments, the ‘736 patent’s solutions consequently are also rooted in that same technology 

and cannot be performed with pen and paper or in the human mind. 

34. Arista has directly infringed, and continues to directly infringe, literally and/or by 

the doctrine of equivalents, individually and/or jointly, at least claims 17 and 36 of the ’736 patent 

by making, using, testing, selling, offering for sale and/or importing into the United States 

products and/or services covered by one or more claims of the ’736 patent.  Arista’s products 

and/or services that infringe the ’736 patent include, but are not limited to, Arista’s Extensible 

Operating System (EOS), and Containerized Extensible Operating System (cEOS), with native 

Docker integration, including any Arista hardware running EOS and/or cEOS, and any other 

Arista products and/or services, either alone or in combination, that operate in substantially the 

same manner. 

35. Claim 17 of the ’736 patent is reproduced below: 

A method for creating and archiving file systems of a plurality of 

servers, the method comprising:  

providing a set of shared storage units;  

for each of the plurality of servers: 

providing a first set of private storage units, each of the private 

storage units corresponding to a shared storage unit; and  
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providing a first usage map for indicating which of the private storage 

units contain valid data;  

intercepting an attempt to write a data item to a shared storage unit;  

writing the data item to the corresponding private storage unit; and  

storing an indication in the first usage map that the corresponding 

private storage unit contains valid data. 

36. The Accused Products provide a method for creating and archiving file systems of 

a plurality of servers.  As one non-limiting example, the Accused Products include Arista EOS 

with native Docker functionality that creates and manages file systems for use by containers 

running on Arista hardware: 
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37. As another non-limiting example, the Accused Products include Arista cEOS which 

is designed to run in a Docker container on any Arista hardware or x86 hardware, and that creates 

and manages file systems, as seen below:  

 

 

 

38. Furthermore, the Accused Products, as integrated with Docker, provide a set of 

shared storage units.  For instance, when a Docker container runs on EOS, each container is based 

upon an image which includes a shared set of common OS and application data, as seen below:  
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39. As another example, when cEOS is run as a Docker container, Arista provides 

cEOS images as seen below, which are images for creating a Docker container and therefore 

include a shared set of common OS and application data: 

 

40. Additionally, the Accused Products, as integrated with Docker, for each of the 

plurality of aforementioned servers, provides a first set of private storage units, each 

corresponding to a shared storage unit.  As one example only, a Docker container (either running 

on EOS or with cEOS running in it) includes a read/write layer, or cache, that houses hot data 

specific to that container, the read/write layer itself corresponds to an underlying layer including 

read-only shared data, as illustrated below:  
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41. The Accused Products, as integrated with Docker, further provide a first usage map 

for indicating which of the private storage units contain valid data.  For instance, the Docker 

layering architecture (whether the container is running on EOS or cEOS is running in the 

container) provides one or more directories (in the below illustrative example only, referred to as 

“diff”) that shows the set of read/write layers and contents, including what data has changed, as 

illustrated below:  
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42. In addition, the Accused Products intercept an attempt to write a data item to a 

shared storage unit.  For example, the Docker engine integrated with the Accused Products uses 
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a “Copy-on-Write” mechanism, whereby any time file data are to be modified by a running 

container running on EOS, or by cEOS (which itself runs in a container), a copy of the file is 

copied onto the writeable layer of the container and tracked, thereby leaving the read-only copy 

in the underlying layer unmodified, as illustrated below:  

 

43. The Accused Products, as integrated with Docker, further write the data item to the 

corresponding private storage unit.  Reiterating the example above, when the attempt to write to 

a data file that is in the inner read-only layer is made (whether the container is running on EOS 

or cEOS is running in the container) a copy-on-write operation is performed whereby the data 

item is copied from the read-only layer to the writeable upper layer where it is modified without 

alteration of the read-only version in the lower layer, as seen below:  
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44. The Accused Products additionally store an indication in the first usage map that 

the corresponding private storage unit contains valid data.  For example, (whether the container 

is running on EOS or cEOS is running in the container) any changes made to the container’s file 

system are tracked and stored, and one or more indications of the same are stored in the directories 

noted in the prior elements (e.g., “diff”) or are stored in association with the same, as shown 

below:   
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45. Additionally, Arista has been, and currently is, an active inducer of infringement of 

the ’736 patent under 35 U.S.C. § 271(b) and contributory infringement of the ’736 patent under 

35 U.S.C. § 271(c) either literally and/or by the doctrine of equivalents. 

46. Arista has actively induced, and continues to actively induce, infringement of the 

’736 patent by intending that others use, offer for sale, or sell in the United States, products and/or 

services covered by one or more claims of the ’736 patent, including but not limited to Arista 

EOS and cEOS, as integrated with Docker, and including any Arista hardware they are running 

on, as well as any Arista product and/or service, alone or in combination, that operates in 

materially the same manner. Arista provides these products and/or services to others, such as 

customers, resellers and end-user customers, who, in turn, use, provision for use, offer for sale, 
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or sell in the United States products and/or services that directly infringe one or more claims of 

the ’736 patent.   

47. Arista has contributed to, and continues to contribute to, the infringement of the 

’736 patent by others by knowingly providing products and/or services that, when installed and 

configured result in a system as intended by Arista, directly infringe one or more claims of the 

’736 patent.   

48. Arista knew of the ’736 patent, or should have known of the ’736 patent, but was 

willfully blind to its existence.  Upon information and belief, Arista has had actual knowledge of 

the ’736 patent since at least as early as August 17, 2020 and/or the service upon Arista of this 

Complaint.  By the time of trial, Arista will have known and intended (since receiving such notice) 

that its continued actions would infringe and actively induce and contribute to the infringement 

of one or more claims of the ’736 patent. 

49. Arista has committed, and continues to commit, affirmative acts that cause 

infringement of one or more claims of the ’736 patent with knowledge of the ’736 patent and 

knowledge or willful blindness that the induced acts constitute infringement of one or more claims 

of the ’736 patent.  As an illustrative example only, Arista induces such acts of infringement by 

its affirmative actions of intentionally providing hardware and or software components that when 

used in their normal and customary way as desired and intended by Arista, infringe one or more 

claims of the ’736 patent and/or by directly or indirectly providing instructions on how to use its 

products and/or services in a manner or configuration that infringes one or more claims of the 

’736 patent, including those found at one or more of the following: 

• https://eos.arista.com/docker-containers-on-arista-eos/ 

• https://www.youtube.com/watch?v=-h2GISFM0s0 

• https://www.arista.com/assets/data/pdf/DockerContainerTracerBulletin.pdf 
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• https://www.youtube.com/watch?v=1A-jglEkrLk 

• https://s21.q4cdn.com/861911615/files/doc_financials/2016/Arista_Advantage.pdf 

• https://eos.arista.com/veos-ceos-gns3-labs/  

• https://eos.arista.com/ceos-lab-in-gns3/  
 
50. Arista has also committed, and continues to commit, contributory infringement by, 

inter alia, knowingly selling products and/or services that when used cause the direct 

infringement of one or more claims of the ’736 patent by a third party, and which have no 

substantial non-infringing uses, or include a separate and distinct component that is especially 

made or especially adapted for use in infringement of the ’736 patent and is not a staple article or 

commodity of commerce suitable for substantial non-infringing use. 

51. As a result of Arista’s acts of infringement, Plaintiffs have suffered and will 

continue to suffer damages in an amount to be proved at trial. 

COUNT II 

(Arista’s Infringement of U.S. Patent No. 7,173,931) 

52. Paragraphs 1-51 are reincorporated by reference as if fully set forth herein.  

53. The elements claimed by the ’931 patent, taken alone or in combination, were not 

well-understood, routine or conventional to one of ordinary skill in the art at the time of the 

invention.  Rather, the ’931 patent claims and teaches, inter alia, an improved scheduling 

mechanism and architecture for the dispatch of cells in multistage network switches, which was 

not present in the state of the art at the time of the invention.  The invention improved upon then 

existing multistage network switch scheduling technology and architecture by providing, among 

other things, a multi-stage switch with input modules for receiving data from network links (first 

stage), output modules for sending data to network links (third stage), a plurality of center/fabric 

modules for interconnecting the input and output modules (second stage), virtual output queues 

(VoQs) at the input modules that each queued cells destined for a particular port in an output 
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module, and circuitry for connecting any given one of those VoQs to its respective output module 

using varying connections through the central/fabric modules as determined by a credit 

request/grant loop originating at the input module.  The invention improved on prior art solutions 

by using unique matching means to determine and secure for each portion of switched data, a path 

(i) from the VoQ of an input module, to a chosen link between that input module and one of the 

many potential center/fabric modules on the switch, and then further (ii) from the chosen link to 

another link between the central/fabric module and the output module associated with the VoQ. 

This path is determined and secured while the portion of data is queued on the input module. This 

specific structure avoids buffering in the center/fabric modules and allows for high speed 

switching without any material speedup of the center/fabric modules relative to the input/output 

modules.   

54. Instead of granting access to a switch fabric using service request schemes that 

either require material buffering in the center/fabric modules (and thus, resequencing of cells in 

an output module) or a speed up of the operation of the center/fabric module relative to the 

operation of the input/output modules, the inventions of the ’931 patent use a scheme whereby 

for each VoQ on each input module, the input module requests for each cell several connections 

across the center/fabric modules, of which one is selected for that cell.  This allows for high-speed 

switching across all the center/fabric modules between each of the input/output modules, without 

resorting to resequencing on the output module or any speed-up in the central/fabric modules 

relative to prior art systems.  

55. The invention represented a technical solution to an unsolved technological 

problem.  The written description of the ’931 patent describes, in technical detail, each of the 

limitations in the claims, allowing a person of skill in the art to understand what those limitations 
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cover, and therefore what was claimed, and also understand how the non-conventional and non-

generic ordered combination of the elements of the claims differ markedly from what had been 

used in the industry prior to the inventions of the ’931 patent.  More specifically, the claims of 

the ’931 patent each recite a plurality of central modules each including outgoing links towards 

output modules, a plurality of input modules each including virtual output queues and outgoing 

links coupled to the central modules.  Further, the claims recite means for matching a non-empty 

virtual output queue of the input module with an outgoing link in the input module and means for 

matching the outgoing link of the input module with an outgoing link of one of the central 

modules.  The foregoing combination enables high switch throughput without the cell sequence 

being reshuffled in the central/fabric modules, or material speedup of the central/fabric modules 

relative to the input/output modules.  

56. The system covered by the asserted claims, therefore, differs markedly from prior 

systems in use at the time of this invention, which inter alia lacked the claimed combination of 

multistage switch architecture including VoQs at the input modules, and specific structure for 

scheduling cell dispatch to avoid buffering and speedup in the central modules while maintaining 

high throughput switching.   

57. As described above, the ’931 patent is drawn to solving a specific, technical 

problem arising in the context of high speed, high throughput multistage network switching.  

Consistent with the addressed problem being rooted in such multistage network switching 

environments, the ‘931 patent’s solutions are also rooted in that same technology and cannot be 

performed with pen and paper, or in the human mind. 

58. Arista has directly infringed, and continues to directly infringe, literally and/or by 

the doctrine of equivalents, individually and/or jointly, at least claim 1 of the ’931 patent by 
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making, using, testing, selling, offering for sale and/or importing into the United States products 

and/or services covered by one or more claims of the ’931 patent.  Arista’s products and/or 

services that infringe the ’931 patent include, but are not limited to, the 7800R, 7500R and 7280R 

series switches, and any other Arista products and/or services, either alone or in combination, that 

operate in substantially the same manner. 

59. Claim 1 of the ’931 patent is reproduced below: 

A combination for use in a multi-stage switch, the combination comprising:  

a) a plurality of central modules, each including outgoing links towards 

output modules including a plurality of output ports;  

b) a plurality of input modules, each including 

i. virtual output queues, and  

ii. outgoing links coupled with each of the plurality of central modules; 

and  

c) means for matching a non-empty virtual output queue of the input 

module with an outgoing link in the input module; and  

d) means for matching the outgoing link of the input module with an 

outgoing link of one of the central modules 

wherein high switch throughput can be achieved without speedup of the 

central modules. 

60. As one non-limiting example, the Accused Products are multi-stage switches, as 

illustrated below:  
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61. In addition, the Accused Products comprise a plurality of central modules, each 

including outgoing links towards output modules including a plurality of output ports.  For 

instance, the Accused Products include several fabric modules (in this example six) (i.e., 

central modules) that link to output modules (e.g., outgoing line cards) containing several 

ports as can be seen below:  
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62. Furthermore, the Accused Products include a plurality of input modules.  As one 

example, the Accused Products include between 4 and 12 Arista line cards (input modules), as 

can be seen below:  
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63. In addition, the plurality of input modules included in the Accused Products also 

include virtual output queues.  As one non-limiting example, the Arista DCS-7800R3-36P-LC 

line card (and other line cards, which are input modules) supports VoQs that involve buffering on 

the input modules as illustrated below:  
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64. The plurality of input modules in the Accused Products also have outgoing links 

coupled with each of the plurality of central modules.  For example, the Accused Products are 

built according to what is called an ‘envelope’ or ‘folding’ architecture, in which the input line 

cards and output line cards (input and output modules, respectively, in which each line card can 

be an input module or an output module for a given packet) are conceptually configured in a row 

preceding the central/fabric modules, and in which cells generally travel in a conceptual “U” path 

through the switch from an input module to a center/fabric module and out to an output module.  

As shown below the input line cards include outgoing paths to the central modules:  
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65. The Accused Products further include means for matching a non-empty virtual 

output queue of the input module with an outgoing link in the input module.  For instance, as can 

be seen below, the Accused Products are multi-stage network switches including input modules, 

center/fabric modules and output modules.  The input module can send a request for its VoQs to 

several central/fabric modules, seeking to establish a connection through one of them for each 

cell on each VoQ.  A cell remains queued on its VoQ on the input module until a VoQ grant 

message is returned at which point the cell is forwarded through the input module to one of the 

central modules, as illustrated below: 
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66. The Accused Products include means for matching the outgoing link of the input 

module with an outgoing link of one of the central modules.  For instance, as described above, 

the Accused Products use VoQs to buffer cells on an input module.  Cells are only forwarded to 

the output modules associated with their respective VoQs after requests for connections across 

the central modules stage and to an output module have been submitted by the input module, 

connection grants have been received in response, and connections have been selected.  This 

process results in the definition of each cell’s path that comprises a link interconnecting the input 

module and the selected central/fabric module, and a link interconnecting the selected 

central/fabric module and the output module.  This is depicted below:  
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67. The Accused Products accomplish the above to achieve high throughput without 

material speedup of the central modules.  For example, an analysis of the performance metrics 

below demonstrates that the central/fabric modules of the Accused Products operate at line speed 

without any speedup as compared to the input/output modules:  
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68. Additionally, Arista has been, and currently is, an active inducer of infringement of 

the ’931 patent under 35 U.S.C. § 271(b) and contributory infringement of the ’931 patent under 

35 U.S.C. § 271(c) either literally and/or by the doctrine of equivalents. 

69. Arista has actively induced, and continues to actively induce, infringement of the 

’931 patent by intending that others use, offer for sale, or sell in the United States, products and/or 

services covered by one or more claims of the ’931 patent, including but not limited to the 7800R, 

7500R and 7280R series switches, and any Arista product and/or service, alone or in combination, 
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that operates in materially the same manner. Arista provides these products and/or services to 

others, such as customers, resellers and end-user customers, who, in turn, use, provision for use, 

offer for sale, or sell in the United States products and/or services that directly infringe one or 

more claims of the ’931 patent.   

70. Arista has contributed to, and continues to contribute to, the infringement of the 

’931 patent by others by knowingly providing products and/or services that, when installed and 

configured result in a system as intended by Arista, directly infringe one or more claims of the 

’931 patent.   

71. Arista knew of the ’931 patent, or should have known of the ’931 patent, but was 

willfully blind to its existence.  Upon information and belief, Arista has had actual knowledge of 

the ’931 patent since at least August 17, 2020 and/or as early as the service upon Arista of this 

Complaint.  By the time of trial, Arista will have known and intended (since receiving such notice) 

that its continued actions would infringe and actively induce and contribute to the infringement 

of one or more claims of the ’931 patent. 

72. Arista has committed, and continues to commit, affirmative acts that cause 

infringement of one or more claims of the ’931 patent with knowledge of the ’931 patent and 

knowledge or willful blindness that the induced acts constitute infringement of one or more claims 

of the ’931 patent.  As an illustrative example only, Arista induces such acts of infringement by 

its affirmative actions of intentionally providing hardware and or software components that when 

used in their normal and customary way as desired and intended by Arista, infringe one or more 

claims of the ’931 patent and/or by directly or indirectly providing instructions on how to use its 

products and/or services in a manner or configuration that infringes one or more claims of the 

’931 patent, including those found at one or more of the following: 
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- https://blogs.arista.com/blog/the-universal-spine-is-born 
- https://www.arista.com/assets/data/pdf/Whitepapers/Arista7800R3SwitchArchitectureWP.p

df  

- https://www.arista.com/en/solutions/ip-storage-networking#Next-Generation-Platforms 

- https://www.arista.com/assets/data/pdf/Datasheets/7800R3-Data-Sheet.pdf 

- https://www.youtube.com/watch?time_continue=1&v=2X0b5vDJcfs&feature=emb_logo 

 

73. Arista has also committed, and continues to commit, contributory infringement by, 

inter alia, knowingly selling products and/or services that when used cause the direct 

infringement of one or more claims of the ’931 patent by a third party, and which have no 

substantial non-infringing uses, or include a separate and distinct component that is especially 

made or especially adapted for use in infringement of the ’931 patent and is not a staple article or 

commodity of commerce suitable for substantial non-infringing use. 

74. As a result of Arista’s acts of infringement, Plaintiffs have suffered and will 

continue to suffer damages in an amount to be proved at trial. 

COUNT III 

(Arista’s Infringement of U.S. Patent No. RE 42,153) 

 

75. Paragraphs 1-74 are reincorporated by reference as if fully set forth herein.  

76. The elements claimed by the ’153 patent, taken alone or in combination, were not 

well-understood, routine, or conventional to one of ordinary skill in the art at the time of the 

invention.  Rather, the ’153 patent claims and teaches, inter alia, an improved dynamic 

coordination and control architecture for executing projects within a distributed platform that 

comprises a server system and a plurality of network-connected client systems.  Dynamic 

coordination and control of the execution of a project by the network-connected server and client 

systems is based on poll communications and responses exchanged between the server system 

and the client systems.  The invention improved upon then existing distributed computing 
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technology by providing for dynamic snapshot information of a project’s status determined based 

upon poll communications and responses involving the server and client systems, and then taking 

coordination and control actions related to the ongoing project based on an analysis of the 

dynamic snapshot information.  An example of such coordination and control actions is 

dynamically increasing or decreasing the amount of client systems actively participating in the 

project. 

77. Instead of statically configuring the coordination and control actions related to such 

projects, the inventions of the ’153 patent allowed for an exchange of data between the client 

systems performing a distributed project, and the server system that was managing the client 

systems and that enabled the dynamic coordination and control of processing activities across the 

client systems.  Through poll communications between the client and server systems, for example, 

the number of client systems participating in the project could be automatically increased or 

decreased. 

78. The invention represented a technological solution to an unsolved technological 

problem.  The written description of the ’153 patent describes, in technical detail, each of the 

limitations in the claims, allowing a person of skill in the art to understand what those limitations 

cover, and therefore what was claimed, and also to understand how the non-conventional and 

non-generic ordered combination of the elements of the claims differ markedly from what had 

been done in the industry prior to the inventions of the ’153 patent.  More specifically, the asserted 

claims of the ’153 patent each recite poll communications between server and client systems 

through a network in a distributed computing platform, and the dynamic analysis and coordination 

of distributed project activities during project operations that lead to, for example, increases or 
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decreases in the number of client systems participating in the project as the project is still being 

executed. 

79. The system covered by the asserted claims therefore differs markedly from the 

systems in use prior to this invention, which, inter alia, lacked the claimed combination of 

dynamic interaction between the server and client systems during ongoing project operations.  

Furthermore, the claimed inventions differ from prior art systems by using dynamic status 

snapshots about a project generated in part from poll communications to dynamically control and 

coordinate project activities across the client systems as those activities are occurring, rather than 

using such snapshots and communications for use in future resource planning relating to a project. 

80. As described above, the ’153 patent is drawn to solving a specific, technical 

problem arising in the context of distributed processing or computing systems.  Consistent with 

the problem addressed being rooted in such complex, distributed approaches to computing, the 

’153 patent’s solutions are also rooted in that same technology and cannot be performed with pen 

and paper or in the human mind. 

81. Arista has directly infringed, and continues to directly infringe, literally and/or by 

the doctrine of equivalents, individually and/or jointly, at least claim 18 of the ’153 patent by 

making, using, testing, selling, offering for sale, and/or importing into the United States products 

and/or services covered by one or more claims of the ’153 patent.  Arista’s products and/or 

services that infringe the ’153 patent include, but are not limited to, Arista CloudEOS Router for 

Kubernetes which is sold with: 

• cEOS instances, which are container-based instances of Arista EOS software that are each 

deployed as a Kubernetes Container Network Interface (CNI) or a standalone Kubernetes 
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container, and that each extend Arista EOS into Kubernetes clusters for auto-provisioning;  

and  

• Arista Cloud Vision (CV), which is implemented as part of a Kubernetes cluster and includes 

Terraform integrations that enable automated declarative provisioning of the cEOS instances 

using Kubernetes.  

The components of Arista CloudEOS Router for Kubernetes collectively use Kubernetes to 

orchestrate the dynamic provisioning of Arista networking “nodes” (a node is formed by installing 

cEOS on a hardware system capable of supporting switching or routing functions).  cEOS instances 

each running on a node and each deployed within a virtual private cloud (VPC) collectively form 

part of a Kubernetes cluster (a set of nodes that run containerized applications such as cEOS and 

other containerized applications under control of a Kubernetes controller).  cEOS instances provide 

networking functions on each node to one or more Kubernetes pods (a set of running containers in 

a Kubernetes cluster).  CV, as integrated with a Kubernetes controller, manages a Kubernetes 

cluster comprising nodes running cEOS instances.  Arista CloudEOS Router for Kubernetes, and 

any other Arista product and/or service that either alone or in combination operates in substantially 

the same manner, are collectively referenced in this Count as the Accused Products. 
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82. Claim 18 of the ’153 patent is reproduced below: 

18. A distributed computing platform having dynamic coordination 

capabilities for distributed client systems processing project workloads, 

comprising: 

a plurality of network-connected distributed client systems, the client systems 

having under-utilized capabilities; 

a client agent program configured to run on the client systems and to provide 

workload processing for at least one project of a distributed computing 

platform; and 

at least one server system configured to communicate with the plurality of 

client systems through a network to provide the client agent program to the 

client systems, to send initial project and poll parameters to the client 

systems, to receive poll communications from the client systems during 
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processing of the project workloads, wherein a dynamic snapshot 

information of current project status is provided based at least in part upon 

the poll communications from the client systems, to analyze the poll 

communications utilizing the dynamic snapshot information to determine 

whether to change how many client systems are active in the at least one 

project, wherein if a fewer number is desired, including within a poll 

response communications a reduction in the number of actively 

participating clients, and if a greater number is desired, adding client 

systems to active participation in the at least one project within a poll 

response communications, the server system repeatedly utilizing the poll 

communications and the poll response communications to coordinate 

project activities of the client systems during project operations. 

 

83. The Accused Products, when deployed on Arista’s own nodes and servers or 

those of its customers,  constitute a distributed computing platform with dynamic coordination 

capabilities for distributed client systems that are processing project workloads.  As one non-

limiting example, the Arista CloudEOS Router for Kubernetes is sold with cEOS instances and 

CV.  A set of cEOS instances each running on a node comprise a plurality of network-connected 

distributed client systems, and CV comprises a server system configured to communicate with 

the cEOS instances.  Arista Cloud EOS Router for Kubernetes performs projects such as 

maintaining the requisite set of border gateway protocol (BGP) peering sessions for the 

servers/switches comprising a VPC based on variables such as real-time application demand 

being handled by the VPC.  It does so by automatically deploying and provisioning cEOS 

instances by, for example, adding cEOS instances to a VPC, based on poll information 

exchanges between the cEOS instances and CV that enable the generation of dynamic project 

status snapshots. 
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84. The Accused Products, when deployed on distributed processing systems of, for 

example, Arista or its customers, comprise a plurality of network-connected distributed client 

systems, the client systems having under-utilized capabilities.  As one non-limiting example, in 

the Accused Products, cEOS instances each running on a node and each deployed within a VPC 

as part of a Kubernetes cluster, collectively form a plurality of network-connected distributed 

client systems having under-utilized capabilities. 
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85. The Accused Products comprise a client agent program configured to run on the 

client systems and to provide workload processing for at least one project of a distributed 

computing platform.  As one non-limiting example, as depicted in the below screenshots of an 
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Arista product demonstration, Arista illustrates a client agent program comprised of a kube-proxy, 

container runtime, and kubelet Kubernetes components, and of cEOS instances, which all are 

parts of a client system and provide workload processing for a project running on the distributed 

computing platform (e.g., the Arista CloudEOS Router for Kubernetes platform). 
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86. The Accused Products comprise at least one server system configured to 

communicate with the plurality of client systems through a network.  As one non-limiting 

example, CV as integrated with a Kubernetes controller manages a Kubernetes cluster comprising 

nodes running cEOS instances and communicates with them through a network. 
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87. The Accused Products comprise at least one server system to provide the client 

agent program to the client systems and to send initial project and poll parameters to the client 

systems.  As one non-limiting example, CV, as integrated with a Kubernetes controller, provides 

cEOS instances (including kube-proxy, container runtime, and kubelet Kubernetes components) 

to nodes of a VPC, as well as initial parameters relating to a project (e.g., such as maintaining a 

requisite number of BGP peering sessions for the VPC) and initial poll parameters such as those 

relating to the telemetry streaming that occurs between CV and the cEOS instances. 
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88. The Accused Products comprise at least one server system to receive poll 

communications from the client systems during processing of the project workloads, wherein a 

dynamic snapshot information of current project status is provided based at least in part upon the 

poll communications from the client systems.  As one non-limiting example, CV receives state-
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based telemetry streaming from cEOS instances, thus collectively providing dynamic snapshot 

information of project status. 
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89. The Accused Products comprise at least one server system to analyze the poll 

communications utilizing the dynamic snapshot information to determine whether to change how 

many client systems are active in the at least one project.  As one non-limiting example, CV, as 

integrated with a Kubernetes controller, analyzes telemetry information from the cEOS instances 

utilizing dynamic snapshot information about project status to determine the number of cEOS 

instances that are active in the project. 
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90. If a fewer number of client systems are desired by the distributed computing 

platform, the server will include within a poll response communications a reduction in the number 

of client systems actively participating in the project, and if a greater number is desired, the server 

will add client systems to active participation in the at least one project within a poll response 

communications.  As one non-limiting example, CV, as integrated with a Kubernetes controller, 

supports automatic deployment and provisioning of cEOS instances based on information 

received through poll communication that impacts project status, such as data indicative of 

changes in real-time application demand being handled by the cluster / VPC serviced by the 

Accused Products. 

 

Case 6:20-cv-00749-ADA   Document 1   Filed 08/18/20   Page 56 of 63



   
 

57 
 

 

 

 

 

  

  

 

91. The Accused Products comprise at least one server system to repeatedly utilize the 

poll communication and the poll response communications to coordinate project activities of the 
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client systems during project operations.  As one non-limiting example, CV receives real-time 

state-based telemetry data streamed from the cEOS instances to coordinate project activity of the 

cEOS instances as those instances are operating on projects, such as maintaining the requisite set 

of border gateway protocol BGP peering sessions for the VPC they are serving. 
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92. Additionally, Arista has been, and currently is, an active inducer of infringement of 

the ’153 patent under 35 U.S.C. § 271(b) and contributory infringement of the ’153 patent under 

35 U.S.C. § 271(c) either literally and/or by the doctrine of equivalents. 

93. Arista has actively induced, and continues to actively induce, infringement of the 

’153 patent by intending that others use, offer for sale, or sell in the United States, products and/or 

services covered by one or more claims of the ’153 patent, including but not limited to the 

Accused Products. Arista provides these products and/or services to others, such as customers, 

resellers and end-user customers, who, in turn, use, provision for use, offer for sale, or sell in the 

United States products and/or services that directly infringe one or more claims of the ’153 patent.  

94. Arista has contributed to, and continues to contribute to, the infringement of the 

’153 patent by others by knowingly providing products and/or services that, when installed and 

configured result in a system as intended by Arista, directly infringe one or more claims of the 

’153 patent.   

95. Arista knew of the ’153 patent, or should have known of the ’153 patent, but was 

willfully blind to its existence.  Upon information and belief, Arista has had actual knowledge of 

the ’153 patent since at least August 17, 2020 and/or as early as the service upon Arista of this 

Complaint.  By the time of trial, Arista will have known and intended (since receiving such notice) 

Case 6:20-cv-00749-ADA   Document 1   Filed 08/18/20   Page 60 of 63



   
 

61 
 

that its continued actions would infringe and actively induce and contribute to the infringement 

of one or more claims of the ’153 patent. 

96. Arista has committed, and continues to commit, affirmative acts that cause 

infringement of one or more claims of the ’153 patent with knowledge of the ’153 patent and 

knowledge or willful blindness that the induced acts constitute infringement of one or more claims 

of the ’153 patent.  As an illustrative example only, Arista induces such acts of infringement by 

its affirmative actions of intentionally providing hardware and/or software components that, when 

used in their normal and customary way as desired and intended by Arista, infringe one or more 

claims of the ’153 patent and/or by directly or indirectly providing instructions on how to use its 

products and services in a manner or configuration that infringes one or more claims of the ’153 

patent, including those found at one or more of the following: 

• https://youtu.be/fP75osrRj7o  

• https://www.youtube.com/watch?v=8cFaevNlz40  

• https://www.arista.com/en/company/news/press-release/8760-pr-20191105  

• https://www.arista.com/assets/data/pdf/Whitepapers/Arista_CloudEOS_Product_Brie

f.pdf  

• https://www.arista.com/assets/data/pdf/user-manual/um-

books/CV_Config_Guide_2020.1.pdf  

• https://www.arista.com/assets/data/pdf/Datasheets/CloudEOS-Router-At-a-

Glance.pdf  

• https://www.arista.com/assets/data/pdf/Datasheets/EOSCloudVision_DataSheet.pdf  

 
97. Arista has also committed, and continues to commit, contributory infringement by, 

inter alia, knowingly selling products and/or services that when used cause the direct 

infringement of one or more claims of the ’153 patent by a third party, and which have no 

substantial non-infringing uses, or include a separate and distinct component that is especially 

made or especially adapted for use in infringement of the ’153 patent and is not a staple article 

or commodity of commerce suitable for substantial non-infringing use. 
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98. As a result of Arista’s acts of infringement, Plaintiffs have suffered and will 

continue to suffer damages in an amount to be proved at trial. 

PRAYER FOR RELIEF 

Plaintiffs request that the Court enter judgment against Arista as follows: 

(A) finding that Arista has infringed one or more claims of each of the above 

patents-in-suit, directly and/or indirectly, literally and/or under the doctrine of 

equivalents; 

(B) awarding damages sufficient to compensate Plaintiffs for Arista’s 

infringement under 35 U.S.C. § 284; 

(C) finding this case exceptional under 35 U.S.C. § 285 and awarding 

Plaintiffs their reasonable attorneys’ fees; 

(D) awarding Plaintiffs their costs and expenses incurred in this action; 

(E) awarding Plaintiffs prejudgment and post-judgment interest; and 

(F) granting Plaintiffs such further relief as the Court deems just and 

appropriate. 

DEMAND FOR JURY TRIAL 

Plaintiffs demand trial by jury of all claims so triable under Federal Rule of Civil Procedure 

38. 
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