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IN THE UNITED STATES DISTRICT COURT

FOR THE DISTRICT OF DELAWARE

FINJAN, INC., a Delaware Corporation
RedactedPublicVersior
Plaintiff,
V. C.A. No. 20-371-LPS
TRUSTWAVE HOLDINGS, INC., a
Delaware Corporation and SINGAPORE

TELECOMMUNICATIONS LIMITED, a
Singapore Corporation,

DEMAND FOR JURY TRIAL

FIRST AMENDED COMPLAINT FOR PATENT INFRINGEMENT AGAINST
DEFENDANTS AND BREACH OF CONTRACT AGAINST SINGTEL

Defendants.

N’ N N’ N N N N N N N N N N’

1. Plaintiff Finjan, Inc. (“Finjan”), by and through its undersigned counsel,
files this Complaint for Patent Infringement and Jury Demand against Trustwave
Holdings, Inc. (“Trustwave”) and its parent entity, Singapore Telecommunications
Limited (“Singtel”) (collectively, “Defendants™), and alleges as follows:

NATURE OF THE ACTION

2. This is a civil action for patent infringement arising under the patent laws
of the United States, 35 U.S.C. § 100 ef seq., and for breach of contract under Delaware
law.

3. Singtel and Trustwave have infringed literally or under the doctrine of
equivalents, and continue to infringe, have contributed to, and continue to contribute to
the infringement of, and have induced, and continue to induce the infringement of U.S.
Patent No. 8,141,154 (“the *154 Patent”) at least by making, using, selling, offering for
sale and/or importing into the United States cybersecurity products and services that
infringe one or more claims of the 154 Patent. A true and correct copy of the *154

Patent is attached as Exhibit A.
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4. Finjan is the legal owner by assignment of the *154 Patent, which was
duly and legally issued by the United States Patent and Trademark Office (“USPTO”).
Finjan seeks monetary damages and injunctive relief to address ongoing and willful
infringement by Defendants of the *154 Patent.

5. Finjan, Trustwave, and Singtel are parties to the Amended and Restated
Patent License Agreement (the “Contract”), which was signed between Finjan and
Trustwave in 2012, attached as Exhibit B. Finjan is the licensor of certain patents, not
including the *154 Patent, pursuant to the Contract. Finjan licensed these patents to
Trustwave, with express provisions that operate if Trustwave is acquired. Singtel
acquired Trustwave (as defined by the Contract) on August 31, 2015, which now governs
obligations by Singtel in addition to Trustwave.

6. Trustwave and Singtel owe patent royalties to Finjan pursuant to the
Contract for certain Licensed Patents as identified in the Contract, not including the 154
Patent. As a result of Singtel’s “Acquisition” of Trustwave on August 31, 2015, pursuant
to Section 1.1 of the Contract, Singtel became an “Acquirer” under Section 1.1 of the
Contract, while Trustwave became an “Affiliate” of the “Acquirer” (Singtel) under
Section 1.3 of the Contract.

PARTIES

7. Finjan is a Delaware corporation with a principal place of business at 2000
University Avenue, Suite 600, East Palo Alto, California 94303.

8. Upon information and belief, Defendant Trustwave Holdings, Inc., is a
Delaware corporation with a principal place of business at 70 W. Madison St., Suite 600,
Chicago, Illinois 60602.

9. Upon information and belief, Defendant Singapore Telecommunications
Limited is a corporation existing under the laws of Singapore with a principal place of

business at 31 Exeter Road, Comcentre, Singapore, 239732.
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JURISDICTION AND VENUE

10. This is a civil action for patent infringement arising under the Patent Act,
35 U.S.C. § 100 et seq. This Court has subject matter jurisdiction over this controversy
pursuant to 28 U.S.C. §§ 1331 and 1338.

11. This Court has supplemental jurisdiction pursuant to 28 U.S.C. § 1367(a)
over the breach of contract claim against Singtel in this Complaint that arises under state
law because the state law claim is so related to the exclusively federal patent claims that
it forms part of the same case or controversy and derives from a common nucleus of
operative facts. In fact, Trustwave has asserted in its breach of contract Counterclaim
that Trustwave and Singtel are not liable for infringement of the ’154 Patent based on the
Contract, a federal patent defense.

12. This Court has personal jurisdiction over Defendants. This Court has
personal jurisdiction over Trustwave because it is incorporated in the State of Delaware.

13. This Court also has personal jurisdiction over Trustwave and Singtel
because they are parties to the Contract, which includes an express consent to jurisdiction
in Delaware courts. Trustwave consented to jurisdiction when it signed the Contract in
2012. Singtel voluntarily became a party to the Contract as of its acquisition of

Trustwave pursuant to Section 2.5 of the Contract, which states:

Therefore, both Trustwave and Singtel consented to personal jurisdiction in Section 6.4

of the Contract, which states:

w ‘
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This dispute arises out of and relates to the Contract by virtue of breach of various
provisions, described above and detailed further below. Therefore, both Trustwave and
Singtel consented to personal jurisdiction in this Court.

14. This Court also has personal jurisdiction over Singtel because it has
established minimum contacts with the State of Delaware and the exercise of personal
jurisdiction over Singtel would not offend traditional notions of fair play and substantial
justice. Singtel is not only a party to the Contract that is the subject of this dispute, it
purposefully availed itself of the laws of Delaware by acquiring Trustwave, a Delaware
corporation. Singtel’s acquisition of Trustwave at issue in this dispute has resulted in
Singtel’s integration of its cybersecurity capabilities, technologies, and resources under
the Trustwave brand, a wholly owned Delaware subsidiary that sells the products at issue
in this litigation, including in this District. For example, Trustwave’s December 4, 2018
News Release states: “Singtel . . . has pooled the cybersecurity capabilities, technologies
and resources of Singtel, Optus, Trustwave and NCS into a single global corporate
identity operating under the Trustwave brand.” See Exhibit C

(https://www.trustwave.com/en-us/company/newsroom/news/singtel-integrates-global-

cybersecurity-capabilities-under-trustwave-to-create-an-industry-powerhouse/).

15.  Further, this Court also has personal jurisdiction over Singtel because it
has purposefully availed itself of the privilege of conducting business activities in the
State of Delaware through a number of subsidiaries besides Trustwave, including, but not
limited to, Singtel USA, Inc. (registered agent at Corporation Trust Center, 1209 Orange
Street, Wilmington, Delaware 19801), Singtel Enterprise Security (US), Inc. (registered
agent at 251 Little Falls Drive, Wilmington, Delaware 19808), Singtel Communications

LLC (registered agent at 108 West 13th Street, Wilmington, Delaware 19801), Singtel
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Innov8 Ventures LLC (registered agent at Corporation Trust Center, 1209 Orange Street,
Wilmington, Delaware 19801), Singtel Mobile Marketing, Inc. (registered agent at 251
Little Falls Drive, Wilmington, Delaware 19808), Amobee Inc. (registered agent at 850
New Burton Road Suite 201), Lucid Media Networks, Inc. (registered agent at
Corporation Trust Center, 1209 Orange Street, Wilmington, Delaware 19801), and
Pixable Inc. (registered agent at Corporation Trust Center, 1209 Orange Street,
Wilmington, Delaware 19801).

16.  Further, this Court also has personal jurisdiction over Singtel because it
places its products into the stream of U.S. commerce through its subsidiaries (including
Trustwave, a wholly owned Delaware subsidiary) that are incorporated in this District,
including the products at issue in this case.

17.  Also, this Court has personal jurisdiction over Singtel because Trustwave,
Singtel’s wholly owned subsidiary, acted as Singtel’s agent in negotiating about
amending the Contract and both Singtel’s and Trustwave’s obligations under the
Contract. Even now, the same counsel represent both Trustwave and Singtel in this
litigation.

18.  Venue is proper in this Court pursuant to 28 U.S.C. §§ 1391(b)-(c) and
1400(b).

FINJAN’S INVENTIONS

19.  Finjan was founded in 1997 as a wholly owned subsidiary of Finjan
Software Ltd., an Israeli corporation. In 1998, Finjan moved its headquarters to San Jose,
California. Finjan was, and has been recognized as, a pioneer in developing proactive
security technologies capable of detecting previously unknown and emerging
cybersecurity threats, recognized today under the umbrella term “malware.” These
technologies protect, among other things, networks and endpoints by identifying
suspicious patterns and behaviors of content delivered over the Internet. Finjan has been

granted numerous patents covering inventions in the United States and around the world
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resulting directly from Finjan’s more than decades-long research and development
efforts, supported by a dozen inventors and more than US$65 million in R&D
investments.

20.  Finjan built and sold software, including application program interfaces
(“APIs”) and appliances for network security, using these patented technologies. These
products and related customers continue to be supported by Finjan’s licensing partners.
At its height, Finjan employed nearly 150 employees around the world building and
selling security products and operating the Malicious Code Research Center, through
which it frequently published research regarding network security and current threats on
the Internet. Finjan’s pioneering approach to cybersecurity drew equity investments from
two major software and technology companies—the first in 2005, followed by the second
in 2006. Finjan has generated millions of dollars in product sales and related services and
support revenues. Additionally, Finjan has generated more than US$350 million in
revenue from over 25 patent licenses covering Finjan’s patented inventions to date.

21.  In 2015, Finjan formed Finjan Mobile, Inc. (“Finjan Mobile”) to focus on
cybersecurity in the mobile space. Finjan Mobile’s first product, released in June 2015,
was the Finjan Mobile Secure Browser. Featuring Finjan’s patented inventions,
including those from the *154 Patent, the Finjan Mobile Secure Browser is a simple-to-
use, secure browser that protects users from potentially malicious Uniform Research
Locators (“URLSs”).

22.  In October 2016, Finjan Mobile released the next version of its product—
namely, the Gen3 VitalSecurity™ Browser. Finjan Mobile’s Gen3 VitalSecurity™
Browser offered complete browser functionality while guarding users’ privacy by not
collecting any personal data. It also provided detailed analyses of virus and malware
threats aggregated from more than 60 top virus companies. It also featured biometric and
passcode security to further protect the users’ experience. Finjan Mobile continued to

update its VitalSecurity™ Browser product, releasing, for example, Gen 3.5 in April



Case 1:20-cv-00371-LPS Document 29 Filed 08/25/20 Page 8 of 166 PagelD #: 920

2017, Gen 3.7 in June 2017, and Gen 4.0 in September 2017. Each upgrade to Finjan
Mobile’s VitalSecurity™ Browser product continued to embody Finjan’s patented
inventions, including the ’154 Patent.

23.  In addition to developing secure browser products, Finjan Mobile has also
developed and released Virtual Private Network (“VPN”) products. Finjan Mobile’s first
VPN product was incorporated into the VitalSecurity™ Gen 4.0 Secure Mobile Browser
(also known as VitalSecurity™ VPN), which was the first fully functional browser with
an integrated VPN for use on mobile platforms. In September 2018, Finjan Mobile
released InvinciBull™, a stand-alone VPN mobile app that keeps global consumer data
safe by encrypting all Internet traffic when using public Wi-Fi, such as in a coffee shop, a
hotel, or an airport.

IMPACT OF FINJAN’S TECHNOLOGY ON TRUSTWAVE'’S SUCCESS

24. One of the many companies that recognized the value of Finjan’s products
and technology was M86 Security, Inc. (“M86 Security”). In 2009, M86 Security entered
into an agreement with Finjan whereby M86 Security would share revenues generated
through the use of Finjan’s technology, along with a nonexclusive license to practice
certain Finjan patents (“Licensed Patents”) to offer products and services. The Licensed
Patents do not include the *154 Patent. Through this agreement, M86 Security continued
Finjan’s success through the use of the Licensed Patents in the cybersecurity
marketplace.

25.  Trustwave struggled to compete in the increasingly crowded cybersecurity
marketplace. In 2010, Trustwave posted US$4.6 million in losses despite recording US
$115 million in revenues and had to abandon its plans for an Initial Public Offering

(“IPO”). See Exhibit D (https://www.chicagobusiness.com/article/20110811/NEWS01/

110819976/trustwave-postpones-ipo).

26.  In 2012, Trustwave acquired M86 Security. See Exhibit E

(https://www.trustwave.com/en-us/company/newsroom/news/trustwave-completes-




Case 1:20-cv-00371-LPS Document 29 Filed 08/25/20 Page 9 of 166 PagelD #: 921

acquisition-of-m86-security/). With the acquisition, Trustwave gained access to M86

Security’s valuable limited license to practice the Licensed Patents to offer products and

29 ¢¢

services, including “Web and email security products,” “[a]dvanced malware detection
technology,” and “[b]roader threat intelligence and security research,” and gaining access
to “M86 Security’s more than 25,000 customers with 26 million users.” See Exhibit F

(https://www.trustwave.com/en-us/company/newsroom/news/trustwave-to-acquire-m86-

security/).

27.  Recognizing the important role of Finjan’s patents to Trustwave’s post-
acquisition success, in 2012, Trustwave and Finjan voluntarily amended the 2009 M86
Security-Finjan license agreement, resulting in the Contract. The Contract does not
include the *154 Patent.

28. The acquisition of M86 Security’s products and services that practice
Finjan’s Licensed Patents catapulted Trustwave’s presence in the cybersecurity
marketplace. Upon information and belief, Trustwave’s revenues in 2010 were US$115
million. See Exhibit D. Within two years of the 2012 Contract, Trustwave’s revenue
nearly doubled to US $216 million in 2014. See Exhibit G

(https://www.reuters.com/article/us-singtel-m-a-trustwave/singtel-buying-u-s-cyber-

security-firm-trustwave-for-810-million-idUSKBNOMY?2C820150408).

SINGTEL’S ACQUISITION AND INTEGRATION OF TRUSTWAVE

29. The cybersecurity industry began to recognize Trustwave’s success
following its acquisition of M86 Security’s products and services that practice Finjan’s
Licensed Patents. On or about August 31, 2015, Singtel purchased Trustwave for more
than US$810 million (nearly four times Trustwave’s 2014 revenues) in order to enter the
cybersecurity and, upon information and belief, Internet-of-Things (“loT”’) markets on a
global basis. See Exhibit G. Singtel’s purchase included the Contract.

30.  In fact, Trustwave’s products and services were so successful that Singtel

decided in or about 2018 to integrate all of its cybersecurity products and services under
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the brand name “Trustwave,” recognizing the value of the Trustwave brand and Finjan’s
patented inventions. See Exhibit C (“Singtel today announced that it has pooled the
cybersecurity capabilities, technologies and resources of Singtel, Trustwave and NCS
into a single global corporate identity operating under the Trustwave brand.”). Today,
Trustwave operates as “the global cybersecurity arm of Singtel.” Id. Thus, Trustwave
and Singtel have realized and enjoyed the value of Finjan’s Licensed Patents.

31. Singtel’s publicly available financial information includes Trustwave
revenues as part of Singtel’s enterprise revenues. See Exhibit H, Singtel 2020 Fourth

Quarter Financial Summary (https://www.singtel.com/content/dam/singtel/

investorRelations/financialResults/2020/Q4FY20-Hist-Summary.xlsx). For example,

Singtel recognized US$112 million in revenue from Trustwave as part of Singtel’s
enterprise revenues for the fourth quarter of 2020. Id. (“Group Enterprise” and “Group
P&L by business” tabs).

ACTS GIVING RISE TO BREACH OF CONTRACT

32. The Contract is a binding contract for a worldwide, limited patent license

supported by offer, acceptance and mutual consideration. Among other things, under

Section 2.1.1 of the Contract, Finjan I
I Pics o license agreemens i high

technology industries, such as cybersecurity, often negotiate for worldwide licenses in
order to avoid the type of dispute before this Court.

33.  Under the Contract, the parties pre-negotiated an acquisition provision.

The parties agreed the
|
I Soccifically, Section 2.5 of the Contract
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states:

34. Singtel performed due diligence prior to acquiring Trustwave sufficient to

discover that Singtel would assume Trustwave’s ||| EGcNNEEEEE
35. The only exception to the royalty obligations for the Licensee post-

acquisition arc |

I vjn docs not seck royalties from

the Licensee: either (1) Singtel for the “Existing Business,” since, by definition, Singtel

did not actually offer or distribute any Licensed Products or Services prior to the
Acquisition, or (2) Trustwave, for the “Existing Business” for its Licensed Products and
Services actually offered or distributed as of August 31, 2015, or modifications or
updates to those Licensed Products or Services.

36. The royalty rate owed by the Licensee post-acquisition (both Singtel and

its affiliate, Trustwave) is expressly defined by the Contract. Section 3.2.1 of the

2

O
o
=
=
=
o
‘ || )
‘ ‘ ._’

10
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Pursuant to Sections 2.5 and 3.2.1 of the Contract, royalties of Net Sales would be due on

37. Further, in addition to the royalty due by the Licensee (both Singtel and its

affiliate, Trustwave) under Section 3.3 of the Contract, ||| GcNGNGEEEEE

38.  The Contract also provides for ||| | [ G

See Contract § 3.2.1.

39. The parties’ course of conduct supports that royalties are owed post-

acquisition. In May 2015,

11
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40.  Finjan’s points of contact with Trustwave during negotiations were
Annabel Lewis, Trustwave’s General Counsel (and eventual Singtel employee), and
James Kunkel, Trustwave’s Executive Vice President of Business Development and
Strategy.

41. Annabel Lewis

42.  Upon information and belief, Singtel was apprised of and involved with
the license negotiations between Finjan and Trustwave through its agent, Trustwave, who
was negotiating to became an Affiliate of Singtel pursuant to the Contract.

43, In a July 22, 2015 email,

44.  After extensive discussions of different licensing options, Annabel Lewis

12
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45.  Upon information belief, on August 31, 2015, Singtel completed its
acquisition of Trustwave. At no time prior, during or after the acquisition did Singtel or
Trustwave reject any of the numerous provisions of the Contract that applied to Singtel
and its affiliate, Trustwave, such as Sections 1.1, 1.3, 1.8, 2.5, 3.2, 3.2.1, or the right to an
audit under Section 3.4.

46.  After Singtel completed its acquisition of Trustwave, even though
Trustwave and Finjan had already substantially reached agreement regarding additional
royalties, Trustwave suddenly, and without explanation, stopped responding in good faith
to Finjan’s emails and phone calls and repudiated its obligations under the Contract,

further incurring additional costs and fees owed to Finjan for their failure to pay.

47 On September 15, 2015, I

48.  Upon information and belief, Annabel Lewis transitioned from being
Trustwave’s General Counsel to being employed by Singtel as General Counsel in
September, 2015 since Singtel had acquired Trustwave as an affiliate. See Exhibit O,

Annabel Lewis LinkedIn profile (https://www.linkedin.com/in/annabel-lewis-0b676a2/).

Annabel Lewis continued to represent both Trustwave and Singtel in negotiations with
Finjan for an amendment to the Contract.

49. Similarly, Singtel’s 2016 and 2017 Annual Reports listed Trustwave Chief
Executive Officer, Robert J. McCullen as a member of Singtel’s senior management

team. See Exhibit P, Singtel 2016 Annual Report at 22 (https://www.singtel.com/

13
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content/dam/singtel/investorRelations/annualReports/2016/Singtel AR2016.pdf);

Exhibit Q Singtel 2017 Annual Report at 28 (https://www.singtel.com/content/dam/

singtel/investorRelations/annualReports/2017/singtelarl 7-full-AR.pdf).

50.  Annabel Lewis continued to represent both Trustwave and Singtel in

negotiations with Finjan; however, subsequent to Singtel’s acquisition of Trustwave, [}

51. In December,

52.  Upon information and belief, James Kunkel informed Finjan that |||}

53.  Upon information and belief, Singtel exerted its control over Trustwave to
force its subsidiary to not to enter an amended Limited License. Instead, Singtel ordered
Trustwave to repudiate Singtel’s and Trustwave’s contractual obligations to Finjan after
Singtel acquired Trustwave.

54. On June 22, 2016, after radio silence from Trustwave and Singtel for
months, Finjan requested an audit pursuant to Section 3.4 of the Contract for an
accounting of the royalties resulting from Singtel’s acquisition of Trustwave. Section 3.4

of the Contract states:

14
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Finjan, Trustwave, and Singtel mutually agreed to retain KPMG as the independent

accounting firm to perform the audit. Under the Agreement, Finjan initially paid for the

audit; however, under Section 3.4, I

55. KPMG attempted to perform its established intellectual property audit, but
Trustwave denied KPMG access to various, necessary, and customary information about
Singtel and Trustwave, in violation of Section 3.4 of the Contract. Trustwave and
Singtel—who on information and belief arranged to have personnel from its Singapore
accounting office participate in overseeing KPMG’s audit—unilaterally dictated the
scope of KPMG’s audit in violation of the Contract by, among other things, interfering
with KPMG’s ability to conduct an independent audit and refusing KPMG access to
pertinent sales and technical information on Trustwave’s security products. Trustwave
insisted on postponing KPMG’s audit until Singtel personnel were present to supervise.

56.  KPMG repeatedly asked Trustwave for access to sales and technical
information on Singtel’s products; however, Trustwave steadfastly refused to provide any
requested information on Singtel. Annabel Lewis continued to represent both Trustwave

and Singtel throughout the audit process and was directly involved in preventing KPMG

from conducting its independent inspection. See ||| G

57. During the audit process, Mark Henrikson, then Senior Counsel to

Trustwave, represented to the auditors at KPMG that ||| G

15
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I T
statement was designed to mislead KPMG because both Singtel and its affiliate,
Trustwave, were responsible for royalties on Net Sales by either entity, under Section 2.5
of the Contract. KPMG reiterated that they were unable to conduct any of their
inspections and audits in accordance with customary principles as a CPA firm
specializing in IP audits.

58. KPMG determined that at least an additional US$1,526,445.95 was due
under the Agreement, even based solely on Net Sales by Singtel’s affiliate, Trustwave.
Even though KPMG was denied complete access to the books and records of the
Licensee (Singtel and its affiliate, Trustwave), Finjan sought at least the amounts owed
under Section 3.4 at that time. Due to the amount by which Trustwave was in
underpayment, it was also required to pay for the audit, in the amount of US$50,654.67.
On October 1, 2017, Finjan requested payment of those fees and the cost of the audit, and
asked that Trustwave advise whether it would pay by October 18, 2017. Trustwave first
ignored and then refused to pay the royalty amounts or costs owed in accordance with the
Contract.

59. Upon information and belief, Singtel and its affiliate, Trustwave, acted in
a virtually indistinguishable way to repudiate their obligations under the Contract as the
Licensee. Singtel and its affiliate, Trustwave, operated jointly since the acquisition.

60.  Upon information and belief, Singtel acquired Trustwave in order to
leverage and expand Trustwave’s products and services through Singtel’s global sales
network. See Exhibit P, Singtel 2016 Annual Report at 4 (“Our acquisition of Trustwave
last September brings with it a global customer base that we intend to build on and
expand.”); page 7 (“A key priority for us this year is to leverage this Trustwave
acquisition to create a global platform that can provide managed security services —

24/7.”); see also https://www.singtel.com/content/dam/singtel/investorRelations/

annualReports/2016/Singtel AR2016.pdf (2016 Annual Report).

16
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61.  Upon information and belief, Singtel immediately integrated and
consolidated Trustwave’s operations, sales, and marketing into that of Singtel and its
other subsidiaries. See Exhibit P, Singtel 2016 Annual Report at 40 (including

advertisement for “Singtel Managed Security Services, powered by Trustwave”).
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62. Singtel’s 2016 Annual Report explicitly states that Trustwave was
“consolidated” into Singtel on acquisition. See Exhibit P, Singtel 2016 Annual Report at
104.

63. Singtel’s 2016 Annual Report lists Trustwave as a subsidiary of Singtel at

page 218. Singtel defines a subsidiary as an entity “controlled by the Group . . . through

17
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existing rights that give the Group the ability to direct activities that significantly affect
the entity’s returns.” See Exhibit P, Singtel 2016 Annual Report at 138. “Subsidiaries
are consolidated from the date that control commences until the date that control ceases.
All significant inter-company balances and transactions are eliminated on
consolidation.” Id. at 138 (emphasis added). This confirms Trustwave’s representations
during the first KPMG audit that “no Trustwave product is sold to SingTel.” See Exhibit
U, Email from R. Ballow to J. Mar-Spinola (Jan. 27, 2017).

64. Singtel continues to list Trustwave as a subsidiary in its reports using
substantially the same definition of subsidiary. See Exhibit V, Singtel 2019 Annual

Report at 151, 246 (https://www.singtel.com/content/dam/singtel/investorRelations/

annualReports/2019/singtel-annual-report-2019.pdf). Under this definition, Trustwave is

an “Affiliate” of Singtel under Section 1.3 of the Contract. Trustwave’s status as an
“Affiliate” has not changed since the August 31, 2015 Acquisition under Section 1.1 of
the Contract.

65.  Upon information and belief, Singtel has exerted its control over
Trustwave to, for example, partner with other companies “to provide Trustwave’s cyber
security services in Japan to help businesses build cyber resilience and protect critical
infrastructure.” Exhibit Q, Singtel 2017 Annual Report at 3. Singtel’s leveraging of
Trustwave and its brand to create a global platform for cybersecurity products and
services without paying any additional royalties to Finjan directly contravenes the intent
of the Contract. See id. at 6 (“Cyber security is a high-growth sector where we have
established a global platform by leveraging our acquisition of Trustwave, a U.S.-based
leading managed security services provider. We are building out a global cyber security
business which we expect to become a key growth driver in our future.”) and at 47
(“Trustwave, our cyber security arm, provides managed security services, including
comprehensive threat intelligence, threat data analytics, and advanced security

automation for incident response, backed by its elite SpiderLabs team.”).

18
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66. Over time, Singtel has continued to consolidate Trustwave with itself and
its subsidiaries. For example, “[i]n April 2018, the Group consolidated its cyber security
operations across Singtel, Trustwave, Optus, and NCS into a single global unit to
strengthen and scale the cyber business to accelerate growth.” See Exhibit W, Singtel

2018 Annual Report at 120 (https://www.singtel.com/content/dam/singtel/

investorRelations/annualReports/2018/singtel-annual-report-2018.pdf). Singtel

“[c]onsolidated cyber assets globally under the Trustwave brand to form one of the
industry’s most comprehensive cyber security companies.” See Exhibit V Singtel 2019
Annual Report at 3, 5. Singtel has also integrated its cybersecurity operations with its
subsidiaries, including Trustwave. See id. at 44 (“Our global network of Advanced
Security Operations Centres is now supported by the new Trustwave SpiderLabs Fusion
Centre in Chicago, a cutting-edge cyber security command centre providing
unprecedented threat hunting capabilities through pioneering threat intelligence.”).

67. Singtel shares supervisory personnel between its cybersecurity
subsidiaries, including with Trustwave. For example, Kevin Kilraine was Vice President
at Singtel’s subsidiary, Optus, from August 2011 to April 2016. Then Mr. Kilraine
served as Trustwave’s Chief Financial Officer from April 2016 to June 2018. Mr.
Kilraine transferred back to Optus as Vice President of Finance and Transformation from
June 2018 to the present. See Exhibit X, Kevin Kilraine LinkedIn profile

(https://www.linkedin.com/in/kevinkilraine) (last accessed Aug. 15, 2020). Mr. Kilraine

is currently featured on Trustwave’s website as its Chief Financial Officer. See Kevin

Kilraine biography, https://www.trustwave.com/en-us/resources/authors/kevin-kilraine

(last accessed Aug. 15, 2020).

68.  Singtel’s subsisidiaries market Trustwave products and services in set
geographical areas using Singtel and its subsidiaries pooled resources and technology.
For example, in Australia, “Optus Cybersecurity is now known as Trustwave, an Optus

company.” See Optus Security, https://www.optus.com.au/enterprise/security (last
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accessed Aug. 19, 2020). “[Singtel and its subsidiaries] have pooled the resources of
Singtel, Optus, Trustwave and NCS, to create one of the industry’s most comprehensive

global cybersecurity companies. See Optus Security, https://www.optus.com.au/

enterprise/security#trustwave (last accessed Aug. 19, 2020) (emphasis added).

69.  Upon information and belief, Singtel shares common procedures and
controls to report financial data and prepare financial statements with its subsidiaries,
including Trustwave. Singtel considers all its cybersecurity subsidiaries, including
Trustwave, to constitute one consolidated cash generating unit for the purposes of audit
controls and financial reporting. See Exhibit V at 133.

70.  Finjan maintains that Trustwave and Singtel, including its subsidiaries,
comprise one entity for the purposes of sales of cybersecurity products and services-
related business decisions because:

1. Singtel owns all or most of the stock of Trustwave;

ii. Singtel consolidates its subsidiaries, including Trustwave, and all
significant inter-company balances and transactions are eliminated
on consolidation;

iii. Singtel and Trustwave share common officers and directors; for
example, Trustwave’s General Counsel, Annabel Lewis, was
employed by Singtel starting in September 2015 and continued to
act as Finjan’s main point of contact for negotiations of an
amended Contract;

iv. Singtel has integrated its own and its subsidiaries’ cybersecurity
products and services under the Trustwave brand;

V. Singtel and its subsidiaries share common use of the Trustwave
trademark or logo;

vi. Singtel and its subsidiaries share common use of employees,

including as with Trustwave;
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Vii.

Viii.

1X.

Xi.

Xil.

Xiii.

X1V.

Singtel and its subsidiaries, including Trustwave, share an
integrated sales system;

Singtel and its subsidiaries, including Trustwave, share supervisory
personnel;

Singtel performs business functions through its subsidiaries,
including Trustwave, which Finjan expected that a company like
Singtel would conduct through its own agents; for example,
negotiating an amended license agreement with Finjan that would
cover Singtel and its subsidiaries other than Trustwave or asserting
Singtel’s rights under the Contract, Sections 1.1 and 1.3;

Singtel and its subsidiaries conduct marketing on behalf of
Trustwave and Trustwave’s brand;

Singtel and its subsidiaries, including Trustwave, distribute
Trustwave branded products and services in set geographical
regions;

Singtel and its subsidiaries, including Trustwave, share security
technology, methods, and processes, as well as Finjan’s patented
technology covered by the Contract;

Singtel’s subsidiaries, including Trustwave, receive instructions
and form (or reject) contracts based on Singtel’s instruction; for
example, Trustwave’s decision to reject its contractual obligations
to Finjan based on Singtel’s instruction; and

Singtel shares common procedures and controls to report financial
data and prepare financial statements with its subsidiaries,

including Trustwave.

71. On information and belief, Singtel retains significant financial benefits

from its total control over its subsidiaries. In 2019 alone, Singtel recorded at least
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S$548.7 million in operating revenue from cybersecurity products and services sold by its
subsidiaries, including Trustwave. On information and belief, some of this money may
have come directly from sales of products and services that are royalty-bearing under the
Contract.

72.  Finjan and Trustwave have been involved in separate litigation regarding
Trustwave’s alleged breach of the Contract for the specific licensed patents. Finjan only
brought suit against Trustwave to recover presently unpaid amounts under Section 3.4,
since the KPMG audits only covered Trustwave’s Net Sales, not Singtel’s. Finjan, Inc. v.
Trustwave Holdings, Inc., C.A. No. N18C-04-006 WCC CCLD (Sup. Ct. Del.) (“Finjan
v. Trustwave”).

FINJAN’S U.S. PATENT NO. 8.141.154

73. On March 20, 2012, the USPTO issued to David Gruzman and Yuval Ben-
Itzhak U.S. Patent No. 8,141,154, titled “SYSTEM AND METHOD FOR INSPECTING
DYNAMICALLY GENERATED EXECUTABLE CODE.” See Exhibit A.

74. All rights, title, and interest in the ’154 Patent have been assigned to
Finjan, who is the sole owner of the *154 Patent. Finjan has been the sole owner of the
’154 Patent since its issuance. The *154 Patent has been posted on Finjan’s website since
as early as December 1, 2013.

75. The *154 Patent is generally directed towards a gateway computer
protecting a client computer, such as a laptop, from dynamically generated malicious
content. One of the ways this is accomplished is by using a content processor to process
a first function and invoke a second function if a security computer indicates that it is safe
to invoke the second function. The *154 Patent discloses and specifically claims
inventive concepts that represent significant improvements over conventional network
security technology that was available at the time of filing of the 154 Patent and are
more than just generic software components performing conventional activities.

76. The *154 Patent has successfully withstood multiple invalidity challenges
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over a number of years. To date, Finjan has successfully defended against seven petitions
for Inter Partes Review (“IPR”) filed before the USPTO’s Patent Trial and Appeal Board
(“PTAB”) challenging various claims of the *154 Patent. Of those seven IPR petitions,
four had all challenged claims upheld by the PTAB, and in some cases, by the Federal
Circuit (IPR2015-01979, IPR2016-00151, IPR2016-01071, IPR2016-00919); two were
denied institution (IPR2015-01547 and IPR2019-00031); and one was terminated due to
settlement prior to institution (IPR2016-00937).

77. The *154 Patent has also withstood validity challenges in another District
Court. See e.g., Finjan, Inc. v. Sophos Inc., Case No. 14-cv-1197-WHO, ECF No. 407
(N.D. Cal. Oct. 31, 2016) (finding claim 1 of the *154 Patent not invalid and directly
infringed).

78. The *154 Patent is also being litigated before the Honorable Maryellen
Noreika. Judge Noreika recently issued a Claim Construction Order construing certain
terms of the 154 Patent. Finjan, Inc. v. Rapid?7, Inc. et al., Case No. 18-cv-1519-MN,
ECF No. 123 (D. Del. Feb. 5, 2020).

ACTS GIVING RISE TO PATENT INFRINGEMENT

79.  As detailed below, Singtel and Trustwave have infringed literally or under
the doctrine of equivalents, and continue to infringe, have contributed to, and continue to
contribute to the infringement of, and have induced, and continue to induce the
infringement of the *154 Patent at least by making, using, selling, offering for sale and/or
importing into the United States cybersecurity products and services that infringe one or
more claims of the 154 Patent. Defendants’ cybersecurity products and services sold
under the Trustwave brand include, but are not limited to, Trustwave Secure Web
Gateway and Trustwave Secure Email Gateway (“Accused Products”). Discovery may
reveal additional Singtel or Trustwave products and services that practice the ’154 Patent,
and Finjan hereby reserves the right to assert its patent infringement claims against such

Singtel or Trustwave products and services.
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80. Singtel and Trustwave received additional actual notice of the *154 Patent
on or around November 1, 2015. On November 1, 2015, Finjan provided Trustwave a
list of Finjan’s patents for potential further licensing, which specifically identified the
’154 Patent, as well as the Trustwave products that practiced such patents. Despite
having knowledge that their products and services infringed unlicensed Finjan patents,
Singtel and Trustwave have ignored, among others, Finjan’s 154 Patent rights since that
time.

81. On or around December 13, 2019, Finjan again communicated to
Trustwave and Singtel that their products and services infringed and continue to infringe
Finjan’s *154 Patent. In a letter dated December 23, 2019, Finjan enclosed a proof chart
setting forth in reasonable detail how the Accused Products infringed the ‘154 Patent. To
date, neither Singtel nor Trustwave has responded to Finjan’s letters or emails
substantively.

COUNT I: DIRECT INFRINGEMENT OF U.S. PATENT NO. 8.141.,154

82.  Finjan re-alleges and incorporates by reference the allegations of the
preceding paragraphs of this Complaint as if fully set forth herein.

83.  Defendants infringed, and continue to infringe, at least Claim 1 of the *154
Patent in violation of 35 U.S.C. § 271(a).

84.  Defendants’ infringement is based upon literal infringement or, in the
alternative, infringement under the doctrine of equivalents.

85.  Defendants’ acts of making, using, importing, selling and offering for sale
infringing products and services were without the permission, consent, authorization, or
license of Finjan.

86. Defendants’ infringement includes the manufacture, use, offer for sale,
sale, and importation of Defendants’ Accused Products.

87.  As shown below, the Accused Products practice the patented invention of

the 154 Patent and infringed, and continue to infringe, at least Claim 1 of the 154 Patent
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because they comprise, include or utilize a system for protecting a computer from
dynamically generated malicious content, comprising (1) a content processor for
processing content received over a network, the content including a call to a first
function, and the call including an input, and for invoking a second function with the
mput, only if a security computer indicates that such invocation is safe; (2) a transmitter
for transmitting the input to the security computer for inspection, when the first function
1s invoked; and (3) a receiver for receiving an indicator from the security computer
whether it is safe to invoke the second function with the mnput.

88.  For example, as shown below, the Trustwave Secure Email Gateway
includes or utilizes a system for protecting a computer from dynamically generated

malicious content.

Make Email Safer

Protecting your email environment against spam, malware, phishing attacks, business email compromise,
account takeover, ransomware and more is one of your top priorities. Trustwave Secure Email Gateway
multi-layered intelligence and detection engine performs deep analysis of your inbound email traffic, in real
time, to protect your users from cyber threats, enables you to integrate the workflow of your email content
into business processes , while scrutinizing outbound email traffic to prevent your proprietary data,
intellectual property, confidential documents and financial records from electronically leaving the building.

Exhibit Y
(https://www.trustwave.com/en-us/services/technology/secure-email-gateway/)

he Trustwave SEG Blended Threat Module uses a number of validation methods, including real-time
ehavioral analysis and content inspection as well as information from a number of industry standard
ources, to identify and block sites that serve suspicious or malicious code.

ecause validation is performed in real time by a cloud service when a link is clicked, it provides superior
ffectiveness in catching and neutralizing new exploits for all users on any device from any location.

Exhibit Y

89.  The Trustwave Secure Email Gateway includes or utilizes a content
processor (1) for processing content received over a network, the content including a call
to a first function and the call including an input; and (i1) for invoking a second function

with the input, only if a security computer indicates that such invocation is safe.
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3 How Does the BTM Work?

The BTM functions as follows:

SEG scans email messages and rewrites URL links before delivering the email.
Clicking a link invokes the Trustwave Link Validator cloud service.

The Link Validator passes the URL to one or more validation services.

ol S -

Depending on the results of validation, the Link Validator redirects the request to the original site, or
blocks the request, as described below.

Exhibit Z
(https://www3.trustwave.com/software/MailMarshal SMTP/SEG_BTM_FAQ.pdf)

90.  The Trustwave Secure Email Gateway includes or utilizes a transmitter for
transmitting the input to the security computer for inspection when the first function is

mnvoked.

When a user opens a message, if the message is displayed in plain text all links will be visibly altered.
HTML messages will not be visibly altered, but hovering over a link shows the rewritten URL.

The URL of the Link Validator cloud service accessed by the email clients is:
http://scanmail.trustwave.com/

When the user clicks a link, the URL is passed to the Trustwave Link Validator for evaluation. An
information page displays briefly.

Exhibit Z
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10/
i Y, Trustwave Link Validator x \\+

é @ | scanmail. trustwave.com/?c=79458d =0Tk ImLHvKsQ 1702y c HQ Search ] Q E ‘ ﬁ @' E
St

P2 Trustwave

Smart security on demand

Trustwave Link Validator

Please wait while the link is validated as being safe or not

C

What is this?

Exhibit Z
91.  The Trustwave Secure Email Gateway includes or utilizes a receiver for
receiving an indicator from the security computer whether it is safe to invoke the second

function with the mput.
If the result is “safe”, the user is automatically redirected to the original URL.

If the result is “unsafe”, a block page displays. In some cases a link with more specific information about
the block source is included.

Exhibit Z

‘ D  scanmail. trustwave.com/?c = 79458d =h 5Tk j3aVxWbl9 X ‘Q Search ’ ﬁ E ‘ ﬁ @' E

% Trustwave

Smart security on demand

Trustwave Link Validator

The following was determined to be safe

http://example.com

You will be redirected automatically.

Exhibit HZ
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& scanmail, trustwave,com/?c =79458d=h5Tk 1 aVxWbL9 X ‘ A Sea B8 & A O =

%2 Trustwave:

Smart security on demand
Trustwave Link Validator

The URL was determined to be unsafe

Warning - Suspected phishing page. This page may be a forgery or imitation of another
website, designed to trick users into sharing personal or financial information. Entering any
personal information on this page may result in identity theft or other abuse. You can find out
more about phishing from www.antiphishing.org

Exhibit Z

92.  To the extent the Accused Products used and/or use a system that includes
modules, components or software owned by third parties, the Accused Products still
infringe the *154 Patent because Defendants are vicariously liable for the use of the
patented system by controlling the entire system and deriving a benefit from the use of
every element of the entire system.

93.  Defendants’ infringement has damaged and continues to damage Finjan in
an amount yet to be determined, of at least a reasonable royalty. Further, Defendants’
infringement also caused and continues to cause irreparable harm for which there is no
adequate remedy at law. Finjan, Finjan’s licensees, and Defendants all compete in the
cybersecurity marketplace. Defendants’ continued infringement is severely impeding
Finjan’s efforts to develop and provide competitive products and services in the
cybersecurity marketplace. Defendants’ continued infringement is also eroding the value
of the patent licenses Finjan has conferred to its licensees.

94.  Defendants have been aware of Finjan’s patents, including the 154 Patent,
for years and continued their unauthorized infringing activity despite this knowledge. As
discussed above, Finjan notified Trustwave and Singtel regarding Defendants’
infringement of the 154 Patent as early as November 2015. Even after being shown that
their products infringe the ‘154 Patent, on information and belief, Defendants made no

effort to avoid infringement. Instead, Defendants continued to incorporate their
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infringing technology into their products and services, such as those identified in this
Complaint. All of these actions demonstrate the Defendants’ disregard for Finjan’s
patent rights. As such, Defendants acted recklessly, willfully, wantonly and deliberately
engaged in acts of infringement of the *154 Patent, justifying an award to Finjan of
increased damages under 35 U.S.C. § 284, and attorneys’ fees and costs incurred under
35 U.S.C. § 285.

COUNT II: INDIRECT INFRINGEMENT OF U.S. PATENT NO. 8.141.154

95.  Finjan realleges and incorporates by reference the allegations of the
preceding paragraphs of this Complaint as if fully set forth herein.

96.  Defendants have indirectly infringed and continue to indirectly infringe—
either by having induced or contributed to, and continuing to induce or contributing to the
infringement of—at least Claim 1 of the ’154 Patent in violation of 35 U.S.C. § 271(b)
for inducement of infringement and 271(c) for contributory infringement.

97.  Defendants indirectly infringe the ’154 Patent by instructing, directing
and/or requiring others, including, but not limited to, its customers, users and developers
to use or include some of the components of the system claims, either literally or under
the doctrine of equivalents, of the 154 Patent, where all components are included or
utilized by Defendants or their customers, users or developers, or some combination
thereof.

98.  Defendants knew or were willfully blind to the fact that they were
inducing others, including customers, users, and developers, to infringe by practicing,
either themselves or in conjunction with Defendants, one or more claims of the *154
Patent.

99.  Defendants knowingly and actively aided and abetted the direct
infringement of the *154 Patent by instructing and encouraging its customers, users and
developers to use the Accused Products, including the Trustwave Secure Email Gateway.

Such instructions and encouragement include, but are not limited to, advising third parties
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to use the Accused Products in an infringing manner, providing a mechanism through
which third parties may infringe the *154 Patent (e.g., through the use of the Trustwave
Secure Email Gateway), advertising and promoting the use of the Accused Products in an
infringing manner, and distributing guidelines and instructions to third parties on how to
use the Accused Products in an infringing manner.

100. For example, Defendants provide customers, users and developers with
case studies, e-books, datasheets, whitepapers, overviews, perspectives, tips and tricks,
and other instructions advertising, promoting and encouraging the use of the Accused
Products on its websites at trustwave.com and singtel.com (which redirects to

trustwave.com). See e.g., Exhibit AA (https://trustwave.azureedge.net/media/16574/

secure-email-gateway-spe letter-final.pdf?rnd=132260111910000000), Exhibit AB

(https://trustwave.azureedge.net/media/1 6425/secure-email-gateway-

cloud.pdf?rnd=132180474070000000).

COUNT IIT: BREACH OF CONTRACT AGAINST SINGTEL

101.  Finjan realleges and incorporates by reference the allegations of the
preceding paragraphs of this Complaint as if fully set forth herein.

102.  Singtel is directly liable for royalties for all sales of products or services
that would infringe on the licensed patents included in the Contract.

103.  Singtel is liable for the non-payment of royalties pursuant to Section 3 of
the Contract.

104. Both Singtel and its affiliate Trustwave are the Licensee under Sections 1,
2, and 3 of the Contract.

105. Both Singtel and its affiliate Trustwave are jointly and severally liable for
the royalties owed under the Contract.

106. Both Singtel and its affiliate Trustwave have express payment obligations
pursuant to Section 2.5 of the Contract, based on the August 31, 2015 Acquisition of

Trustwave by Singtel that qualifies as an “Acquisition” under Section 1.1 and 1.3 of the
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Contract.

107.  Furthermore, Singtel is also liable for Trustwave’s unpaid royalties on the
licensed patents, because Trustwave acted as Singtel’s agent during negotiations to
amend the Contract.

108.  Upon information and belief, Singtel directly oversaw the renegotiation
process between Finjan and Trustwave and exerted its control over Trustwave during the
negotiations.

109. Trustwave acted as Singtel’s agent throughout the renegotiation process
and subsequent breach of the Contract.

110. Singtel and its affiliate, Trustwave, breached the Contract by refusing to
pay any royalties under the Contract in responses to third-party audits identifying
payments owed by Trustwave. Following the October 18, 2017 KPMG audit, as well as
subsequent audits and reviews, Singtel and Trustwave have refused to pay any royalties
owed, or any of the audit costs as required under the Contract.

111. Singtel breached the Contract by refusing to provide Singtel’s books and
records in order to enable an audit under the Contract.

112.  Singtel breached the Contract by refusing to pay any royalties under the
Contract following a proper examination of its books and records in order to enable an
audit under the Contract.

113.  Since the prior audits of Singtel’s affiliate, Trustwave, already determined
that the royalty amounts were underpaid by at least US$50,000, Singtel and its affiliate,
Trustwave, owe for the payments for the audits made to KPMG.

114.  Following the prior KPMG audit, as well as subsequent audits and
reviews, Singtel and Trustwave have refused to pay any royalties owed, or any of the
audit costs as required under the Contract.

115.  Singtel’s breach of the Contract has harmed Finjan, at least in the form of

damages related to unpaid royalties and audit costs.
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PRAYER FOR RELIEF

WHEREFORE, Finjan respectfully requests entry of judgment as follows:

A. Declaring that Singtel has breached the Contract and is responsible for
royalties under the licensed patents therein;

B. Declaring that all amounts due under the Contract are owed by the
Licensee post-acquisition by Singtel, from August 31, 2015 through the expiration of the
Contract, which is the last day prior to expiration of any of the patents in Exhibit A to the
Contract;

C. Declaring that Defendants have infringed U.S. Patent No. 8,141,154,
directly and indirectly, by way of inducement or contributory infringement, literally or
under the doctrine of equivalents;

D. Declaring that Defendants and all affiliates, employees, agents, officers,
directors, attorneys, successors and assigns and all those acting on behalf of or in active
concert or participation with any of them, be enjoined from infringing U.S. Patent No.
8,141,154 and from inducing the infringement of U.S. Patent No. 8,141,154, and for all
further and proper injunctive relief pursuant to 35 U.S.C. § 283;

E. An award of such past damages, not less than a reasonable royalty, that is
sufficient to fully compensate Finjan for Defendants’ infringement under 35 U.S.C.

§ 284;

F. A finding that Defendants’ infringement has been willful, wanton and
deliberate, and that the damages against Defendants be increased up to treble on this basis
or for any other basis in accordance with the law;

G. A finding that this case is “exceptional” and an award to Finjan of its costs
and reasonable attorneys’ fees, as provided by 35 U.S.C. § 285;

H. An accounting of all infringing sales and revenues, together with
prejudgment and post-judgment interest from the first date of infringement of U.S. Patent

No. 8,141,154; and
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L. Such further and other relief as the Court may deem proper and just.

DEMAND FOR JURY TRIAL

Finjan hereby demands a jury trial on all issues so triable.

/s/ Jeff Castellano

Karen E. Keller (No. 4489)

Jeff Castellano (No. 4837)

SHAW KELLER LLP

[.M. Pei Building

1105 North Market Street, 12th Floor
Wilmington, DE 19801

(302) 298-0700

OF COUNSEL.: kkeller@shawkeller.com

Bijal Vakil jeastellano@shawkeller.com
WHITE & CASE LLP Attorneys for Plaintiff Finjan, Inc.
3000 El Camino Real

2 Palo Alto Square, Suite 900
Palo Alto, CA 94306
(650) 213-0300

Dated: August 19, 2020
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CERTIFICATE OF SERVICE

I, Jeff Castellano, hereby certify that on August 19, 2020, this document was served on

the persons listed below in the manner indicated:

BY EMAIL
Jack B. Blumenfeld
Alexandra M. Cumings
MORRIS, NICHOLS, ARSHT
& TUNNELL LLP
1201 North Market Street
P.O. Box 1347
Wilmington, DE 19899
(302) 658-9200
jblumenfeld@mnat.com
acumings@mnat.com

John S. Letchinger
Matthew J. Caccamo
BAKER & HOSTETLER LLP
One North Wacker Drive
Suite 4500

Chicago, IL 60606

(312) 416-6200
jletchinger@bakerlaw.com
mcaccamo(@bakerlaw.com

Jared A. Brandyberry
BAKER & HOSTETLER LLP
1801 California Street

Suite 4400

Denver, CO 80202

(303) 861-0600
jbrandyberry@bakerlaw.com

/s/ Jeff Castellano

Karen E. Keller (No. 4489)

Jeff Castellano (No. 4837)

SHAW KELLER LLP

[.M. Pei Building

1105 North Market Street, 12th Floor
Wilmington, DE 19801

(302) 298-0700
kkeller@shawkeller.com
jeastellano@shawkeller.com
Attorneys for Plaintiff Finjan, Inc.
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SYSTEM AND METHOD FOR INSPECTING
DYNAMICALLY GENERATED EXECUTABLE
CODE

FIELD OF THE INVENTION

The present invention relates to computer security, and
more particularly to protection against malicious code such as
computer viruses.

BACKGROUND OF THE INVENTION

Computer viruses have been rampant for over two decades
now. Computer viruses generally come in the form of execut-
able code that performs adverse operations, such as modify-
ing a computer’s operating system or file system, damaging a
computer’s hardware or hardware interfaces, or automati-
cally transmitting data from one computer to another. Gener-
ally, computer viruses are generated by hackers willfully, in
order to exploit computer vulnerabilities. However, viruses
can also arise by accident due to bugs in software applica-
tions.

Originally computer viruses were transmitted as execut-
able code inserted into files. As each new virus was discov-
ered, a signature of the virus was collected by anti-virus
companies and used from then on to detect the virus and
protect computers against it. Users began routinely scanning
their file systems using anti-virus software, which regularly
updated its signature database as each new virus was discov-
ered.

Such anti-virus protection is referred to as “reactive”, since
it can only protect in reaction to viruses that have already been
discovered.

With the advent of the Internet and the ability to run execut-
able code such as scripts within Internet browsers, a new type
of virus formed; namely, a virus that enters a computer over
the Internet and not through the computer’s file system. Such
Internet viruses can be embedded within web pages and other
web content, and begin executing within an Internet browser
as soon as they enter a computer. Routine file scans are not
able to detect such viruses, and as a result more sophisticated
anti-virus tools had to be developed.

Two generic types of anti-virus applications that are cur-
rently available to protect against such Internet viruses are (i)
gateway security applications, and (ii) desktop security appli-
cations. Gateway security applications shield web content
before the content is delivered to its intended destination
computer. Gateway security applications scan web content,
and block the content from reaching the destination computer
if the content is deemed by the security application to be
potentially malicious. In distinction, desktop security appli-
cations shield against web content after the content reaches its
intended destination computer.

Moreover, in addition to reactive anti-virus applications,
that are based on databases of known virus signatures,
recently “proactive” antivirus applications have been devel-
oped. Proactive anti-virus protection uses a methodology
known as “behavioral analysis” to analyze computer content
for the presence of viruses. Behavior analysis is used to auto-
matically scan and parse executable content, in order to detect
which computer operations the content may perform. As
such, behavioral analysis can block viruses that have not been
previously detected and which do not have a signature on
record, hence the name “proactive”.

Assignee’s U.S. Pat. No. 6,092,194 entitled SYSTEM
AND METHOD FOR PROTECTING A COMPUTER AND
ANETWORK FROM HOSTILE DOWNLOADABLES, the
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contents of which are hereby incorporated by reference,
describes gateway level behavioral analysis. Such behavioral
analysis scans and parses content received at a gateway and
generates a security profile for the content. A security profile
is a general list or delineation of suspicious, or potentially
malicious, operations that executable content may perform.
The derived security profile is then compared with a security
policy for the computer being protected, to determine
whether or not the content’s security profile violates the com-
puter’s security policy. A security policy is a general set of
simple or complex rules, that may be applied logically in
series or in parallel, which determine whether or not a specific
operation is permitted or forbidden to be performed by the
content on the computer being protected. Security policies are
generally configurable, and set by an administrator of the
computer that is being protected.

Assignee’s U.S. Pat. No. 6,167,520 entitled SYSTEM
AND METHOD FOR PROTECTING A CLIENT DURING
RUNTIME FROM HOSTILE DOWNLOADABLES, the
contents of which are hereby incorporated by reference,
describes desktop level behavioral analysis. Desktop level
behavioral analysis is generally implemented during run-
time, while a computer’s web browser is processing web
content received over the Internet. As the content is being
processed, desktop security applications monitor calls made
to critical systems of the computer, such as the operating
system, the file system and the network system. Desktop
security applications use hooks to intercept calls made to
operating system functions, and allow or block the calls as
appropriate, based on the computer’s security policy.

Each of the various anti-virus technologies, gateway vs.
desktop, reactive vs. proactive, has its pros and cons. Reactive
anti-virus protection is computationally simple and fast; pro-
active virus protection is computationally intensive and
slower. Reactive anti-virus protection cannot protect against
new “first-time” viruses, and cannot protect a user if his
signature file is out of date; proactive anti-virus protection can
protect against new “first-time” viruses and do not require
regular downloading of updated signature files. Gateway
level protection keeps computer viruses at a greater distance
from a local network of computers; desktop level protection is
more accurate. Desktop level protection is generally available
in the consumer market for hackers to obtain, and is suscep-
tible to reverse engineering; gateway level protection is not
generally available to hackers.

Reference is now made to FIG. 1, which is a simplified
block diagram of prior art systems for blocking malicious
content, as described hereinabove. The topmost system
shown in FIG. 1 illustrates a gateway level security applica-
tion. The middle system shown in FIG. 1 illustrates a desktop
level security application, and the bottom system shown in
FIG. 1 illustrates a combined gateway+desktop level security
application.

The topmost system shown in FIG. 1 includes a gateway
computer 105 that receives content from the Internet, the
content intended for delivery to a client computer 110. Gate-
way computer 105 receives the content over acommunication
channel 120, and gateway computer communicates with cli-
ent computer 110 over a communication channel 125. Gate-
way computer 105 includes a gateway receiver 135 and a
gateway transmitter 140. Client computer 110 includes a
client receiver 145. Client computer generally also has a
client transmitter, which is not shown.

Client computer 110 includes a content processor 170,
such as a conventional web browser, which processes Internet
content and renders it for interactive viewing on a display
monitor. Such Internet content may be in the form of execut-
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able code, JavaScript, VBScript, Java applets, ActiveX con-
trols, which are supported by web browsers.

Gateway computer 105 includes a content inspector 174
which may be reactive or proactive, or a combination of
reactive and proactive. Incoming content is analyzed by con-
tent inspector 174 before being transmitted to client computer
110. If incoming content is deemed to be malicious, then
gateway computer 105 preferably prevents the content from
reaching client computer 110. Alternatively, gateway com-
puter 105 may modify the content so as to render it harmless,
and subsequently transmit the modified content to client com-
puter 110.

Content inspector 174 can be used to inspect incoming
content, on its way to client computer 110 as its destination,
and also to inspect outgoing content, being sent from client
computer 110 as its origin.

The middle system shown in FIG. 1 includes a gateway
computer 105 and a client computer 110, the client computer
110 including a content inspector 176. Content inspector 176
may be a conventional Signature-based anti-virus applica-
tion, or a run-time behavioral based application that monitors
run-time calls invoked by content processor 170 to operating
system, file system and network system functions.

The bottom system shown in FIG. 1 includes both a content
inspector 174 at gateway computer 105, and a content inspec-
tor 176 at client computer 110. Such a system can support
conventional gateway level protection, desktop level protec-
tion, reactive anti-virus protection and proactive anti-virus
protection.

As the hacker vs. anti-virus protection battle continues to
wage, a newer type of virus has sprung forward; namely,
dynamically generated viruses. These viruses are themselves
generated only at run-time, thus thwarting conventional reac-
tive analysis and conventional gateway level proactive behav-
ioral analysis. These viruses take advantage of features of
dynamic HTML generation, such as executable code or
scripts that are embedded within HTML pages, to generate
themselves on the fly at runtime.

For example, consider the following portion of a standard
HTML page:

<{DOCTYPE HTML PUBLIC “-/W3C//DTD HTML 4.0
Transitional//EN">
<HTML>
<SCRIPT LANGUAGE="JavaScript™>
document.write(“<h1>text that is generated at run-time</h1>");
</SCRIPT>
<BODY>
</BODY>
</HTML>

The text within the <SCRIPT> tags is JavaScript, and
includes a call to the standard function document.write( ),
which generates dynamic HTML. In the example above, the
function document.write( ) is used to generate HTML header
text, with a text string that is generated at run-time. If the text
string generated at run-time is of the form
<SCRIPT>malicious JavaScript</SCRIPT>
then the document.write( ) function will insert malicious
JavaScript into the HTML page that is currently being ren-
dered by a web browser. In turn, when the web browser
processes the inserted text, it will perform malicious opera-
tions to the client computer.

Such dynamically generated malicious code cannot be
detected by conventional reactive content inspection and con-
ventional gateway level behavioral analysis content inspec-
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tion, since the malicious JavaScript is not present in the con-
tent prior to run-time. A content inspector will only detect the
presence of a call to Document.write( ) with input text that is
yet unknown. If such a content inspector were to block all
calls to Document.write( ) indiscriminately, then many harm-
less scripts will be blocked, since most of the time calls to
Document.write( ) are made for dynamic display purposes
only.

U.S. Pat. Nos. 5,983,348 and 6,272,641, both to Ji, describe
reactive client level content inspection, that modifies down-
loaded executable code within a desktop level anti-virus
application. However, such inspection can only protect
against static malicious content, and cannot protect against
dynamically generated malicious content.

Desktop level run-time behavioral analysis has a chance of
shielding a client computer against dynamically generated
malicious code, since such code will ultimately make a call to
an operating system function. However, desktop anti-virus
protection has a disadvantage of being widely available to the
hacker community, which is always eager to find vulnerabili-
ties. In addition, desktop anti-virus protection has a disadvan-
tage of requiring installation of client software.

As such, there is a need for a new form of behavioral
analysis, which can shield computers from dynamically gen-
erated malicious code without running on the computer itself
that is being shielded.

SUMMARY OF THE DESCRIPTION

The present invention concerns systems and methods for
implementing new behavioral analysis technology. The new
behavioral analysis technology affords protection against
dynamically generated malicious code, in addition to conven-
tional computer viruses that are statically generated.

The present invention operates through a security com-
puter that is preferably remote from a client computer that is
being shielded while processing network content. During
run-time, while processing the network content, but before
the client computer invokes a function call that may poten-
tially dynamically generate malicious code, the client com-
puter passes the input to the function to the security computer
for inspection, and suspends processing the network content
pending a reply back from the security computer. Since the
input to the function is being passed at run-time, it has already
been dynamically generated and is thus readily inspected by
a content inspector. Referring to the example above, were the
input to be passed to the security computer prior to run-time,
it would take the form of indeterminate text; whereas the
input passed during run-time takes the determinate form
<SCRIPT>malicious JavaScript</SCRIPT>,
which can readily be inspected. Upon receipt of a reply from
the security computer, the client computer resumes process-
ing the network content, and knows whether to by-pass the
function call invocation.

To enable the client computer to pass function inputs to the
security computer and suspend processing of content pending
replies from the security computer, the present invention
operates by replacing original function calls with substitute
function calls within the content, at a gateway computer, prior
to the content being received at the client computer.

The present invention also provides protection against
arbitrarily many recursive levels of dynamic generation of
malicious code, whereby such code is generated via a series
of successive function calls, one within the next.

By operating through the medium of a security computer,
the present invention overcomes the disadvantages of desktop
anti-virus applications, which are available to the hacker
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community for exploit. Security applications embodying the
present invention are concealed securely within managed
computers.

There is thus provided in accordance with a preferred
embodiment of the present invention a method for protecting
a client computer from dynamically generated malicious con-
tent, including receiving at a gateway computer content being
sent to a client computer for processing, the content including
a call to an original function, and the call including an input,
modifying the content at the gateway computer, including
replacing the call to the original function with a correspond-
ing call to a substitute function, the substitute function being
operational to send the input to a security computer for
inspection, transmitting the modified content from the gate-
way computer to the client computer, processing the modified
content at the client computer, transmitting the input to the
security computer for inspection when the substitute function
is invoked, determining at the security computer whether it is
safe for the client computer to invoke the original function
with the input, transmitting an indicator of whether it is safe
for the client computer to invoke the original function with the
input, from the security computer to the client computer, and
invoking the original function at the client computer with the
input, only if the indicator received from the security com-
puter indicates that such invocation is safe.

There is further provided in accordance with a preferred
embodiment of the present invention a system for protecting
a client computer from dynamically generated malicious con-
tent, including a gateway computer, including a gateway
receiver for receiving content being sent to a client computer
for processing, the content including a call to an original
function, and the call including an input, a content modifier
for modifying the received content by replacing the call to the
original function with a corresponding call to a substitute
function, the substitute function being operational to send the
input to a security computer for inspection, and a gateway
transmitter for transmitting the modified content from the
gateway computer to the client computer, a security com-
puter, including a security receiver for receiving the input
from the client computer, an input inspector for determining
whether it is safe for the client computer to invoke the original
function with the input, and a security transmitter for trans-
mitting an indicator of the determining to the client computer,
and a client computer communicating with the gateway com-
puter and with the security computer, including a client
receiver for receiving the modified content from the gateway
computer, and for receiving the indicator from the security
computer, a content processor for processing the modified
content, and for invoking the original function only if the
indicator indicates that such invocation is safe; and a client
transmitter for transmitting the input to the security computer
for inspection, when the substitute function is invoked.

There is yet further provided in accordance with a preferred
embodiment of the present invention a computer-readable
storage medium storing program code for causing at least one
computing device to receive content including a call to an
original function, and the call including an input, replace the
call to the original function with a corresponding call to a
substitute function, the substitute function being operational
to send the input for inspection, thereby generating modified
content, process the modified content, transmit the input for
inspection, when the substitute function is invoked while
processing the modified content, and suspend processing of
the modified content, determine whether it is safe to invoke
the original function with the input, transmit an indicator of
whether it is safe for a computer to invoke the original func-
tion with the input, and resume processing of the modified
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content after receiving the indicator, and invoke the original
function with the input only ifthe indicator indicates that such
invocation is safe.

There is additionally provided in accordance with a pre-
ferred embodiment of the present invention a method for
protecting a client computer from dynamically generated
malicious content, including receiving content being sent to a
client computer for processing, the content including a call to
an original function, and the call including an input, modify-
ing the content, including replacing the call to the original
function with a corresponding call to a substitute function, the
substitute function being operational to send the input to a
security computer for inspection, and transmitting the modi-
fied content to the client computer for processing.

There is moreover provided in accordance with a preferred
embodiment of the present invention a system for protecting
a client computer from dynamically generated malicious con-
tent, including a receiver for receiving content being sent to a
client computer for processing, the content including a call to
an original function, and the call including an input, a content
modifier for modifying the received content by replacing the
call to the original function with a corresponding call to a
substitute function, the substitute function being operational
to send the input to a security computer for inspection, and a
transmitter for transmitting the modified content to the client
computer.

There is further provided in accordance with a preferred
embodiment of the present invention a computer-readable
storage medium storing program code for causing a comput-
ing device to receive content including a call to an original
function, and the call including an input, and replace the call
to the original function with a corresponding call to a substi-
tute function, the substitute function being operational to send
the input for inspection.

Thereis yet further provided in accordance with a preferred
embodiment of the present invention a method for protecting
a client computer from dynamically generated malicious con-
tent, including receiving content being sent to a client com-
puter for processing, the content including a call to an original
function, and the call including an input, modifying the con-
tent, including replacing the call to the original function with
a corresponding call to a substitute function, the substitute
function being operational to send the input for inspection,
transmitting the modified content to the client computer for
processing, receiving the input from the client computer,
determining whether it is safe for the client computer to
invoke the original function with the input, and transmitting
to the client computer an indicator of whether it is safe for the
client computer to invoke the original function with the input.

There is additionally provided in accordance with a pre-
ferred embodiment of the present invention a system for
protecting a client computer from dynamically generated
malicious content, including a receiver (i) for receiving con-
tent being sentto a client computer for processing, the content
including a call to an original function, and the call including
an input, and (ii) for receiving the input from the client com-
puter, a content modifier for modifying the received content
by replacing the call to the original function with a corre-
sponding call to a substitute function, the substitute function
being operational to send the input for inspection, an input
inspector for determining whether it is safe for the client
computer to invoke the original function with the input, and a
transmitter (i) for transmitting the modified content to the
client computer, and (ii) for transmitting an indicator of the
determining to the client computer.

There is moreover provided in accordance with a preferred
embodiment of the present invention a computer-readable
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storage medium storing program code for causing a comput-
ing device to receive content including a call to an original
function, and the call including an input, replace the call to the
original function with a corresponding call to a substitute
function, the substitute function being operational to send the
input for inspection, and determine whether it is safe for a
computer to invoke the original function with the input.

There is further provided in accordance with a preferred
embodiment of the present invention a method for protecting
a computer from dynamically generated malicious content,
including processing content received over a network, the
content including a call to a first function, and the call includ-
ing an input, transmitting the input to a security computer for
inspection, when the first function is invoked, receiving from
the security computer an indicator of whether it is safe to
invoke a second function with the input, and invoking the
second function with the input, only if the indicator indicates
that such invocation is safe.

There is yet further provided in accordance with a preferred
embodiment of the present invention a system for protecting
a computer from dynamically generated malicious content,
including a content processor (i) for processing content
received over a network, the content including a call to a first
function, and the call including an input, and (ii) for invoking
a second function with the input, only if a security computer
indicates that such invocation is safe, a transmitter for trans-
mitting the input to the security computer for inspection,
when the first function is invoked, and a receiver for receiving
an indicator from the security computer whether it is safe to
invoke the second function with the input.

There is additionally provided in accordance with a pre-
ferred embodiment of the present invention a computer-read-
able storage medium storing program code for causing a
computing device to process content received over a network,
the content including a call to a first function, and the call
including an input, transmit the input for inspection, when the
first function is invoked, and suspend processing of the con-
tent, receive an indicator of whether it is safe to invoke a
second function with the input, and resume processing of the
content after receiving the indicator, and invoke the second
function with the input only ifthe indicator indicates that such
invocation is safe.

There is moreover provided in accordance with a preferred
embodiment of the present invention a method for protecting
a client computer from dynamically generated malicious con-
tent, including receiving an input from a client computer,
determining whether it is safe for the client computer to
invoke a function with the input, and transmitting an indicator
of the determining to the client computer.

There is further provided in accordance with a preferred
embodiment of the present invention a system for protecting
a client computer from dynamically generated malicious con-
tent, including a receiver for receiving an input from a client
computer, an input inspector for determining whether it is
safe for the client computer to invoke a function with the
input, and a transmitter for transmitting an indicator of the
determining to the client computer.

There is further provided in accordance with a preferred
embodiment of the present invention a computer-readable
storage medium storing program code for causing a comput-
ing device to receive an input from a computer, determine
whether it is safe for the computer to invoke a function with
the input, and transmit an indicator of the determination to the
computer.

The following definitions are employed throughout the
specification and claims.

10

15

20

25

30

35

40

45

50

55

60

65

8

SECURITY POLICY—a set of one or more rules that deter-
mine whether or not a requested operation is permitted. A
security policy may be explicitly configurable by a computer
system administrator, or may be implicitly determined by
application defaults.

SECURITY PROFILE—information describing one or more
suspicious operations performed by executable software.

BRIEF DESCRIPTION OF THE DRAWINGS

The present invention will be more fully understood and
appreciated from the following detailed description, taken in
conjunction with the drawings in which:

FIG.11s a simplified block diagram of prior art systems for
blocking malicious content;

FIG. 2 is a simplified block diagram of a system for pro-
tecting a computer from dynamically generated malicious
executable code, in accordance with a preferred embodiment
of the present invention;

FIG. 3 is a simplified flowchart of a method for protecting
a computer from dynamically generated malicious execut-
able code, in accordance with a preferred embodiment of the
present invention;

FIG. 4 is a simplified block diagram of a system for pro-
tecting a computer from dynamically generated malicious
executable code, in which the gateway computer itself per-
forms the code inspection, in accordance with a preferred
embodiment of the present invention; and

FIG. 5 is a simplified flowchart of a method for protecting
a computer from dynamically generated malicious execut-
able code, whereby the gateway computer itself performs the
code inspection, in accordance with a preferred embodiment
of the present invention.

DETAILED DESCRIPTION

The present invention concerns systems and methods for
protecting computers against dynamically generated mali-
cious code.

Reference is now made to FIG. 2, which is a simplified
block diagram of a system for protecting a computer from
dynamically generated malicious executable code, in accor-
dance with a preferred embodiment of the present invention.
Three major components of the system are a gateway com-
puter 205, a client computer 210, and a security computer
215. Gateway computer 205 receives content from a network,
such as the Internet, over a communication channel 220. Such
content may be in the form of HTML pages, XML docu-
ments, Java applets and other such web content that is gener-
ally rendered by a web browser. Client computer 210 com-
municates with gateway computer 205 over a communication
channel 225, and communicates with security computer 215
over a communication channel 230. Gateway computer 205
receives data at gateway receiver 235, and transmits data at
gateway transmitter 240. Similarly, client computer 210
receives data at client receiver 245, and transmits data at client
transmitter 250; and security computer 215 receives data at
security receiver 260 and transmits data at security transmit-
ter 265.

It will be appreciated by those skilled in the art that the
network topology of FIG. 2 is shown as a simple topology, for
purposes of clarity of exposition. However, the present inven-
tion applies to general architectures including a plurality of
client computers 210 that are serviced by one or more gate-
way computers 205, and by one or more security computers
215. Similarly, communication channels 220, 225 and 230
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may each be multiple channels using standard communica-
tion protocols such as TCP/IP.

Moreover, the functionality of security computer 215 may
be included within gateway computer 205. Such a topology is
illustrated in FIG. 4.

The computers shown in FIG. 2 also include additional
processing modules, each of which is described in detail
hereinbelow. Gateway computer 205 includes a content
modifier 265, client computer 210 includes a content proces-
sor 270, and security computer 215 includes an inspector 275,
a database of client security policies 280, and an input modi-
fier 285.

Content modifier 265 preferably modifies original content
received by gateway computer 205, and produces modified
content, which includes a layer of protection to combat
dynamically generated malicious code. Specifically, content
modifier 265 scans the original content and identifies function
calls of the form

Function(input),

&
Content modifier 265 further modifies selected ones of the
function calls (1) to corresponding function calls

Substitute_function(input,*),

@

whereby the call to Function( ) has been replaced with a call
to Substitute junction( ). It is noted that the input intended for
the original function is also passed to the substitute function,
along with possible additional input denoted by “*”.

It will be appreciated by those skilled in the art that content
modifier 265 may modify all detected function calls, or only
a portion of the detected function calls. Functions that are
known to be safe, regardless of their inputs, need not be
modified by content modifier 265. Similarly, functions that
are not passed any inputs when invoked and are known to be
safe, also need not be modified by content modifier 265.

Preferably, when call (2) is made, the substitute function
sends the input to security computer 215 for inspection. Pref-
erably, content modifier 265 also inserts program code for the
substitute function into the content, or a link to the substitute
function. Such a substitute function may be of the following
general form shown in TABLE 1.

TABLE I

Generic substitute function

Function Substitute_function(input)

inspection_result = Call_security_computer_to_inspect (
input, ID_of_client_computer);
if (inspection_result)
Original_function(input)
else
//do nothing

Preferably, the above function call_security_computer_to_
inspect( ) passes the input intended for the original function to
security computer 215 for inspection by inspector 275. In
addition, an ID of client computer 210 is also passed to
security computer 215. For example, the ID may correspond
to a network address of client computer 210. When security
computer 215 services many such client computers 210 at
once, it uses the IDs to determine where to return each of its
many results.

Optionally, the substitute function may pass additional
parameters to security computer 215, such as the name of the
original function, or security policy information as described
hereinbelow with reference to database 280.
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The function call_security_computer_to_inspect( ) prefer-
ably returns an indicator, inspection_result, of whether it is
safe for client computer 210 to invoke the original function
call (1). The indicator may be a Boolean variable, or a variable
with more than two settings that can carry additional safety
inspection information. In addition, as described hereinbelow
with reference to input modifier 285, the function call_secu-
rity_computer_to_inspect( ) may modify the input, and return
to client computer 210 modified input to be used when invok-
ing the original function call (1), instead of the original input.
Use of input modifier 285 protects client computer 210
against recursively generated malicious code whereby the
input itself to a first function generates a call to a second
function.

For example, suppose a portion of the original content is of
the form shown in TABLE II.

TABLE I

Example original content

<{IDOCTYPE HTML PUBLIC “-//w3¢//DTD HTML 4.0
Transitional//EN">
<HTML>
<SCRIPT LANGUAGE="JavaScript”
<!
Document.write(“<hl>hello</h1>");
</SCRIPT>
<BODY>
</BODY>
</HTML>

Preferably, content modifier 265 alters the original content in
TABLE 1I to the modified form shown in TABLE III. Spe-
cifically, content modifier 265 substitutes the call to the stan-
dard function Document.write( ), with a call to the substitute
function Substitute_document.write( ), and inserts the func-
tion definition for the substitute function into the content. The
standard function Document.write( ) generally writes lines of
HTML and inserts them into the HTML page currently being
processed by a client web browser.

TABLE III

Example modified content

<IDOCTYPE HTML PUBLIC “-//w3¢/DTD HTML 4.0
Transitional /EN*>

<HTML>

<SCRIPT LANGUAGE="TJavaScript”

<!

Function Substitute_document. write(text)

inspection_result = Call_security_computer_to_inspect(text);
if inspection_result

Document.write(text)
Else

//do nothing

Substitute_document.write(“<h1>hello</h1>");
</SCRIPT>

<BODY>

</BODY>

</HTML>

Content processor 270 processes the modified content gen-
erated by content modifier 265. Content processor may be a
web browser running on client computer 210. When content
processor invokes the substitute function call (2), the input is
passed to security computer 215 for inspection. Processing of
the modified content is then suspended until security com-
puter 215 returns its inspection results to client computer 210.
Upon receiving the inspection results, client computer 210
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resumes processing the modified content. If inspection_result
is true, then client computer 210 invokes the original function
call (1); otherwise, client computer 210 does not invoke the
original function call (1).

Security computer 215 may also modify the input that is
passed to it by the substitute function. In such case, client
computer 210 invokes the original function with such modi-
fied input, instead of the original input, after receiving the
inspection results.

Input inspector 275 analyzes the input passed to security
computer 215 by client computer 210; specifically, the input
passed when client computer 210 invokes the function call
(2). Generally, input inspector 275 scans the input to deter-
mine the potentially malicious operations that it may perform,
referred to as the input’s “security profile”. Such potentially
malicious operations can include inter alia operating system
level commands, file system level commands, network level
commands, application level commands, certain URLs with
hyperlinks, and applets already known to be malicious. Secu-
rity profiles are described in assignee’s U.S. Pat. No. 6,092,
194 entitled SYSTEM AND METHOD FOR PROTECTING
A COMPUTER AND A NETWORK FROM HOSTILE
DOWNLOADABLES, the contents of which are hereby
incorporated by reference. Security profiles encompass
access control lists, trusted/un-trusted certificates, trusted/un-
trusted URLs, and trusted/un-trusted content.

After determining a security profile for the input, inspector
275 preferably retrieves information about permission set-
tings for client computer 210, referred to as client computer’s
“security policy”. Such permission settings determine which
commands are permitted to be performed by content proces-
sor 270 while processing content, and which commands are
not permitted. Security policies are also described in assign-
ee’s U.S. Pat. No. 6,092,194. Security policies are flexible,
and are generally set by an administrator of client computer
210. Preferably, security computer 215 has accesses to a
database 280 of security profile information for a plurality of
client computers. Database 280 may reside on security com-
puter 215, or on a different computer.

By comparing the input’s security profile to client com-
puter 210°s security policy, input inspector 275 determines
whether it is safe for client computer 210 to make the function
call (1). Security computer 215 sends back to client computer
210 an indicator, inspection_result, of the inspector’s deter-
mination. Comparison of a security profile to a security policy
is also described in assignee’s U.S. Pat. No. 6,092,194. Secu-
rity policies may include simple or complex logical tests for
making a determination of whether or not an input is safe.

For example, suppose the content is an HTML page, and
the function call (1) is the following JavaScript:

Document.write(“<h1><SCRIPT>Some

JavaScript</SCRIPT></h1>") 3

Such a function call serves to instruct content processor 270
to insert the text between the <h1>header tags into the HTML
pages; namely the text <SCRIPT>JavaScript</SCRIPT>
which itself invokes the JavaScript between the <SCRIPT>
tags. It is noted that the function call (1) uses a function
Document.write( ) that is normally considered to be safe.
Indeed, the function Document.write( ) does not access client
computer 210°s operating system or file system and does not
send or receive data outside of client computer 210. More-
over, the input in the call (3) to Document.write( ) may itself
be dynamically generated, and not available for inspection
prior to processing the HTML page. That s, the call may be of
the form
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Document.write(“content that is dynamically generated at
run-time”),
where input to Document.write( ) may be in the form of a text
string that itself is dynamically generated at run-time. Gen-
erally, such a function call cannot be analyzed successfully by
behavioral based anti-virus software prior to run-time.
However, when input inspector 275 receives the input from
client computer during run-time, after client computer has
invoked the substitute call (2), the input has already been
dynamically generated by content processor 270 and can thus
be readily analyzed. Referring to the example above, when
client computer 210 invokes the substitute call (2), it passes
the input string

“<h1><SCRIPT>JavaScript</SCRIPT></h1>" 4

to security computer 215. This string is then analyzed by
input inspector 275, which recognizes the JavaScript and
scans the JavaScript to determine any potentially malicious
operations it includes. If potentially malicious operations are
detected, and if they violate client computer 210°s security
policy, then inspector 275 preferably sets inspection_result to
false. Otherwise, inspector 275 preferably sets inspection_re-
sult to true.

It may thus be appreciated by those skilled in the art that
input inspector 275 is able to detect malicious code that is
generated at runtime.

Malicious code may be generated within further recursive
levels of function calls. For example, instead of the function
call (3), which invokes a single function to dynamically gen-
erate JavaScript, two levels of function calls may be used.
Consider, for example, the recursive function call

Document.write(“<hl>Document.write
(“<h1><SCRIPT>Some JavaScript</SCRIPT>

</h1>")</h1>") )

Such a function call first calls Document.write( ) to generate
the function call (3), and then calls Document.write( ) again to
generate the JavaScript. Ifthe inputs to each of the Document.
write( ) invocations in (5) are themselves dynamically gener-
ated at run-time, then one pass through input inspector may
not detect the JavaScript.

To this end, input inspector 275 preferably passes inputs it
receives to input modifier 285, prior to scanning the input.
Input modifier preferably operates similar to content modifier
265, and replaces function calls detected in the input with
corresponding substitute function calls. Referring to the
example above, when client computer 210 invokes the outer
call to Document.write( ) in (5), the input text string

“<hl>Document.write(“<h1><SCRIPT>Some

JavaScript</SCRIPT></h1>")</h1>" (6)

is passed to security computer 215. Input modifier 285 detects
the inner function call to Document.write( ) and replaces it
with a corresponding substitute function call of the form (2).
Input inspector 275 then inspects the modified input. At this
stage, if the input to the inner call to Document.write( ) has
not yet been dynamically generated, input inspector 275 may
not detect the presence of the JavaScript, and thus may not set
inspection_result to false if the JavaScript is malicious. How-
ever, security computer 215 returns the modified input to
client computer 210. As such, when content processor 270
resumes processing, it adds the modified input into the HTML
page. This guarantees that when content processor 270 begins
to process the modified input, it will again invoke the substi-
tute function for Document.write( ), which in turn passes the
input of the inner Document.write( ) call of (5) to security
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computer 215 for inspection. This time around input inspec-
tor 275 is able to detect the presence of the JavaScript, and can
analyze it accordingly.

It may thus be appreciated by those skilled in the art that
when input modifier 285 supplements input inspector 275,
inspector 275 has sufficient logic to be able to detect mali-
cious code that is generated recursively at run-time.

In addition to inspecting inputs, security computer 215
preferably maintains an event log of potential security
breaches. When input inspector 275 determines that an input
is riot safe, security computer 215 enters information about
the input and client computer 210 into a log that is available
for review by an administrator of client computer 210.

In accordance with a preferred embodiment of the present
invention, it is anticipated that many client computers 210 use
the same security computer 215 for protection. Each client
computer may independently send inputs to security com-
puter 215 for inspection. Security computer 215 may use
cache memory to save results of inspection, so as to obviate
the need to analyze the same input more than once. Use of
cache memory when working with a plurality of security
policies is described in assignee’s U.S. Pat. No. 6,965,968
entitled POLICY-BASED CACHING.

Similarly, it is anticipated that gateway computer 205 ser-
vices many client computers 210. Gateway computer may
include its own content inspector, which is useful for detect-
ing malicious content that is not dynamically generated, as
described in assignee’s U.S. Pat. No. 6,092,194.

It may be appreciated that substitute functions as in
TABLE I may also pass the name of the original function to
the security computer. That is, the call to Call_security_com-
puter_to_inspect( ) may also pass a variable, say name_of_
function, so that input inspector 275 can determine whether it
is safe to invoke the specific original function with the input.
In this way, input inspector 275 can distinguish between
different functions with the same input.

Reference is now made to FIG. 3, which is a simplified
flowchart of a method for protecting a computer from
dynamically generated malicious executable code, in accor-
dance with a preferred embodiment of the present invention.
The leftmost column of FIG. 3 shows steps performed by a
gateway computer, such as gateway computer 205. The
middle column of FIG. 3 shows steps performed by a client
computer, such as client computer 210. The rightmost column
of FIG. 3 shows steps performed by a security computer, such
as security computer 215.

At step 304, the gateway computer receives content from a
network, the content on its way for delivery to the client
computer. Such content may be in the form of an HTML web
page, an XML document, a Java applet, an EXE file, JavaS-
cript, VBScript, an ActiveX Control, or any such data con-
tainer that can be rendered by a client web browser. At step
308, the gateway computer scans the content it received, for
the presence of function calls. At step 312, the gateway com-
puter branches, depending on whether or not function calls
were detected at step 308. If function calls were detected, then
at step 316 the gateway computer replaces original function
calls with substitute function calls within the content, thereby
modifying the content. If function calls were not detected,
then the gateway computer skips step 316. At step 320, the
gateway computer sends the content, which may have been
modified at step 316, to the client computer.

At step 324 the client computer receives the content, as
modified by the gateway computer. At step 328 the client
computer begins to continuously process the modified con-
tent; i.e., the client computer runs an application, such as a
web browser or a Java virtual machine, that processes the
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modified content. At step 332, while processing the modified
content, the client computer encounters a call (2) to a substi-
tute function, such as the substitute function listed in TABLE
1. Client computer then transmits the input to the substitute
function and an identity of the client computer, to the security
computer for inspection, at step 336. The identity of the client
computer serves to inform the security computer where to
return its inspection result. Since one security computer typi-
cally services many client computers, passing client com-
puter identities is a way to direct the security computer where
to send back its results. At this point, client computer sus-
pends processing the modified content pending receipt of the
inspection results from the security computer. As mentioned
hereinabove, the client computer may also send the name of
the original function to the security computer, for consider-
ation in the inspection analysis.

At step 340 the security computer receives the input and
client computer identifier. At step 344 the security computer
scans the input for the presence of function calls. At step 348
the security computer branches, depending on whether or not
function calls were detected at step 344. If function calls were
detected, then the security computer replaces original func-
tion calls with substitute function calls at step 352, thereby
modifying the input. The security computer may insert defi-
nitions of the substitute functions into the input, as indicated
in TABLE II1, or may insert links to such definitions. Other-
wise, the security computer skips step 352. Steps 344, 348
and 352 are similar to respective steps 308, 312 and 316
performed by the gateway computer.

At step 356 the security computer scans the input, which
may have been modified at step 352, for the presence of
potentially malicious operations. Preferably, the security
computer determines a security profile for the input, which
corresponds to a list of the potentially malicious operations
that are detected.

At step 360 the security computer retrieves a security
policy that governs the client computer. The security policy
may be retrieved from a database that stores a plurality of
security policies, each policy configurable by an administra-
tor of client computers. Security policies may be set at a fine
granularity of a policy for each client computer, or at a coarser
granularity of a policy that applies to an entire department or
workgroup.

At step 364 the security computer compares the security
profile of the input under inspection with the security policy
of'the client computer, to determine if it is permissible for the
client computer to invoke an original function with the input.
Such determination may involve one or more simple or com-
plex logical tests, structured in series or in parallel, or both, as
described in assignee’s U.S. Pat. No. 6,092,194.

At step 368 the security computer branches depending on
the result of the comparison step 364. If the comparison step
determines that the input is safe; i.e., that the input’s security
profile does not violate the client computer’s security policy,
then at step 372 the security computer sets an indicator of
inspection results to true. Otherwise, at step 376 the security
computer sets the indicator to false. At step 380 the security
computer returns the indicator to the client computer. In addi-
tion, if the security computer modified the input at step 352,
then it also returns the modified input to the client computer.

At step 384 the client computer receives the indicator and
the modified input from the security computer and resumes
processing the modified content, which had been suspended
after step 336 as described hereinabove. At step 388 the client
computer branches depending on the value of the indicator it
received from the security computer. If the indicator is true,
indicating that it is safe for the client computer to invoke the
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original function call (1), then the client computer invokes the
original function using the modified input it received from the
security computer, at step 392. Otherwise, the client com-
puter does not invoke the original function, since the indicator
indicates that such invocation may be malicious to the client
computer. The client computer then loops back to step 328 to
continue processing the modified content.

As described hereinabove, steps 344, 348 and 352, which
modify the input, are useful in protecting against malicious
code that is dynamically generated in a recursive manner, as
in function call (5). The security computer may require mul-
tiple passes to detect such malicious code, and steps 344, 348
and 352 provide the mechanism for this to happen.

Reference is now made to FIG. 4, which is a simplified
block diagram of a system for protecting a computer from
dynamically generated malicious executable code, in which
the gateway computer itself performs the code inspection, in
accordance with a preferred embodiment of the present
invention. The system illustrated in FIG. 4 is similar to the
system of FIG. 2, where the functionality of the security
computer has been incorporated into the gateway computer.
The elements in FIG. 4 are thus similar in functionality to the
elements in FIG. 2.

Two major components of the system, gateway computer
405 and client computer 410 communicate back and forth
over communication channel 425. Gateway computer 405
includes a gateway receiver 435 and a gateway transmitter
440; and client computer 410 includes a client receiver 445
and a client transmitter 450. Although FIG. 4 includes only
one client computer, this is solely for the purpose of clarity of
exposition, and it is anticipated that gateway computer 405
serves many client computers 410.

Gateway computer 405 receives content, such as web con-
tent, from a network, over communication channel 420. Cli-
ent computer 410 includes a content processor 470, such as a
web browser, which processes content received from the net-
work.

In accordance with a preferred embodiment of the present
invention, gateway computer 405 includes an input inspector
475, and a content modifier 465 which also serves as an input
modifier. That is, content modifier 465 incorporates the func-
tionalities of content modifier 265 and input modifier 285
from FIG. 2. In addition, gateway computer 405 includes a
database 480 of security policies, or else has access to such a
database. The operations of input inspector 475 and content/
input modifier 465 are similar to the operations of the corre-
sponding elements in FIG. 2, as described hereinabove.

Incoming content received at gateway computer 405
passes through content modifier 465, which replaces function
calls of the form (1) with substitute function calls of the form
(2), and the modified content is transmitted to client computer
410. Content processor 470 processes the modified content
and, while processing the modified content, if it encounters a
substitute function call it sends the function’s input to inspec-
tor 475 for inspection, and suspends processing of the modi-
fied content. The input passes through input modifier 465, and
input inspector 475 analyzes the modified input for the pres-
ence of potentially malicious operations. Gateway computer
405 returns the input inspection results to client computer
410. Gateway computer 405 may also return the modified
input to client computer 410. After receiving the inspection
results, client computer 410 resumes processing the modified
content and invokes or does not invoke the original function
call, based on the inspection results.

Reference is now made to FIG. 5, which is a simplified
flowchart of a method for protecting a computer from
dynamically generated malicious executable code, whereby
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the gateway computer itself performs the code inspection, in
accordance with a preferred embodiment of the present
invention. The leftmost column indicates steps performed by
a gateway computer, such as gateway computer 405; and the
rightmost column indicates steps performed by a client com-
puter, such as client computer 410.

The method illustrated in FIG. 5 is similar to that of FIG. 3,
where steps 340-380 performed by the security computer in
FIG. 3 are performed by the gateway computer in FIG. 5. At
step 500 the gateway computer receives content from a net-
work, the content intended for delivery to the client computer.
At step 505 the gateway computer scans the content for the
presence of function calls. At step 510 the gateway computer
branches. If function calls within the content were detected at
step 505, then at step 515 the gateway computer modifies the
content by replacing original function calls of the form (1)
with corresponding substitute function calls of the form (2).
Otherwise, if function calls were not detected at step 505, then
the gateway computer skips step 515. At step 520 the gateway
computer transmits the content, which may have been modi-
fied at step 515, to the client computer.

At step 525 the client computer receives the content from
the gateway computer, and at step 530 the client computer
begins processing the content. While processing the content,
the client computer invokes a substitute function call of the
form (2) at step 535. The substitute function, being of the
form listed on TABLE 1, instructs the client computer to
transmit the function input and a client computer identifier to
the gateway computer for inspection. At step 540 the client
computer transmits the input and the identifier to the gateway
computer, and suspends processing of the content pending a
reply from the gateway computer.

At step 545 the gateway computer receives the input and
the client identifier from the client computer, and loops back
to step 505 to scan the input for the presence of function calls.
At step 510 the gateway computer branches. If function calls
within the Input were detected at step 505, then the gateway
computer modifies the input at step 515, by replacing function
calls of the form (1) with corresponding function calls of the
form (2). Otherwise, if function calls were not detected at step
505, then the gateway computer skips step 515.

The gateway computer then proceeds to step 550, and scans
the input, which may have been modified at step 515, to
identify potentially malicious operations within the input.
The potentially malicious operations identified form a secu-
rity profile for the input.

At step 555 the gateway computer retrieves a security
policy for the client computer from a database of security
policies. At step 560 the gateway computer compares the
input’s security profile with the client computer’s security
policy to determine whether or not the security profile vio-
lates the security policy. At step 565 the gateway computer
branches. If the results of step 560 indicate that the input
security profile does not violate the client computer security
policy, then it is safe for the client to invoke the original
function call, and an indicator of the inspection results is set
to true at step 570. Otherwise, the indicator is set to false at
step 575. At step 580 the gateway computer returns the indi-
cator to the client computer. The gateway computer may also
return the modified input, as modified at step 515, to the client
computer.

At step 585 the client computer receives the reply back
from the gateway computer and resumes processing of the
content, which processing had been suspended after step 540.
At step 590 the client computer branches. If the indicator was
set to true by the gateway computer at step 570, then the client
computer invokes the original function call (1). If the gateway
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computer had modified the input at step 515, then preferably
the client computer uses the modified input instead of the
original input when invoking the original function call. Oth-
erwise, if the indicator was set to false by the gateway com-
puter at step 575, then the client computer skips step 595. The
client computer then loops back to step 530 to continue pro-
cessing of the content.

Having read the above disclosure, it will be appreciated by
those skilled in the art that the present invention can be used
to provide protection to computers against both statically and
dynamically generated malicious code. Moreover, such pro-
tection may be afforded by a security computer that is remote
from the computers being protected, thus adding another
layer of security to methods and systems that embody the
present invention.

In reading the above description, persons skilled in the art
will realize that there are many apparent variations that can be
applied to the methods and systems described. Thus it may be
appreciated that the present invention applies to a variety of
computing devices, including mobile devices with wireless
Internet connections such as laptops, PDAs and cell phones.

In the foregoing specification, the invention has been
described with reference to specific exemplary embodiments
thereof. It will, however, be evident that various modifica-
tions and changes may be made to the specific exemplary
embodiments without departing from the broader spirit and
scope of the invention as set forth in the appended claims.
Accordingly, the specification and drawings are to be
regarded in an illustrative rather than a restrictive sense.

What is claimed is:
1. A system for protecting a computer from dynamically
generated malicious content, comprising:
acontent processor (i) for processing content received over
anetwork, the content including a call to a first function,
and the call including an input, and (ii) for invoking a
second function with the input, only if a security com-
puter indicates that such invocation is safe;

atransmitter for transmitting the input to the security com-
puter for inspection, when the first function is invoked;
and

areceiver for receiving an indicator from the security com-

puter whether it is safe to invoke the second function
with the input.

2. The system of claim 1 wherein said content processor (i)
suspends processing of the content after said transmitter
transmits the input to the security computer, and (ii) resumes
processing of the content after said receiver receives the indi-
cator from the security computer.

3. The system of claim 1 wherein the input is dynamically
generated by said content processor prior to being transmitted
by said transmitter.

4. A non-transitory computer-readable storage medium
storing program code for causing a computing device to:

process content received over a network, the content

including a call to a first function, and the call including
an input;

transmit the input for inspection, when the first function is

invoked, and suspend processing of the content;
receive an indicator of whether it is safe to invoke a second
function with the input; and
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resume processing of the content after receiving the indi-
cator, and invoke the second function with the input only
if the indicator indicates that such invocation is safe.

5. The non-transitory computer-readable storage medium
of claim 4 wherein the program code causes the computer
device to dynamically generate the input prior to transmitting
the input for inspection.

6. A system for protecting a computer from dynamically
generated malicious content, comprising:

a content processor (i) for processing content received over

anetwork, the content including a call to a first function,
and the first function including an input variable, and (ii)
for calling a second function with a modified input vari-
able;

atransmitter for transmitting the input variable to a security

computer for inspection, when the first function is
called; and

a receiver for receiving the modified input variable from

the security computer,

wherein the modified input variable is obtained by modi-

fying the input variable if the security computer deter-
mines that calling a function with the input variable may
not be safe.

7. The system of claim 6 wherein said content processor (i)
suspends processing of the content after said transmitter
transmits the input variable to the security computer, and (ii)
resumes processing of the content after said receiver receives
the modified input variable from the security computer.

8. The system of claim 6 wherein the input variable is
dynamically generated by said content processor prior to
being transmitted by said transmitter.

9. The system of claim 6 wherein the input variable
includes a call to an additional function, and wherein the
modified input variable includes a call to a modified addi-
tional function instead of the call to the additional function.

10. A non-transitory computer-readable storage medium
storing program code for causing a computing device to:

process content received over a network, the content

including a call to a first function, and the first function
including an input variable;

transmit the input variable for inspection, when the first

function is called, and suspend processing of the con-
tent;

receive a modified input variable; and

resume processing of the content after receiving the modi-

fied input variable, and calling a second function with
the modified input variable,

wherein the modified input variable is obtained by modi-

fying the input variable if the inspection of the input
variable indicates that calling a function with the input
variable may not be safe.

11. The non-transitory computer-readable storage medium
of claim 10 wherein the program code causes the computer
device to dynamically generate the input variable prior to
transmitting the input variable for inspection.

12. The non-transitory computer-readable storage medium
of claim 10 wherein the input variable includes a call to an
additional function, and wherein the modified input variable
includes a call to a modified additional function instead of the
call to the additional function.

#* #* #* #* #*
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Trustwave News Releases document our latest announcements, including corporate news, product and service launches and

industry accolades.

@ December 04, 2018

<@ 0 ®

Trustwave Becomes One of the Industry’s Most Comprehensive Security Companies Poised to Confront Growing Cyber Threats
Head On

CHICAGO, SINGAPORE and SYDNEY - December 4, 2018 - Singtel today announced it has pooled the cybersecurity
capabilities, technologies and resources of Singtel, Optus, Trustwave and NCS, into a single global corporate identity
operating under the Trustwave brand. The strategic measure forms one of the industry’s most comprehensive global
cybersecurity companies offering a complete range of managed security services (/en-us/services/managed-security/),
consulting, education and leading-edge technologies to help organizations worldwide contend with rapidly evolving external

and internal threats.

Through the integration, the new Trustwave can harness the synergies and strengths of Singtel’'s global cybersecurity
business, revenue, capabilities and teams across the Americas, Europe and Asia Pacific. Trustwave's global cyber business
now has about 2,000 security employees, a global network of ten connected Advanced Security Operations Centers (/en-
us/company/about-us/advanced-security-operations-centers/) (ASOCs) supported by its elite Trustwave SpiderLabs (/en-
us/company/about-us/spiderlabs/) security team, millions of businesses enrolled in its cloud-based security platform, more
than 10,000 managed security services customers, and nearly 1,000 channel partners and numerous technology partners

worldwide. The Trustwave portfolio includes many services and technologies recognized as industry-leading by analysts.

“Uniting the security assets and deep expertise of Singtel, Optus, Trustwave and NCS under one brand and single vision -
what we call the new Trustwave - is a pivotal milestone for our customers, partners, employees and company,” said Arthur
Wong, Chief Executive Officer at Trustwave. “Trustwave is well-positioned to further its role as a recognized leader in
cybersecurity and managed security services, areas vital for effective security programs as enterprises accelerate their digital
transformation. Customers benefit by having a trusted security partner with true global reach and intelligence, offering
around-the-clock monitoring, detection and eradication of threats in addition to deep regional security expertise necessary for

successfully addressing global threats and localized attack campaigns.”
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As part of the integration, Trustwave has re-designed its logo, giving it a bold modern look with new brand identity and color
—SCheme and launched a new corporate website at w.. w.iauswave.coni (htt&)?/wwv) trustwave.com). The website serves as Q

the digital hub showcasing all Trustwave offerings, including those from Singtel, Optus and NCS.

Benefits of the integration include:

= Broader security services portfolio — The new Trustwave portfolio includes managed security services, security testing,
consulting, technology solutions and cybersecurity education. The integration provides Trustwave with additional
managed security services, third-party technology solutions and cybersecurity education and training services like the

Cyber Security Institute in Singapore.

= Increased focus on industry-leading technologies — Trustwave will continue to offer both its own technologies and those
from third parties. Trustwave has added and will continue to add more industry-leading third-party technologies that are
integrated or wrapped with its managed security and consulting services to offer even more compelling solutions that

solve cybersecurity problems and challenges.

= More cybersecurity resources and talent — Through the integration of Singtel’s global cybersecurity assets under
Trustwave, the company has added more resources, employees and services to help customers protect their data and
reduce risk. At a time when there is a world-wide security skills shortage, the company has about 2,000 security
professionals worldwide delivering, selling, marketing and supporting Trustwave cybersecurity solutions and managed
security services. The added personnel complements ten interlinked Advanced Security Operations Centers responsible
for delivering continuous threat monitoring, detection and threat elimination along with threat intelligence to ensure

organizations are continuously protected regardless of location.

= Advanced security training and continued education — Trustwave has combined the training and continued education
assets from Singtel's cybersecurity businesses including Trustwave Academy and the Cyber Security Institute into a
comprehensive program delivered on-premises and remotely. Cybersecurity education has become paramount to
addressing the threat landscape through knowledge and best practices. Customers, partners and employees can learn the
latest techniques for detecting threats, defending networks, protecting data and optimizing technologies from many of the
world’s top minds in cybersecurity. Options for earning industry recognized certifications and accreditation in penetration

testing, data forensics, incident response and other fields are offered.

» Separate business unit focused on compliance — Trustwave has created a separate global Payment Card Industry (PCI)
compliance and risk management arm (https://www.trustwavecompliance.com/) to help organizations achieve and
maintain regulatory compliance. The division represents a continued commitment to focus on compliance, risk and data
privacy customer challenges while building upon Trustwave's foundation as a payment card industry data security
standard (PCI DSS) pioneer.

Industry Recognition Demonstrates Trustwave Momentum and Leadership

In 2018, renowned industry analysts worldwide recognized Trustwave for its leadership in cybersecurity and managed

security services.

Gartner, Inc., a leading information and technology and advisory company, placed Trustwave in the Leaders quadrant in the

2018 Gartner Magic Quadrant for Managed Security Services, Worldwide.'

International Data Corporation (IDC) named Trustwave a Leader in the IDC MarketScape U.S. Incident Readiness, Response,
and Resiliency Services 2018 Vendor Assessment - Beyond the Big 5 Consultancies." IDC also named Trustwave a Leader in
the IDC MarketScape: Asia/Pacific Managed Security Services 2018." Additionally, IDC named Trustwave a Leader in the IDC

MarketScape: Canadian Security Services Providers, 2018 Vendor Assessment.”
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Most recently, Frost & Sullivan presented Trustwave with the prestigious 2018 Singapore and Southeast Asia Managed

(/en-us/) Q

=Security Service Provider of the Year award.

About Trustwave

Trustwave is a leading cybersecurity and managed security services provider that helps businesses fight cybercrime, protect
data and reduce security risk. Offering a comprehensive portfolio of managed security services, security testing, consulting,
technology solutions and cybersecurity education, Trustwave helps businesses embrace digital transformation securely.
Trustwave is a Singtel company and the global security arm of Singtel, Optus and NCS, with customers in 96 countries. For

more information about Trustwave, visit https://www.trustwave.com (https://www.trustwave.com).

About Singtel

Singtel is Asia's leading communications technology group, providing a portfolio of services from next-generation
communication, technology services to infotainment to both consumers and businesses. For consumers, Singtel delivers a
complete and integrated suite of services, including mobile, broadband and TV. For businesses, Singtel offers a
complementary array of workforce mobility solutions, data hosting, cloud, network infrastructure, analytics and cyber-security
capabilities. The Group has presence in Asia, Australia and Africa and reaches over 700 million mobile customers in 21
countries. Its infrastructure and technology services for businesses span 21 countries, with more than 428 direct points of
presence in 362 cities. For more information, visit www.singtel.com (http://www.singtel.com). Follow us on Twitter at

www.twitter.com/SingtelNews (http:/www.twitter.com/SingtelNews).

"Source: Gartner, "Magic Quadrant for Managed Security Services, Worldwide" by Toby Bussa, Kelly M. Kavanagh, Pete
Shoard, Sid Deshpande, February 27, 2018.

" Source: IDC MarketScape: IDC MarketScape U.S. Incident Readiness, Response, and Resiliency Services 2018 Vendor
Assessment - Beyond the Big 5 Consultancies, (IDC# US44257117, October 2018).

it Source: IDC MarketScape: Asia/Pacific Managed Security Services 2018, (IDC# AP42609818, June 2018).

" Source: IDC MarketScape: Canadian Security Services Providers, 2018 Vendor Assessment (IDC# CA3005218, March 2018).
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