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UNITED STATES DISTRICT COURT 

FOR THE EASTERN DISTRICT OF VIRGINIA 
ALEXANDRIA DIVISION 

 
 

 
DIALECT, LLC, 
 
 Plaintiff, 
 
 v. 
AMAZON.COM, INC., and  
AMAZON WEB SERVICES, INC., 
 
 Defendants. 
 

 
No. 1:23-cv-581-TSE-JFA 
 
JURY TRIAL DEMANDED 

 
AMENDED COMPLAINT FOR PATENT INFRINGEMENT AND DAMAGES  

AND DEMAND FOR JURY TRIAL 
 

Plaintiff Dialect, LLC (“Dialect” or “Plaintiff”) files this Amended Complaint1 for Patent 

Infringement and Damages against Amazon.com, Inc.; and Amazon Web Services, Inc. (“AWS”) 

(collectively, “Amazon” or “Defendants”) and alleges as follows:  

INTRODUCTION 

1. The novel inventions disclosed in U.S. Patent Nos. 7,693,720 (the “‘720 Patent”); 

8,015,006 (the “’006 Patent”); 8,140,327 (the “’327 Patent”); 8,195,468 (the “’468 Patent”); 

9,031,845 (the “’845 Patent”); 9,263,039 (the “’039 Patent”); 9,495,957 (the “’957 Patent”) 

(collectively, the “Asserted Patents”) in this matter were invented by VoiceBox Technologies 

(“VoiceBox”). VoiceBox was a key pioneer in the fields of voice recognition technology and 

natural language understanding (“NLU”). These technologies power a wide variety of consumer 

electronics and provide key functionality for smart phones, tablets, TVs, and Internet of Things 

 
1 Attached hereto as Appendix A is a redlined version of the complaint detailing the amendments 

made. 
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(“IoT”) devices.  VoiceBox spent more than a decade developing and building key early NLU 

inventions producing one of the most valuable portfolios of technology according to the Institute 

of Electrical and Electronics Engineers (“IEEE”), including the Asserted Patents.  In recognition 

of its many innovations, the U.S. Patent & Trademark Office awarded and issued the Asserted 

Patents to VoiceBox.  The Asserted Patents in this case are the result of this substantial investment 

and research and were fundamental to the development of voice commerce technology.   

2. Over the years, the inventions claimed in the Asserted Patents have been licensed 

to key companies in the industry.  

3. Despite opportunities to do so and its knowledge of the Asserted Patents, Amazon 

has never licensed the Asserted Patents.  VoiceBox’s opportunities to promote and build a business 

based on these patents were thwarted when Amazon introduced the infringing Echo and other 

Alexa Products2 and used its enormous size and clout to poach dozens of VoiceBox Technologies’ 

engineers and scientists.  

THE PARTIES 

4. Plaintiff is the current owner and assignee of the Asserted Patents. 

 
2 “Alexa Products” collectively refers to Amazon’s Alexa virtual assistant and offerings that 

include Alexa, including the Echo product line (such as Echo 1st Gen., Echo 2nd Gen., Echo 
Dot 1st Gen., Echo Dot 2nd Gen., Echo Dot 3rd Gen., Echo Dot Kids Edition, Echo Show 1st 
Gen., Echo Show 2nd Gen., Echo Show 5, Echo Spot, Echo Plus 1st Gen., Echo Plus 2nd 
Gen., Echo Auto, and Echo Look), Amazon’s Alexa apps, Music apps, and Shopping apps on 
a smartphone or other mobile device, Amazon’s Alexa cloud, Alexa Voice Services, and 
Amazon.com website, and any other device, app, or instrumentality that includes, provides 
access to, or works with Alexa (such as Amazon Tap, Amazon Dash Wand, Echo Wall Clock, 
AmazonBasics Microwave, Amazon SmartPlug, Amazon Fire TV Sticks, Amazon Fire TVs, 
Amazon Fire TV Cubes, and Amazon Fire and Fire HD tablets) as well as software, hardware, 
and cloud infrastructure associated with any of the foregoing. Plaintiff reserves the right to 
expand upon or otherwise modify the above list during the discovery process in this case and 
is in no way limiting the scope of the accused products to what is currently listed. 
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5. Plaintiff is a Texas limited liability company with its principal place of business 

located at 133 E. Tyler St., Longview, TX 75601-7216.     

6. Amazon.com, Inc. is a corporation incorporated in Delaware and has a principal 

place of business at 410 Terry Avenue North, Seattle, WA, 98109. Amazon.com, Inc. is the 

ultimate parent company of various subsidiaries, including AWS, which are responsible for 

making, using, selling, offering for sale and/or importing Alexa Products.  Amazon maintains a 

regular and established place of business in this District through multiple permanent physical 

facilities, including in particular Amazon’s second headquarters that is located in this District.   

Amazon’s second headquarters is located in the National Landing neighborhood of Arlington, 

Virginia, which includes at least the leased properties at 241 18th St. S., 1770 Crystal Dr., 2100 

Crystal Dr., 2345 Crystal Dr., and 1800 S. Bell St., Arlington, Virginia and included at least two 

additional office buildings that were developed for and have been delivered to Amazon for 

occupancy.3  

7. AWS is a corporation incorporated in Delaware and has a principal place of 

business at 410 Terry Avenue North, Seattle, WA, 98109. AWS provides the cloud computing 

platforms that power one or more Alexa Products or are for use with one or more Alexa Products.4  

AWS is registered to do business in Virginia.5 

 

 
3 See Presentation by Joe Chapman, Director, Amazon Global Real Estate & Facilities, PenPlace, 

Amazon Arlington HQ, Site Plan Review Committee: SPRC #4, February 10, 2022 at 3, 
available at https://www.arlingtonva.us/files/sharedassets/public/projects/documents/site-
planprojects/penplace/2022_02-07-sprc-4-deck.pdf. 

4 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-
effective-amazon-ec2-inf1-instances/ 

5 https://cis.scc.virginia.gov/EntitySearch/Index 
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8. On information and belief, Amazon directly and/or indirectly develops, designs, 

manufactures, distributes, markets, offers to sell and/or sells infringing products and services in 

the United States, including in the Commonwealth of Virginia and within the Eastern District of 

Virginia, and otherwise direct infringing activities to this District in connection with their products 

and services as set forth in this Complaint.   

JURISDICTION 

9. This civil action arises under the Patent Laws of the United States, 35 U.S.C. § 1 et 

seq., including without limitation 35 U.S.C. §§ 271, 281, 283, 284, and 285. Accordingly, this 

Court has subject matter jurisdiction under, inter alia, 28 U.S.C. §§ 1331 and 1338(a).   

10. This District has general and specific personal jurisdiction over Amazon because 

Amazon has committed acts, directly or through intermediaries, in this District, giving rise to this 

action; is present in and transacts and conducts business in this District and the Commonwealth of 

Virginia; and transacts and conducts business with residents of this District and the 

Commonwealth of Virginia.   

11. Plaintiff’s causes of action arise, at least in part, from Amazon’s contacts with and 

activities in this District and the Commonwealth of Virginia.   

12. Amazon has infringed the Asserted Patents within this District and the 

Commonwealth of Virginia by making, using, selling, offering for sale, and/or importing in or into 

this District and elsewhere in the Commonwealth of Virginia, products that infringe the Asserted 

Patents, including, without limitation, products that practice the claimed methods of the Asserted 

Patents. Amazon, directly and through intermediaries, makes, uses, sells, offers for sale, imports, 

ships, distributes, advertises, promotes, and/or otherwise commercializes such infringing products 

in or into this District and the Commonwealth of Virginia. Amazon regularly conducts and solicits 
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business in, engages in other persistent courses of conduct in, and/or derives substantial revenue 

from goods and services provided to residents of this District and the Commonwealth of Virginia. 

13. This Court has general and specific personal jurisdiction over Amazon. Amazon 

has substantial contacts with the forum as a consequence of actively working on and establishing 

its second headquarters in Virginia and in this District, and Amazon conducts substantial business 

in Virginia. Amazon states in its most recent 10-K filing to the SEC for fiscal year ended December 

31, 2022, dated February 3, 2023, that “[w]e own and lease our corporate headquarters in 

Washington’s Puget Sound region and Arlington, Virginia.”  

14. Amazon sells, makes, uses, and offers for sale its products and services, including 

products and services that infringe the Plaintiff’s Asserted Patents, within the Commonwealth of 

Virginia, including to customers in Virginia.  Amazon further operates data centers in Ashburn, 

Virginia6 and has announced $35 billion in additional investment in data centers in Virginia 

through 2040.7 

15. A Court in this District has observed in April 2020:  

It must be said that Amazon is nothing if not ubiquitous in the United States. Furthermore, 

after considering 238 cities, Amazon chose Arlington in the Eastern District of Virginia as 

the location for its HQ2 and will invest $2.5 billion and 25,000 jobs in the undertaking. As 

such, Amazon cannot in good faith represent to the Court that E.D. Va. is an undesirable 

or inconvenient location to operate and do business. Litigating should not be an additional 

significant strain.  

 
6 https://www.datacenters.com/amazon-aws-ashburn 
7 https://apnews.com/article/technology-data-management-and-storage-amazoncom-inc-virginia-

business-c75df1f34069b09549fe15c99335b8fb 
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Maglula, Ltd. v. Amazon.com, Inc., No. 1:19-cv-01570, ECF No. 52 at 32-33 (E.D. Va. Apr. 9, 

2020). 

16. Amazon has further stated that it is specifically hiring for its Alexa teams at HQ2 

located in Alexandria, Virginia.  At least as early as September 2019, Amazon listed 25 open 

positions for the Alexa team at its HQ2.8  Amazon’s website stated that as of September 2021, 

Amazon was still growing its teams at HQ2, “including: software development engineers, 

technical sales representatives, program managers, and solutions architects on teams across” 

divisions including “Alexa.”9  In 2022, Amazon publicly promoted the “Alexa Teams in HQ2,” 

including multiple “Software Development Managers” that moved to HQ2 in Alexandria.10  

Amazon’s description of this video describes taking “a dive into the teams that make up Alexa at 

Amazon’s new second headquarters in Arlington, Virginia. In this video, meet different managers 

leading the Alexa teams in HQ2 to learn more about what they’re building and their favorite things 

about living in Northern Virginia.”11  Amazon further stated in the same description that “Alexa 

is hiring on all teams.”12  As of December 2022, Amazon reported that students from the University 

of the District of Columbia and the University of Maryland College Park “presented their Alexa 

Skills final projects” to “Alexa employees, and Amazon leaders at the company’s headquarters in 

Virginia (HQ2).”13 

 
8 https://www.spglobal.com/marketintelligence/en/news-insights/latest-news-headlines/amazon-

hiring-for-cloud-services-alexa-products-at-hq2-in-arlington-va-53798578 
9 https://www.aboutamazon.com/news/amazon-offices/the-next-chapter-for-hq2-sustainable-

buildings-surrounded-by-nature 
10 https://www.youtube.com/watch?v=vU2szgs2M7c 
11 Id.   
12 Id.   
13 https://www.amazon.science/academic-engagements/amazonnext-program-hosts-final-project-

presentations-at-virginia-hq2 
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17. This Court also has personal jurisdiction over Amazon, in part, because Amazon 

does continuous and systematic business in this District, including by providing infringing 

products and services to the residents of this District that Amazon knew would be used within this 

District, and by soliciting business from the residents of this District.   

18. Amazon has pled in legal filings that venue in this District is proper. In a 2020 

action filed by Amazon in this District, Amazon asserted that venue was proper under 28 U.S.C. 

§ 1391(b) because, among other things “it is a district in which Plaintiff [Amazon] maintains 

headquarters and/or substantial business operations”.  Amazon.com, Inc. v. WDC Holdings LLC, 

No. 1:20-cv-484, ECF No. 1, ¶ 26 (E.D. Va. Apr. 27, 2020). 

19. Venue is proper in this Court under 28 U.S.C. §§ 1391 and 1400(b). 

BACKGROUND 

20. In 2001, three brothers, Mike, Rich, and Bob Kennewick founded VoiceBox to 

bring NLU to a wide array of computer applications. They recognized that the typical computer 

speech-recognition systems forced human operators to adhere to a limited number of rigid speech 

prompts, typically through verbal menus of a so-called “Command and Control” system. These 

rigid prompts limited how systems were used and inhibited the widespread adoption of speech-

recognition systems. The brothers believed that VoiceBox could become the first company to 

improve voice recognition systems to enable people to naturally and effectively interact with 

computer speech systems. 

21. From its inception, VoiceBox engaged in intense research efforts to develop its 

NLU technology. As part of these efforts, VoiceBox Technologies achieved a significant milestone 

when it developed an early prototype called “Cybermind.” As demonstrated on Seattle-area 
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television news,14 Cybermind was a voice-controlled speaker that could provide weather, recipes, 

sports scores, calendar updates, or play a song. 

 
 

22. On information and belief, consumer focus groups being introduced to VoiceBox 

conversational voice technology described it as “cool,” “unbelievable,” “so fast,” “it makes you 

feel like you’re in the future already,” and “I feel like I’m in the Jetsons.”15   

23. Throughout its research and development efforts, VoiceBox realized that its 

technology could be deployed in a wide range of applications from connected home to mobile 

personal assistants. 

24. VoiceBox’s groundbreaking work did not go unrecognized. By January 2012, 

VoiceBox was a leader in NLU and conversational voice technology. Leading companies 

throughout the world, including Toyota, Lexus, TomTom, Pioneer, Chrysler, Dodge, and Magellan 

used VoiceBox’s award-winning and patented contextual speech technology. VoiceBox had 

 
14 https://www.youtube.com/watch?v=DDcRyPnvWhw  
15 https://www.youtube.com/watch?v=WCOGNnH-Bws  
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software applications that ran on smart speakers, in-car systems, smartphones, smart TVs, 

computers, tablets, e-readers, and personal navigation devices.  

25. On information and belief, in 2013 the Institute of Electrical and Electronics 

Engineers (“IEEE”) ranked VoiceBox number 13 in patent power for the computer software 

industry, ranking between SAP AG and Sony Computer Entertainment Inc.  

 
 

26. After learning about VoiceBox Technologies’ technology, Toyota hired it to build 

a sophisticated NLU speech interface for its Lexus automobiles. VoiceBox Technologies built the 

voice and NLU capability for Toyota’s award-winning Entune multimedia system.  As part of the 

development effort of an NLU interface for Lexus, VoiceBox demonstrated a personal assistant 

called “Alexus” that showcased the power of its Conversational Voice technology.  
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27. On information and belief, the VoiceBox “Alexus” concept was introduced to the 

public more than six months before Amazon announced “Alexa.”16 

AMAZON’S KNOWLEDGE OF THE ASSERTED PATENTS 

28. In 2011, VoiceBox contacted Amazon to explore a potential business relationship 

where VoiceBox would provide core NLU services to Amazon. Amazon’s corporate development 

department expressed interest and asked for “company and/or product overview slides” to facilitate 

an October 7, 2011 teleconference. In response, VoiceBox provided Amazon with a presentation 

that described its award-winning patented technology and explicitly referred to VoiceBox’s 

patented technology, including the following slides:  

 

 

 
16 https://www.youtube.com/watch?v=ymBJcuTSHJw and 

https://www.youtube.com/watch?v=w046TcaQu40  
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The slide deck is attached as Exhibit 8. 

29. Amazon was so impressed by the technology VoiceBox presented that its 

representative emailed VoiceBox the next business day to invite VoiceBox to visit Amazon’s 

offices on October 19, 2011. That meeting was with Douglas Booms, Amazon’s Vice President of 

Worldwide Corporate Development, as well as engineers and product/business development 

members of Amazon’s devices and digital teams.  

30. Two days after the meeting at Amazon, on Friday October 21, 2011, Amazon 

contacted VoiceBox and asked to visit the company’s office in the following week. VoiceBox 

agreed to host Amazon’s personnel for a meeting at VoiceBox office on October 26, 2011.  

31. On information and belief, during the October 26, 2011 meeting, VoiceBox 

presented a deck of 42 slides to the visiting Amazon personnel. The slides provided even more 

detail about VoiceBox’s patented technology and informed Amazon that VoiceBox had 12 patents 
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at the time with an additional 14 pending applications, including a number of the Asserted Patents. 

The slides included the following:  
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The slide deck is attached as Exhibit 9. 
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32. On information and belief, some of the Amazon personnel involved in the 2011 

meetings became technical leaders for Amazon’s Alexa Products while others became high-level 

executives with close working relationships with the senior leadership of Amazon.  

33. Amazon did not pursue a business relationship with VoiceBox. Instead, on 

information and belief, Amazon decided to build its Alexa Products—without telling VoiceBox or 

asking permission to use VoiceBox’s patented technology.  

34. In 2014, Amazon announced the launch of Alexa, a virtual assistant, along with the 

first-generation Echo product, a smart speaker. Amazon’s Alexa and first-generation Echo product 

were strikingly similar to the patented technology that VoiceBox showed Amazon in 2011.  

35. In 2016, Amazon abruptly hired Philippe Di Cristo, who was VoiceBox’s Chief 

Scientist. While at VoiceBox, Mr. Di Cristo gained knowledge of the company’s voice technology 

and had full access to VoiceBox’s intellectual property. As Mr. Di Cristo explains on his LinkedIn 

Page, he had worked on an “Amazon Echo- like system” while at VoiceBox.17  

 
17 https://www.linkedin.com/in/pdicristo/ 
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36. On information and belief, Mr. Di Cristo played an active role in soliciting 

additional VoiceBox employees to join Amazon. For example, shortly after Mr. Di Cristo joined 

Amazon from VoiceBox, Amazon ramped-up its efforts to recruit VoiceBox employees. 

37. On January 10, 2017, Amazon hosted an invite only networking event for 

VoiceBox employees, with the stated purpose of allowing VoiceBox employees to talk about 

opportunities at Amazon. For this event, Amazon rented out Seastar, the premier seafood 

restaurant near VoiceBox’s office.  

38. On January 17, 2017, after Amazon’s rampant poaching of VoiceBox employees 

came to light, Mike Kennewick, CEO of VoiceBox, sent a letter to Jeff Bezos, CEO of Amazon.  
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THE ASSERTED PATENTS 

39. The VoiceBox inventions contained in the Asserted Patents in this case relate to 

groundbreaking improvements to voice recognition and NLU and have particular application in 

consumer electronics such as smart phones, tablets, and IoT devices.   

U.S. PATENT NO. 7,693,720 

40. On April 6, 2010, the U.S. Patent Office duly and legally issued the ’720 Patent, 

entitled “Mobile Systems And Methods For Responding To Natural Language Speech Utterance.” 

A true and correct copy of the ’720 Patent is attached hereto as Exhibit 1. 

41. Dialect is the owner and assignee of all right, title, and interest in and to the ’720 

Patent, including the right to assert all causes of action arising under the ’720 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.  

42. As described in the ’720 Patent, “many natural language questions may be 

ambiguous or subjective.”  ’720 Patent, at 2:8-10.  While human beings are adept at interpreting 

these types of communication, they are not easily “transformed to machine processable form,” 

resulting in a uniquely challenging technological problem to building natural-language speech-

recognition interfaces for computers and vehicles.  Id. at 2:6-12.   

43. Thus, “creating a natural language speech interface that is suitable for use in the 

vehicular environment” was a difficult problem.  Id. at 1:34-36.  “Conventional computer 

interfaces” were “generally not suitable for a vehicular environment, owning to the speed of 

interaction and the inherent danger and distraction” involved.  Id. at 1:26-31.  The challenges for 

existing natural language speech interfaces included the need to “accommodate commands and 

queries from a wide range of domains and from many users with diverse preferences and needs.”  

Id. at 1:36-38.  Existing speech interfaces required queries and commands to be “highly structured” 
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in a way that is “not inherently natural to the human user,” causing natural language inputs to be 

“fundamentally incompatible” with existing solutions.  Id. at 1:49-54.   

44. As acknowledged in the ’720 Patent, despite improvements in the accuracy of 

existing speech recognition and the application of natural language processing in “parsing of 

speech queries,” no existing system overcame the “significant barriers to creating of a complete 

natural language speech-based query and response environment.”  Id. at 1:56-67.  The obstacles 

addressed by the inventions of the ’720 Patent included the fact that “most natural language queries 

and commands are incomplete in their definition” and “some questions can only be interpreted in 

the context of previous questions, knowledge of the domain, or the user’s history of interests and 

preferences.”  Id. at 2:1-8.   

45. To solve these problems, the inventors of the ’720 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing computer or vehicle systems.  For example, claim 1 recites a novel 

combination of a speech recognition engine that uses data that includes “a plurality of dictionary 

and phrase entries that are dynamically updated based on at least a history of a current dialog and 

prior dialogs associated with the user,” and a parser that interprets recognized words or phrases 

and uses data received from a plurality of domain agents, determines a context for a natural 

language speech utterance, selects a domain agents based on the context, and transforms the 

recognized words or phrases into a question or a command formulated in a grammar that the 

domain agent uses to process the formulated question or command. The recited combination also 

includes an agent architecture that communicatively couples  domain agents to a system agent in 

a vehicle system:     

1. A mobile system responsive to a user generated natural language speech 
utterance, comprising:  
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a speech unit connected to a computer device on a vehicle, wherein the speech 
unit receives a natural language speech utterance from a user and converts 
the received natural language speech utterance into an electronic signal; and  

a natural language speech processing system connected to the computer device 
on the vehicle, wherein the natural language speech processing system 
receives, processes, and responds to the electronic signal using data 
received from a plurality of domain agents, wherein the natural language 
speech processing system includes:  
a speech recognition engine that recognizes at least one of words or phrases 

from the electronic signal using at least the data received from the 
plurality of domain agents, wherein the data used by the speech 
recognition engine includes a plurality of dictionary and phrase entries 
that are dynamically updated based on at least a history of a current 
dialog and one or more prior dialogs associated with the user;  

a parser that interprets the recognized words or phrases, wherein the parser 
uses at least the data received from the plurality of domain agents to 
interpret the recognized words or phrases, wherein the parser interprets 
the recognized words or phrases by:  
determining a context for the natural language speech utterance;  
selecting at least one of the plurality of domain agents based on the 
determined context; and  
transforming the recognized words or phrases into at least one of a 
question or a command, wherein the at least one question or command 
is formulated in a grammar that the selected domain agent uses to 
process the formulated question or command; and  

an agent architecture that communicatively couples services of each of an 
agent manager, a system agent, the plurality of domain agents, and an 
agent library that includes one or more utilities that can be used by the 
system agent and the plurality of domain agents, wherein the selected 
domain agent uses the communicatively coupled services to create a 
response to the formulated question or command and format the 
response for presentation to the user. 

’720 Patent at Claim 1.  

46. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 5 shows an overall diagrammatic view of the interactive natural 

language speech processing system according to one embodiment: 
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47. The specification of the ’720 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

id. at 21:61-22:57 (describing domain agents, system agents, and their interactions); 27:1-28:6 

(describing the use of the speech recognition system and the dictionary and phrase entries); 28:25-

29:50 (describing the interactions between system and domain agents in processing questions or 

commands). 

48. In explaining the reasons or allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

With respect to Claims 1 and 28, the prior art of record fails to explicitly teach or fairly 

suggest, either taken individually or in combination, a respective vehicle-based system 

and method as is set forth in these claims that features means/steps of receiving a natural 
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language speech input from a user, processing a natural language speech input using a 

speech recognition engine, and a specific parser, and a specific agent architecture in 

combination with the speech recognition engine including a plurality of dictionary and 

phrase entries that are dynamically updated based on at least combined histories from a 

present dialog and other prior dialogs and the agent architecture featuring a agent library 

that includes one or more utilities that can be used by the system agent and the plurality 

of domain agents. 

’720 File History, Notice of Allowance (December 10, 2009) at 4 (attached as Exhibit 10).   

U.S. PATENT NO. 8,015,006 

49. On September 6, 2011, the U.S. Patent Office duly and legally issued the ’006 

Patent, entitled “Systems And Methods For Processing Natural Language Speech Utterances With 

Context-Specific Domain Agents.” A true and correct copy of the ’006 Patent is attached hereto 

as Exhibit 2. 

50. Dialect is the owner and assignee of all right, title, and interest in and to the ’006 

Patent, including the right to assert all causes of action arising under the ’006 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement. 

51. As described in the ’006 Patent, “[a] machine’s ability to communicate with 

humans in a natural manner remains a difficult problem,” in part because “machine-based queries 

(e.g., questions, commands, requests, and/or other types of communications) may be highly 

structured and are not inherently natural to the human user.” ‘006 Patent at 1:38-41.  Similarly, 

“[t]he fact that most natural language queries are incomplete in their definition is a significant 

barrier to natural human query-response interaction between humans and machines,” and “many 

natural language questions are ambiguous or subjective,” such that “the formation of a machine 
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processable query and returning of a natural language response may be difficult at best.”  ‘006 

Patent at 9:16-21.  

52. Thus, while “speech recognition” (i.e., transcribing human speech into text) had 

“steadily improved in accuracy” and was “successfully used in a wide range of applications,” (id. 

at 1:46-48) simply translating uttered speech from a user into machine-readable text form, alone, 

did not and does not overcome the additional challenges of creating a natural language query and 

response system.  Instead, existing systems were “generally unable to provide a complete 

environment for users to make natural language speech queries and receive natural-sounding 

responses” and “[t]here remain[ed] a number of significant barriers to creation of a complete 

natural language speech-based query and response environment.”  Id. at 1:50-55.   

53. To overcome these barriers, the inventors of the ’006 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing systems.  The claimed invention “makes significant use of context, 

prior information, domain knowledge, and user specific profile data to achieve a natural 

environment for one or more users making queries or commands in multiple domains.” ’006 

Patent, Abstract.  The inventions described and claimed in the ’006 Patent overcome these 

challenges in various embodiments, for example by providing a system that uses domain agents to 

organize domain specific behavior and information. Id. at 2:53–3:7. The inventions in various 

embodiments further include a system that can “determine the user’s identity by voice and name 

for each utterance,” so that “[r]ecognized words and phrases may be tagged with this identity in 

all further processing” for security and other purposes. Id. at 16:60–17:4.  

54. The novel features of the invention are recited in the claims. For example, Claim 5 

of the ’006 Patent recites a novel combination of parsing to determine a meaning and a context of 
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speech associated with a request involving a grammar by a domain agent, satisfying a 

predetermined confidence level, updating user specific vocabularies or dictionaries, and 

determining an identity of a user based on voice characteristics: 

A method for processing natural language speech utterances with context-
specific domain agents, comprising: 
receiving, at a speech unit coupled to a processing device, a natural language 

speech utterance that contains a request; 
recognizing, at a speech recognition engine coupled to the processing device, 

one or more words or phrases contained in the utterance using information 
in one or more dictionary and phrase tables; 

parsing, at a parser coupled to the processing device, information relating to the 
utterance to determine a meaning associated with the utterance and a context 
associated with the request contained in the utterance, wherein the parsed 
information includes the one or more recognized words or phrases; 

formulating, at the parser, the request contained in the utterance in accordance 
with a grammar used by a domain agent associated with the determined 
context, wherein formulating the request in accordance with the grammar 
used by the domain agent includes: 
determining one or more required values and one or more optional values 

associated with formulating the request in the grammar used by the 
domain agent; 

extracting one or more criteria and one or more parameters from one or more 
keywords contained in the one or more recognized words or phrases, 
wherein the parser extracts the one or more criteria and the one or more 
parameters using procedures sensitive to the determined context; 

inferring one or more further criteria and one or more further parameters 
associated with the request using a dynamic set of prior probabilities or 
fuzzy possibilities; and 

transforming the one or more extracted criteria, the one or more extracted 
parameters, the one or more inferred criteria, and the one or more 
inferred parameters into one or more tokens having a format compatible 
with the grammar used by the domain agent, wherein the one or more 
tokens include all the required values and one or more of the optional 
values associated with formulating the request in the grammar used by 
the domain agent; 

processing the formulated request with the domain agent associated with the 
determined context to generate a response to the utterance; and 

presenting the generated response to the utterance via the speech unit. 
’006 Patent at Claim 5.  
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55. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 1 shows an overall diagrammatic view of the interactive natural 

language speech processing system according to one embodiment: 

  

56. The specification of the ’006 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

id. at 10:56-12:18 (describing domain agents, system agents, and their interactions); 17:13-18:49 

(describing the use of the speech recognition system and the dictionary and phrase entries, parser 

and domain agents to determine context and critera); 18:50-21:25 (describing the interactions 

between system and domain agents in processing questions or commands). 
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57. In explaining the reasons for allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

Independent Claim [5] is allowable because the prior art of record does not disclose or 

reasonably suggest a combination of parsing to determine a meaning and a context of 

speech associated with a request involving a grammar by a domain agent, satisfying a 

predetermined confidence level, updating user specific vocabularies or dictionaries, and 

determining an identity of a user based on voice characteristics. Sabourin (U.S. Patent 

No. 6,208,964) teaches updating user specific vocabularies or dictionaries, but not in 

combination with satisfying a predetermined confidence level and determining an 

identity of the user based on voice characteristics of the user. Although determining an 

identity of a user based on voice characteristics is known individually for a voice profile, 

the prior art of record does not disclose or reasonably suggest that feature in combination 

with updating a user specific vocabulary when a predetermined confidence level is not 

met. 

’006 File History, Notice of Allowance (April 28, 2001) at 2 (attached as Exhibit 11).   

U.S. PATENT NO. 8,140,327 

58. On March 20, 2012, the U.S. Patent Office duly and legally issued the ’327 Patent, 

entitled “System And Method For Filtering And Eliminating Noise From Natural Language 

Utterances To Improve Speech Recognition And Parsing.” A true and correct copy of the ’327 

Patent is attached hereto as Exhibit 3. 
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59. Dialect is the owner and assignee of all right, title, and interest in and to the ’327 

Patent, including the right to assert all causes of action arising under the ’327 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.   

60. As described in the ’327 Patent, natural-language speech-recognition systems “may 

operate in many environments, including environments with background noise, point noise sources 

and people holding conversations.”  ’327 Patent, at 7:35-38.   

61. To solve these problems, the inventors of the ’327 Patent conceived of novel 

software and hardware techniques and structures (and novel combinations and ordering of 

techniques and structures) not found in existing natural-language speech-recognition systems.  For 

example, claim 14 recites a system comprising a novel combination of audio- and signal-

processing elements that includes a microphone array configured to add one or more nulls to a 

beam pattern where the one or more nulls notch out point or limited area noise sources from the 

input speech signal; an adaptive filter that (1) compares environmental noise to the input signal to 

set one or more parameters associated with an adaptive filter, (2) uses band shaping and notch 

filtering remove narrow-band noise from the input speech signal, and (3) uses adaptive echo 

cancellation to suppress cross-talk and environmentally cause echoes; a speech coder that uses 

adaptive lossy audio compression to remove momentary gaps from the input speech signal; and a 

transceiver that communicates the digitized input speech signal to a speech recognition engine at 

a rate that depends on available bandwidth:     

14. A system for filtering and eliminating noise from natural language speech 
utterances, comprising: 
a microphone array configured to add one or more nulls to a beam pattern 
steered to point in a direction associated with a user speaking a natural 
language utterance to capture an input speech signal corresponding to the 
natural language utterance, wherein the one or more nulls notch out point 
or limited area noise sources from the input speech signal; 
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an adaptive filter coupled to the microphone array, wherein the adaptive 
filter is configured to: 

receive the input speech signal corresponding to the natural language 
utterance from the microphone array and compare environmental, noise to 
the input speech signal to set one or more parameters associated with the 
adaptive filter; 
use band shaping and notch filtering to remove narrow-band noise from 
the input speech signal received from the microphone array according to 
the one or more parameters; and 
suppress cross-talk and environmentally caused echoes in the input speech 
signal received from the microphone array using adaptive echo 
cancellation; 

a speech coder arranged between the adaptive filter and a speech recognition 
engine, wherein the speech coder is configured to receive the input speech 
signal passed through the adaptive filter and use adaptive lossy audio 
compression to remove momentary gaps from the input speech signal and 
variable rate sampling to compress and digitize the input speech signal, 
wherein the speech coder optimizes the adaptive lossy audio compression 
and the variable rate sampling to only preserve components in the input 
speech signal that will be input to the speech recognition engine; and 
a transceiver configured to communicate the digitized input speech signal 
from a buffer in the speech coder to the speech recognition engine at a rate 
that depends on available bandwidth associated with a communication link 
that connects the transceiver and the speech recognition engine. 

’327 Patent at claim 14.  

62. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 1 shows an overall diagrammatic view of the interactive natural 

language speech processing system according to one embodiment: 
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63. The specification of the ’327 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

id. at 15:42-60 (describing microphone arrays and beam forming); 15:61-16:10 (describing 

adaptive filters); 16:11-27 (describing speech encoders); 15:29-41 (describing adaptive rate 

limiting of data transmission); 16:11-27 (same). 

64. In explaining the reasons or allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

Regarding independent claims 1 and 14, the prior art of record does not disclose or 

reasonably suggest the combination of receiving a natural language utterance for speech 

recognition that includes all the details of a microphone array that adds one or more nulls 

to a beam pattern steered to a notch out point or limited area noise sources, comparing 

environmental noise to set one or more parameters associated with an adaptive filter, 

where the adaptive filter uses band shaping and notch filtering to remove narrow-band 
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noise, using adaptive echo cancellation to suppress cross-talk and environmentally 

caused echoes, sending the adaptively filtered speech to a speech coder that uses adaptive 

lossy audio compression to remove momentary gaps and variable rate sampling to 

compress the speech signal that is optimized to preserve components, and transmitting 

the digitized input speech from a buffer at a rate that depends upon available bandwidth 

between the speech coder and a speech recognition 

engine. 

’327 File History, Notice of Allowance (November 21, 2011) at 2  (attached as Exhibit 12).   

U.S. PATENT NO. 8,195,468 

65. On June 5, 2012, the U.S. Patent Office duly and legally issued the ’468 Patent, 

entitled “Mobile Systems And Methods Of Supporting Natural Language Human-Machine 

Interactions.” A true and correct copy of the ’468 Patent is attached hereto as Exhibit 4. 

66. Dialect is the owner and assignee of all right, title, and interest in and to the ’468 

Patent, including the right to assert all causes of action arising under the ’468 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.   

67. The ‘’468 Patent explains that “Telematic systems are systems that bring human-

computer interfaces to mobile environments. Conventional computer interfaces use some 

combination of keyboards, keypads, point and click techniques and touch screen displays. These 

conventional interface techniques are generally not suitable for a mobile environments, due at least 

in part to the speed of interaction and the inherent danger and distraction. Therefore, speech 

interfaces are being adopted in many telematic applications.  However, creating a natural language 

speech interface that  is suitable for use in the mobile environment has proved difficult.”  ’468 

Patent at 1:26-39  “The fact that most natural language requests and commands are incomplete in 
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their definition is a significant barrier to natural language query-response interaction. Further, 

some questions can only be interpreted in the context of previous questions, knowledge of the 

domain, or the user’s history of interests and preferences. Thus, some natural language questions 

and commands may not be easily transformed to machine processable form. Compounding this 

problem, many natural language questions may be ambiguous or subjective. In these cases, the 

formation of a machine processable query and returning of a natural language response is difficult 

at best.  Id. at 2:6-18. 

68. As the ’468 Patent explains, prior to the inventions disclosed therein, a machine’s 

ability to communicate with humans in a natural manner was a difficult technical problem in need 

of a technical solution. As described in the specification, under the existing systems and devices 

“verbal communications and machine processing of requests that are extracted from the verbal 

communications may be fundamentally incompatible,” because the existing systems and devices 

use requests that are “highly structured and may not be inherently natural to the human user.” Id. 

at 1:53-58.  

69. To solve these problems, the inventors of the ’468 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing mobile systems.  For example, claim 19 recites a novel method of 

processing a combination of speech and non-speech inputs that receives multimodal natural 

language input from a user including a natural language utterance and a non-speech input, 

identifies the user, creates and merges transcripts of the inputs using a speech recognition engine 

and a semantic knowledge-based model that includes personalized and general models derived 

from prior interactions with the identified user and multiple users, and an environmental model 

derived from the identified user’s environment.  The method identifies entries in a context stack 
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matching information in the merged transcription, and determines the most likely context from the 

matched entries.  It then identifies a domain agent associated with the most likely context, 

communicates a request to the domain agent and generates a response to the user from content 

provided by the domain agent:  

A method for processing multi-modal natural language inputs, comprising: 
receiving a multi-modal natural language input at a conversational voice 
user interface, the multi-modal input including a natural language utterance 
and a non-speech input provided by a user, wherein a transcription module 
coupled to the conversational voice user interface transcribes the non-
speech input to create a non-speech-based transcription; 
identifying the user that provided the multi-modal input; 
creating a speech-based transcription of the natural language utterance 
using a speech recognition engine and a semantic knowledge-based model, 
wherein the semantic knowledge-based model includes a personalized 
cognitive model derived from one or more prior interactions between the 
identified user and the conversational voice user interface, a general 
cognitive model derived from one or more prior interactions between a 
plurality of users and the conversational voice user interface, and an 
environmental model derived from an environment of the identified user 
and the conversational voice user interface; 
merging the speech-based transcription and the non-speech-based 
transcription to create a merged transcription; 
identifying one or more entries in a context stack matching information 
contained in the merged transcription; 
determining a most likely context for the multi-modal input based on the 
identified entries; 
identifying a domain agent associated with the most likely context for the 
multi-modal input; 
communicating a request to the identified domain agent; and 
generating a response to the user from content provided by the identified 
domain agent as a result of processing the request. 

’468 Patent at claim 19.  

70. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 8 illustrates one exemplary embodiment: 
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71. The specification of the ’468 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

’468 Patent at 23:58-24:40. 

72. In explaining the reasons or allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

The prior art of record does not teach the combination of limitations in independent 

claims (1, 15, 19), including multi-modal natural language speech and non- speech input 

being transcribed and merged, identifying a user with a conversational speech analysis 
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engine which uses a semantic knowledge-based model including a personalized cognitive 

model derived from one or more prior interactions between the identified user and the 

mobile device, a general cognitive model derived from one or more prior interactions 

between a plurality of users and the mobile device, and an environmental model derived 

from an environment of the identified user and the mobile device, and a knowledge-

enhanced speech recognition engine that identifies one or more entries in a context stack 

matching information contained in the merged transcription and determines a most likely 

context for the multi-modal natural language input based on the identified entries, and 

response generation by a domain agent associated with the most likely context identified 

by the system, where the domain agent receives a request. 

’468 File History, Notice of Allowance (October 23, 2011) at 2 (attached as Exhibit 13).   

U.S. PATENT NO. 9,031,845 

73. On May 12, 2015, the U.S. Patent Office duly and legally issued the ’845 Patent, 

entitled “Mobile Systems And Methods For Responding To Natural Language Speech Utterance.” 

A true and correct copy of the ’845 Patent is attached hereto as Exhibit 5. 

74. Dialect is the owner and assignee of all right, title, and interest in and to the ’845 

Patent, including the right to assert all causes of action arising under the ’845 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.  

75. As described in the ’845 Patent, “many natural language questions may be 

ambiguous or subjective.”  ’845 Patent, at 2:13-15.  While human beings are adept at interpreting 

these types of communication, they are not easily “transformed to machine processable form,” 

resulting in a uniquely challenging technological problem to building natural-language speech-

recognition interfaces for computers and vehicles.  Id. at 2:10-17.  Furthermore, “retrieval of both 
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local and network hosted online information and processing of commands in a natural manner” 

was “a difficult problem in any environment, especially onboard vehicles.”  Id. at 1:47-50. 

76. Thus, “creating a natural language speech interface that is suitable for use in the 

vehicular environment” was a difficult problem.  Id. at 1:38-40.  “Conventional computer 

interfaces” were “generally not suitable for a vehicular environment, owning to the speed of 

interaction and the inherent danger and distraction” involved.  Id. at 1:30-35.  The challenges for 

existing natural language speech interfaces included the need to “accommodate commands and 

queries from a wide range of domains and from many users with diverse preferences and needs.”  

Id. at 1:40-42.  Existing speech interfaces required queries and commands to be “highly structured” 

in a way that is “not inherently natural to the human user,” causing natural language inputs to be 

“fundamentally incompatible” with existing solutions.  Id. at 1:53-58.   

77. Compounding these problems, a natural language speech interface in a vehicular 

environment has its own unique challenges.  Vehicular speech interfaces using “wireless 

communications” increase “the chances that queries will not complete or return useful results.”  

Id. at 2:29-31.  Additionally, the system may include “controls of a critical nature or with safety 

implications,” which may need to be executed on-board the vehicle to “verify that a command will 

not create a hazardous condition before it is executed.”  Id. at 9:48-52; see also id. at 16:53-17:4. 

78. As acknowledged in the ’845 Patent, despite improvements in the accuracy of 

existing speech recognition and the application of natural language processing in “parsing of 

speech queries,” no existing system overcame the “significant barriers to creating of a complete 

natural language speech-based query and response environment.”  Id. at 1:62-2:4.  The obstacles 

addressed by the inventions of the ’845 Patent included the fact that “most natural language queries 

and commands are incomplete in their definition” and “some questions can only be interpreted in 
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the context of previous questions, knowledge of the domain, or the user’s history of interests and 

preferences.”  Id. at 2:5-11.   

79. To solve these problems, the inventors of the ’845 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing computer or vehicle systems.  For example, claim 1 recites a novel 

configuration of software structures that processes a natural-language input in order to determine 

the domain and the context of the user’s input, transforms the input into a command or query that 

can be processed by the system based on the domain and the context, and uses the transformed 

input to selectively execute the command or query on-board the vehicle or to invoke a wide area 

network wireless device to execute the command or query off-board the vehicle:     

1. A mobile system for processing natural language utterances, comprising:  
one or more physical processors at a vehicle that are programmed to execute one 

or more computer program instructions which, when executed, cause the 
one or more physical processors to:  
receive a natural language utterance associated with a user;  
perform speech recognition on the natural language utterance;  
parse and interpret the speech recognized natural language utterance;  
determine a domain and a context that are associated with the parsed and 

interpreted natural language utterance;  
formulate a command or query based on the domain and the context; 

determine whether the command or query is to be executed on-board or 
off-board the vehicle;  

execute the command or query at the vehicle in response to a determination 
that the command or query is to be executed on-board the vehicle; and  

invoke a device that communicates wirelessly over a wide area network to 
process the command or query such that the command or query is 
executed off-board the vehicle in response to a determination that the 
command or query is to be executed off-board the vehicle. 

’845 Patent at Claim 1.  

80. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 2 shows an overall block diagram of the system according to 
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an embodiment in which “the main speech processing unit 98 and speech unit 128 are external to 

the [Telematics Control Unit(s)]”:   

 

See also, id. at 18:48-52.  Additionally, Figure 5 shows an overall diagrammatic view of the 

interactive natural language speech processing system according to one embodiment: 
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81. The specification of the ’845 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

id. at 3:52-65 (describing wireless communications with vehicle-related systems); 4:10-5:2 

(describing the use of domain specific behavior and data); 7:24-63 (describe the use of domain and 

context information in formulating commands and queries); 16:36-18:39 (describing the 

integration and interaction between vehicle systems and wide area networks); 24:37-61 (describing 

the use of user-specific context in formulating commands and queries). 

82. In explaining the reasons for allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

However, in Funk, the decision of whether to process the Request on-board or off-board 

is based on keyword recognition of the input speech. Funk does not teach that it has an 
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on-board capability for natural language processing beyond keyword spotting. If a 

keyword corresponding to the car sensors is not spotted in the input speech, Funk sends 

the speech processing off-board such that the natural language processing for determining 

such a query is done by the Voice Portal which is not onboard. (Funk, Figures 3 or 4 and 

Col. 7, line 50 to Col. 8, line 9.) 

Junqua (U.S. 6,598,018) teaches natural language processing and extraction of command 

or query entirely on-board a vehicle but not sending the query off-board. 

The references provided by the IDS of 4/24/2014, that were prior to the filing date of 

7/15/2003 of the parent application or the priority date of 7/15/2002 of the provisional 

application to which the parent claims priority, including Quilici (U.S. 7,974,875) which 

pertains to the use of telephone, were considered. These references do not combine the 

multimodal and natural language input in a car/vehicle/automobile and determining a 

command or query from the natural language input based on the context of the input and 

then making the decision to perform a command or query that is obtained from speech 

recognizing the natural language on-board or sending it off-board. 

’845 File History, Notice of Allowance (December 30, 2014) at 10-11 (attached as Exhibit 14).   

U.S. PATENT NO. 9,263,039 

83. On February 16, 2016, the U.S. Patent Office duly and legally issued the ’039 

Patent, entitled “Systems And Methods For Responding To Natural Language Speech Utterance.” 

A true and correct copy of the ’039 Patent is attached hereto as Exhibit 6. 

84. Dialect is the owner and assignee of all right, title, and interest in and to the ’039 

Patent, including the right to assert all causes of action arising under the ’039 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.  
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85. As described in the ’039 Patent, a “machine’s ability to communicate with humans 

in a natural manner” was “a difficult problem.”  ’039 Patent, at 1:39-40.  While human beings are 

adept at communicating with an understanding of the context and domain knowledge of the target 

they are attempting to communicate with, “machine-based queries may be highly structured and 

may not be inherently natural to the human user” resulting in a uniquely challenging technological 

problem to building natural-language speech-recognition interfaces.  Id. at 1:40-49.   

86. As acknowledged in the ’039 Patent, despite improvements in the accuracy of 

existing speech recognition and the application of natural language processing in “parsing of 

speech queries,” no existing system overcame the “significant barriers to creating of a complete 

speech-based and/or non-speech-based natural language query and response environment.”  Id. at 

1:52-61.  Among the challenges in developing natural-language speech-recognition interfaces was 

the fact that “the question[s] asked or the response[s] received” from users “are incomplete, 

ambiguous or subjective.”  Id. at 1:30-35.  The inventive elements of the ’039 Patent are directed 

to a system that can process communications with “incomplete thoughts, incomplete sentences, 

incomplete phrases, slang terminology, repeated words, word variations, synonyms, or other 

imperfect information.”  Id. at 2:1-7.   

87. To solve these problems, the inventors of the ’039 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing speech-recognition computer control systems.  For example, claim 

13 recites a novel configuration of software structures that transcribes the speech and non-speech 

communications to create speech-based and non-speech-based textual messages, merges the 

speech-based and non-speech based textual messages; searches the merged query for text 

combinations, compares the text combinations to context description grammar, generates a 
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relevance score based on that comparison, selects a domain agent based on the relevance score, 

and organizing content based on the results from the relevance score to generate a response:     

13. A method of processing speech and non-speech communications, 
comprising: 
receiving the speech and non-speech communications; 
transcribing the speech and non-speech communications to create a speech-
based textual message and a non-speech-based textual message; 
merging the speech-based textual message and the non-speech-based 
textual message to generate a query; 
searching the query for text combinations; 
comparing the text combinations to entries in a context description 
grammar; 
accessing a plurality of domain agents that are associated with the context 
description grammar; 
generating a relevance score based on results from comparing the text 
combinations to entries in the context description grammar; 
selecting one or more domain agents based on results from the relevance 
score; 
obtaining content that is gathered by the selected domain agents; and 
generating a response from the content, wherein the content is arranged in 
a selected order based on results from the relevance score. 

’039 Patent at Claim 13.  

88. Embodiments of these claimed elements are shown and described in the 

specification.  For example, Figure 1 shows an overall diagrammatic view of the interactive natural 

language speech processing system according to one embodiment: 
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Additionally, Figure 5 shows a process for correctly interpreting a user’s utterance according to 

one embodiment: 
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89. The specification of the ’039 Patent describes how these claim elements help the 

overall system overcome the technical limitations of existing speech recognition systems.  See e.g., 

id. at 13:61-14:37 (describing comparison to context description grammar and relevance scoring); 

20:20-58 (describing improved word recognition accuracy using data from context description 

grammar); 21:28-36 (describing a scoring system); 23:19-29 (describing a scoring system); 28:4-

31 (describing the process of Figure 5); 28:56-29:8 (describing selection of agents). 

90. In explaining the reasons or allowing the claims, the United States Patent and 

Trademark Office described how the closest existing prior art did not disclose or teach the claimed 

combination of inventive elements: 

The prior art of record does not disclose or suggest the combination of a comparison 

module that compares text combinations to entries in a context description grammar, a 

scoring module that provides relevance scores based on the results from the comparison 

module, a domain agent selector that selects domain agents based on results from the 

scoring module, and a response generating module that generates a response from the 

content, wherein the content is arranged in a selected order based on results from the 

scoring module, as required by independent claim 1. Independent claims 13 and 19 recite 

similar limitations, and are allowed for similar reasons as claim 1. 

’039 File History, Notice of Allowance (October 15, 2015) at 3 (attached as Exhibit 15).   

U.S. PATENT NO. 9,495,957 

91. On November 15, 2016, the U.S. Patent Office duly and legally issued the ’957 

Patent, entitled “Mobile Systems And Methods Of Supporting Natural Language Human-Machine 

Interactions.” A true and correct copy of the ’957 Patent is attached hereto as Exhibit 7. 
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92. Dialect is the owner and assignee of all right, title, and interest in and to the ’957 

Patent, including the right to assert all causes of action arising under the ’957 Patent and the right 

to sue and obtain any remedies for past, present, or future infringement.   

93. The ’957 Patent explains that “Telematic systems are systems that bring human-

computer interfaces to mobile environments. Conventional computer interfaces use some 

combination of keyboards, keypads, point and click techniques and touch screen displays. These 

conventional interface techniques are generally not suitable for a mobile environments, due at least 

in part to the speed of interaction and the inherent danger and distraction. Therefore, speech 

interfaces are being adopted in many telematic applications.  However, creating a natural language 

speech interface that  is suitable for use in the mobile environment has proved difficult.”  ’957 

Patent at 1:35-46.  “The fact that most natural language requests and commands are incomplete in 

their definition is a significant barrier to natural language query-response interaction. Further, 

some questions can only be interpreted in the context of previous questions, knowledge of the 

domain, or the user’s history of interests and preferences. Thus, some natural language questions 

and commands may not be easily transformed to machine processable form. Compounding this 

problem, many natural language questions may be ambiguous or subjective. In these cases, the 

formation of a machine processable query and returning of a natural language response is difficult 

at best.  Id. at 2:13-24. 

94. As the ’957 Patent explains, prior to the inventions disclosed therein, a machine’s 

ability to communicate with humans in a natural manner was a difficult technical problem in need 

of a technical solution. As described in the specification, under the existing systems and devices 

“verbal communications and machine processing of requests that are extracted from the verbal 

communications may be fundamentally incompatible,” because the existing systems and devices 
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use requests that are “highly structured and may not be inherently natural to the human user.” Id. 

at 1:63-68.  

95. To solve these problems, the inventors of the ’957 Patent conceived of novel 

software techniques and structures (and novel combinations and ordering of techniques and 

structures) not found in existing mobile systems.  For example, claim 1 recites a novel computer 

system for processing a natural language utterance that generates a context stack of context 

information that corresponds to prior utterances, performs speech recognition to determine words 

in the utterance, identifies context entries in the context stack that correspond to the words by 

comparing entries from the context stack to the words and generates rank scores for the context 

entries based on the comparison.  Based on the words and the context information, the system 

determines a command or request associated with the utterance: 

1. A system for processing a natural language utterance, the system including 
one or more processors executing one or more computer program modules 
which, when executed, cause the one or more processors to: 
generate a context stack comprising context information that corresponds to 
a plurality of prior utterances, wherein the context stack includes a plurality 
of context entries; 
receive the natural language utterance, wherein the natural language 
utterance is associated with a command or is associated with a request; 
determine one or more words of the natural language utterance by 
performing speech recognition on the natural language utterance; 
identify, from among the plurality of context entries, one or more context 
entries that correspond to the one or more words, wherein the context 
information includes the one or more context entries, wherein identifying 
the one or more context entries comprises: 

comparing the plurality of context entries to the one or more words; 
generating, based on the comparison, one or more rank scores for 
individual context entries of the plurality of context entries; and 
identifying, based on the one or more rank scores, the one or more 
context entries from among the plurality of context entries; and 
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determine, based on the determined one or more words and the context 
information, the command or the request associated with the natural 
language utterance. 

’957 Patent at claim 1.  

96. Embodiments of these claimed elements are shown and described in the 

specification.  For example, the specification explains: 

According to yet another alternative embodiment of the invention, context information may 

be determined from a command or request that is presented as a text message and/or a 

command or request that is presented as a verbal utterance and processed using a multi-

pass automatic speech recognition module that transcribes the verbal utterance to a text 

message…. 

According to one embodiment of the invention, the text message may be searched for a 

particular character, group of characters, word, group of words, and other text 

combinations. The text combination may be compared against entries in a context 

description grammar that is associated with each agent 106. If a match is identified between 

an active grammar in the context description grammar and the command and/or request, 

then the match may be scored. The agents 106 may be ranked based on the determined 

score. In generating an aggregate response from the one or more responses received from 

the agents 106, the ordering of the responses from the individual agents may be determined 

based on the rank of agents 106. The aggregate response may be generated by a response 

generator module. Agents 106 may update a context stack, that includes an ordered list of 

command contexts, to enable follow-up requests. 

’957 Patent at 20:16-46. 
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AMAZON’S USE OF THE PATENTED TECHNOLOGY 

97. Amazon is a digital and retail conglomerate that provides inter alia internet cloud 

services, software products, digital products, and internet-enabled hardware in the United States 

and worldwide. In its 10-K filing for fiscal year 2022, Amazon  reported consolidated total net 

sales of over $513 billion.  

98. Among the products and services that Amazon makes, uses, sells, and/or offers to 

sell in the United States, and/or imports into the United States, are: the “Alexa Products”—

Amazon’s Alexa virtual assistant and offerings that include Alexa, including the Echo product line 

(such as Echo 1st Gen., Echo 2nd Gen., Echo Dot 1st Gen., Echo Dot 2nd Gen., Echo Dot 3rd 

Gen., Echo Dot Kids Edition, Echo Show 1st Gen., Echo Show 2nd Gen., Echo Show 5, Echo 

Spot, Echo Plus 1st Gen., Echo Plus 2nd Gen., Echo Auto, and Echo Look), Amazon’s Alexa apps, 

Music apps, and Shopping apps on a smartphone or other mobile device, Amazon’s Alexa cloud, 

Alexa Voice Services, and Amazon.com website, and any other device, app, or instrumentality 

that includes, provides access to, or works with Alexa (such as Amazon Tap, Amazon Dash Wand, 

Echo Wall Clock—servers, network infrastructure, tablets, and internet of things (“IoT”) devices 

(collectively, the “Accused Products”), which infringe the Asserted Patents as described in the 

counts below.  

99. On information and belief, Amazon also provides third-party developers of 

automobiles, electronic hardware, and software with interfaces to the Alexa Products in order to 

encourage those developers to design, make, use, import into the United States, offer to sell, and 

sell products and services capable of being voice-controlled by the Accused Products.  
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FIRST COUNT 
(Infringement of U.S Patent No. 7,693,720) 

100. Dialect incorporates by reference the allegations set forth in Paragraphs 1–99 as 

though fully set forth herein.  

101. The claims of the ’720 Patent are valid and enforceable. 

102. The claims of the ’720 Patent are directed to patentable subject matter. Specifically, 

Claim 1 of the ’720 Patent is directed to a novel vehicular speech-recognition system including 

the claimed novel speech recognition engine, parser, and agent architecture. The inventive, 

tangible claimed structures of the ’720 Patent improve on existing natural language processing 

systems as described above. The claimed inventions provide specific concrete solutions not known 

or used in the prior art. 

103. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’720 Patent, including at least the 

Alexa Products, operating via tablets, smartphones, automobile infotainment systems, or other 

devices supporting in-vehicle Alexa functionality such as the Echo Auto, Alexa Auto SDK and 

Alexa Mobile Accessory Kit (collectively, the “Accused Automotive Products and Services”).  

104. Each of the Accused Automotive Products and Services contains elements that are 

identical or equivalent to each claimed element of the patented invention pointed out by at least 

Claim 1 of the ’720 Patent.  

105. Each of the Accused Automotive Products and Services comprises a mobile system 

responsive to a user generated natural language speech utterance. 
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106. For example, Amazon describes how the Alexa Auto SDK and Alexa Mobile 

Accessory Kit provide mobile solutions for hands-free interactions.18 

 

 

Amazon further describes the Alexa Auto SDK as enabling speech recognition, Automatic Speech 

Recognition and Natural Language Understanding.19 

 
18 https://developer.amazon.com/en-US/alexa/alexa-auto/vehicles#experiences 
19 https://developer.amazon.com/en-US/blogs/alexa/alexa-auto/2019/09/enabling-offline-access-

to-alexa-in-vehicles-with-local-voice-control-extension-to-alexa-auto-sdk-v2-0 
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Amazon further describes Echo Auto as enabling hands-free features.20 

 

107. Each of the Accused Automotive Products and Services comprises a speech unit 

connected to a computer device on a vehicle, wherein the speech unit receives a natural language 

speech utterance from a user and converts the received natural language speech utterance into an 

electronic signal. 

 
20 https://developer.android.com/training/cars/apps/poi 
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108. For example, Amazon describes how Alexa can be built into a vehicle that 

comprises an in-cabin microphone and speakers connected to the automotive head unit.21 

 

Amazon further describes how Alexa Mobile Accessory Kit manufacturers must support encoding 

for the received natural language utterance to convert the utterance into an electronic signal.22  

 

 
21 https://developer.amazon.com/en-US/alexa/alexa-auto/vehicles#experiences 
22 https://developer.amazon.com/en-US/docs/alexa/ama-kit/ama-kit-hw-security-reqs.html 
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Amazon further requires that the Alexa Mobile Accessory Kits include Bluetooth connections that 

can connect to a computing device on board the vehicle.23 

 

109. Each of the Accused Automotive Products and Services comprises a natural 

language speech processing system connected to the computer device on the vehicle, wherein the 

natural language speech processing system receives, processes, and responds to the electronic 

signal using data received from a plurality of domain agents. 

110. For example, Amazon describes Alexa as recognizing speech and determining what 

the user wants before sending a request to invoke a skill that can fulfill the request.24 

 
23 Id.   
24 https://developer.amazon.com/en-US/docs/alexa/ask-overviews/what-is-the-alexa-skills-

kit.html 
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111. Each of the Accused Automotive Products and Services comprises a speech 

recognition engine that recognizes at least one of words or phrases from the electronic signal using 

at least the data received from the plurality of domain agents, wherein the data used by the speech 

recognition engine includes a plurality of dictionary and phrase entries that are dynamically 

updated based on at least a history of a current dialog and one or more prior dialogs associated 

with the user.   

112. For example, Amazon describes how Alexa recognizes words or phrases using 

information from different Alexa intents and based on at least a history of the current dialog.25 

 
25 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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Amazon further describes Alexa tracking “previously provided information.”26 

 

Further, Amazon describes how Alexa uses phrase slot types.27 

 
26 https://developer.amazon.com/en-US/docs/alexa/conversations/about-alexa-conversations.html 
27 https://developer.amazon.com/en-US/docs/alexa/custom-skills/slot-type-reference.html 
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As another example, Amazon describes best practices for maintaining lists of key words and 

phrases.28 

 

 
28 https://developer.amazon.com/en-US/docs/alexa/custom-skills/understand-name-free-

interaction-for-custom-skills.html 
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Alexa Products further record previous interactions and maintain a history “to learn more about 

you as they listen.”29 

 

113. Each of the Accused Automotive Products and Services comprises a parser that 

interprets the recognized words or phrases, wherein the parser uses at least the data received from 

the plurality of domain agents to interpret the recognized words or phrases, wherein the parser 

interprets the recognized words or phrases by determining a context for the natural language speech 

utterance; selecting at least one of the plurality of domain agents based on the determined context; 

and transforming the recognized words or phrases into at least one of a question or a command, 

wherein the at least one question or command is formulated in a grammar that the selected domain 

agent uses to process the formulated question or command. 

114. For example, Amazon describes the Alexa Auto SDK as enabling speech 

recognition.30 

 
29 https://www.amazon.com/b?ie=UTF8&node=23608617011 
30 https://developer.amazon.com/en-US/blogs/alexa/alexa-auto/2019/09/enabling-offline-access-

to-alexa-in-vehicles-with-local-voice-control-extension-to-alexa-auto-sdk-v2-0 
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Amazon further describes how Alexa finds the most relevant skill for a given utterance..31 

 

Amazon further describes how Alexa formulates a question or command based on the grammar 

of different Alexa intents.32 

 
31 https://www.amazon.science/blog/the-scalable-neural-architecture-behind-alexas-ability-to-

select-skills 
32 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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Amazon further describes how grammar has “been a tool in Alexa’s NLU toolkit since well before 

the first Echo device shipped.”33 

 
33 https://www.amazon.science/blog/tools-for-generating-synthetic-data-helped-bootstrap-alexas-

new-language-releases 
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115. Each of the Accused Automotive Products and Services comprises an agent 

architecture that communicatively couples services of each of an agent manager, a system agent, 

the plurality of domain agents, and an agent library that includes one or more utilities that can be 

used by the system agent and the plurality of domain agents, wherein the selected domain agent 

uses the communicatively coupled services to create a response to the formulated question or 

command and format the response for presentation to the user. 
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116. For example, Amazon describes how the Alexa platform provides the infrastructure 

to support a variety of skills.34 

 

 
34 https://developer.amazon.com/en-US/docs/alexa/ask-overviews/what-is-the-alexa-skills-

kit.html#:~:text=Skills%20are%20like%20apps%20for,to%20control%20cloud%2Dconnecte
d%20devices 
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Further, Amazon describes how the Alexa infrastructure supports a user’s interaction with an 

Alexa skill.35 

 

117. Amazon has long known about the ’720 Patent.  

118. Amazon has been aware of the ’720 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

119. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’720 Patent because Amazon has the technical expertise to understand the 

 
35 https://developer.amazon.com/it-IT/docs/alexa/workshops/build-an-engaging-skill/why-

build/index.html 
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scope and content of the ’720 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Automotive Products and Services, as well as the nature and extent of their use by others. 

At a minimum, Amazon has knowledge of the ’720 Patent at least as of the filing of this Complaint. 

120. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 1 of the ’720 Patent in violation of at least 35 U.S.C. § 271(b), 

(c), and (f).  

121. Users of the Accused Automotive Products and Services directly infringe at least 

Claim 1 of the ’720 Patent when they use the Accused Automotive Products and Services in the 

ordinary, customary, and intended way.  

122. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Automotive Products and Services within 

the United States in the ordinary, customary, and intended way by, directly or through 

intermediaries, supplying the Accused Automotive Products and Services to businesses and 

consumers within the United States, and instructing and encouraging such businesses and 

consumers to use the Accused Automotive Products and Services in the ordinary, customary, and 

intended way by activities related to selling, marketing, advertising, promotion, support, and 

distribution of the Accused Automotive Products and Services, which Amazon knew infringes at 

least Claim 1 of the ’720 Patent, or, alternatively, was willfully blind to the infringement.  

123. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 
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Accused Automotive Products and Services within the United States, by, directly or through 

intermediaries, instructing and encouraging such customers to import, make, use, sell, offer to sell, 

or otherwise commit acts of infringement with respect to the Accused Automotive Products and 

Services in the United States by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Automotive Products and Services, which Amazon knew 

infringes at least Claim 1 of the ’720 Patent, or, alternatively, was willfully blind to the 

infringement.  

124. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 1 of the ’720 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’720 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

125. On information and belief, in violation of 35 U.S.C. § 271(f)(1), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States all or a substantial portion of the components of the patented invention of at least 

Claim 1 of the ’720 Patent, where such components are uncombined in whole or in part, in such 

manner as to actively induce the combination of such components outside of the United States in 

a manner that would infringe the patent if such combination occurred within the United States.  

126. On information and belief, in violation of 35 U.S.C. § 271(f)(2), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States components of the patented invention of at least Claim 1 of the ’720 Patent that are 
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especially made or especially adapted for use in the invention and not staple articles or 

commodities of commerce suitable for substantial noninfringing use, where such components are 

uncombined in whole or in part, knowing that such components are so made or adapted and 

intending that such components will be combined outside of the United States in a manner that 

would infringe the patent if such combination occurred within the United States.  

127. Amazon is not licensed or otherwise authorized to practice the claims of the ’720 

Patent.  

128. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’720 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 1.  

129. As a result of Amazon’s infringement of the ’720 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

130. On information and belief, in addition to Amazon’s knowledge of the ’720 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’720 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 

infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’720 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 
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131. Accordingly, Amazon’s infringement of the ’720 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

132. Amazon’s infringement of Dialect’s rights under the ’720 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

SECOND COUNT 
(Infringement of U.S Patent No. 8,015,006) 

133. Dialect incorporates by reference the allegations set forth in Paragraphs 1–132 as 

though fully set forth herein.  

134. The claims of the ’006 Patent are valid and enforceable. 

135. The claims of the ’006 Patent are directed to patentable subject matter. Specifically, 

Claim 5 of the ’006 Patent is directed to a novel natural-language speech-recognition system 

including the claimed novel combination of parsing to determine a meaning and a context of 

speech associated with a request involving a grammar by a domain agent, satisfying a 

predetermined confidence level, updating user specific vocabularies or dictionaries, and 

determining an identity of a user based on voice characteristics. The inventive, tangible claimed 

structures of the ’006 Patent improve on existing natural language processing systems as described 

above. The claimed inventions provide specific concrete solutions not known or used in the prior 

art. 

136. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 
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services that embody the invention disclosed and claimed in the ’006 Patent, including at least the 

Accused Products.  

137. Each of the Accused Products contains elements that are identical or equivalent to 

each claimed element of the patented invention pointed out by at least Claim 5 of the ’006 Patent.  

138. Each of the Accused Products comprises a method for processing natural language 

speech utterances with context-specific domain agents. 

139. For example, Amazon describes Alexa as processing the speech or a customer.36   

 

140. Each of the Accused Products comprises receiving, at a speech unit coupled to a 

processing device, a natural language speech utterance that contains a request.   

141. For example, Amazon describes Alexa as receiving a user request at an Alexa 

device such as an Echo Dot or Echo Show.37 

 
36 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/get-deeper/custom-skills 
37 Id.   
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142. Each of the Accused Products comprises recognizing, at a speech recognition 

engine coupled to the processing device, one or more words or phrases contained in the utterance 

using information in one or more dictionary and phrase tables. 

143. For example, Amazon describes Alexa as processing the user request with speech 

recognition and natural language understanding.38 

 

Amazon further describes Alexa as using a “wide range of sentences, phrases, and words that users 

are likely to say.39 

 
38 Id. 
39 https://developer.amazon.com/en-US/alexa/alexa-haus/voice-fundamentals 
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144. Each of the Accused Products comprises parsing, at a parser coupled to the 

processing device, information relating to the utterance to determine a meaning associated with 

the utterance and a context associated with the request contained in the utterance, wherein the 

parsed information includes the one or more recognized words or phrases. 

145. For example, Amazon describes Alexa as using intents, slots, and sample utterances 

for a skill, where an intent represents an action that fulfills a request.40   

 

Amazon further describes Alexa intents assigning identified data to different slots based on the 

intent.41 

 
40 https://developer.amazon.com/en-US/docs/alexa/custom-skills/create-intents-utterances-and-

slots.html 
41 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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Amazon’s Alexa Machine Learning team further describes a system for referring back to slots in 

the context during a conversation.42 

 

 
42 “Contextual Slot Carryover for Disparate Schemas,” Naik (Amazon) et al. 2018. 
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146. Each of the Accused Products comprises formulating, at the parser, the request 

contained in the utterance in accordance with a grammar used by a domain agent associated with 

the determined context. 

147. For example, Amazon describes Alexa as formulating requests contained in the user 

utterance in accordance with Alexa intents.43 

 

Amazon further describes how grammar has “been a tool in Alexa’s NLU toolkit since well before 

the first Echo device shipped.”44 

 
43 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
44 https://www.amazon.science/blog/tools-for-generating-synthetic-data-helped-bootstrap-alexas-

new-language-releases 
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148. Each of the Accused Products comprises determining one or more required values 

and one or more optional values associated with formulating the request in the grammar used by 

the domain agent. 

149. For example, Amazon describes Alexa as supporting slots that are variables that a 

function acts upon.45 

 
45 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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150. Each of the Accused Products comprises extracting one or more criteria and one or 

more parameters from one or more keywords contained in the one or more recognized words or 

phrases, wherein the parser extracts the one or more criteria and the one or more parameters using 

procedures sensitive to the determined context. 

151. For example, Amazon describes Alexa as identifying and assigning keywords into 

different slots based on the intent.46 

 
46 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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152. Each of the Accused Products comprises inferring one or more further criteria and 

one or more further parameters associated with the request using a dynamic set of prior 

probabilities or fuzzy possibilities. 

153. For example, Amazon describes Alexa as inferring parameters for a request using 

the history of the current interaction.47 

 
47 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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Amazon further states that their approach makes decisions “about slot values mentioned in 

context” and “the probability that any given carryover decision is the correct one.”48 

 
48 Id.  
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154. Each of the Accused Products comprises transforming the one or more extracted 

criteria, the one or more extracted parameters, the one or more inferred criteria, and the one or 

more inferred parameters into one or more tokens having a format compatible with the grammar 

used by the domain agent, wherein the one or more tokens include all the required values and one 

or more of the optional values associated with formulating the request in the grammar used by the 

domain agent. 

155. For example, Amazon describes Alexa as formulating requests based on the 

combination of data assigned to slots based on the intent.49 

 
49 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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156. Each of the Accused Products comprises processing the formulated request with 

the domain agent associated with the determined context to generate a response to the utterance. 

157. For example, Amazon describes Alexa as processing a skill interaction model and 

skill application logic to produce a response.50 

 
50 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/get-deeper/custom-skills 
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158. Each of the Accused Products comprises presenting the generated response to the 

utterance via the speech unit. 

159. For example, Amazon describes Alexa as providing text to speech services to 

generate the response to the user’s request.51 

 

160. Amazon has long known about the ’006 Patent.  

161. Amazon has been aware of the ’006 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

 
51 Id.  
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162. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’006 Patent because Amazon has the technical expertise to understand the 

scope and content of the ’006 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Products, as well as the nature and extent of their use by others. At a minimum, Amazon 

has knowledge of the ’006 Patent at least as of the filing of this Complaint. 

163. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 5 of the ’006 Patent in violation of at least 35 U.S.C. § 271(b) 

and (c).  

164. Users of the Accused Products directly infringe at least Claim 5 of the ’006 Patent 

when they use the Accused Products in the ordinary, customary, and intended way.  

165. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Products within the United States in the 

ordinary, customary, and intended way by, directly or through intermediaries, supplying the 

Accused Products to businesses and consumers within the United States, and instructing and 

encouraging such businesses and consumers to use the Accused Products in the ordinary, 

customary, and intended way by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Products, which Amazon knew infringes at least Claim 5 

of the ’006 Patent, or, alternatively, was willfully blind to the infringement.  

166. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 
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Accused Products within the United States, by, directly or through intermediaries, instructing and 

encouraging such customers to import, make, use, sell, offer to sell, or otherwise commit acts of 

infringement with respect to the Accused Products in the United States by activities related to 

selling, marketing, advertising, promotion, support, and distribution of the Accused Products, 

which Amazon knew infringes at least Claim 5 of the ’006 Patent, or, alternatively, was willfully 

blind to the infringement.  

167. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 5 of the ’006 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’006 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

168. Amazon is not licensed or otherwise authorized to practice the claims of the ’006 

Patent.  

169. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’006 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 5.  

170. As a result of Amazon’s infringement of the ’006 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

171. On information and belief, in addition to Amazon’s knowledge of the ’006 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 
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continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’006 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 

infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’006 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

172. Accordingly, Amazon’s infringement of the ’006 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

173. Amazon’s infringement of Dialect’s rights under the ’006 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

THIRD COUNT 
(Infringement of U.S Patent No. 8,140,327) 

174. Dialect incorporates by reference the allegations set forth in Paragraphs 1–173 of 

the Complaint as though fully set forth herein.   

175. The claims of the ’327 Patent are valid and enforceable. 

176. The claims of the ’327 Patent are directed to patentable subject matter. Specifically, 

Claim 14 of the ’327 Patent is directed to a novel system for eliminating noise from natural 

language speech utterances including the claimed novel microphone array, adaptive filter, speech 

coder, and transceiver. The inventive, tangible claimed structures of the ’327 Patent improve on 
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existing natural language processing input systems as described above. The claimed inventions 

provide specific concrete solutions not known or used in the prior art. 

177. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’327 Patent, including at least the 

Accused Products.  

178. Each of the Accused Products contains elements that are identical or equivalent to 

each claimed element of the patented invention pointed out by at least Claim 14 of the ’327 Patent.  

179. Each of the ’327 Patent Accused Products comprises a system for filtering and 

eliminating noise from natural language speech utterances.   

180. For example, Amazon describes Alexa devices as using the same technology as the 

Amazon Alexa Premium Voice Far-Field Development Kit.52 

 
52 https://developer.amazon.com/blogs/alexa/post/80facfd2-1176-4c4f-94ac-

4c5c781011ca/amazon-alexa-premium-far-field-voice-development-
kit#:~:text=The%20Amazon%20Alexa%20Premium%20Far%2DField%20Voice%20Develo
pment%20Kit%20uses,playing%20music%20at%20loud%20volumes 
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Amazon further describes this technology as allowing devices to pick up voice requests in noisy 

environments and while playing music at loud volumes.53 

 
53 https://developer.amazon.com/en-US/alexa/solution-providers/dev-kits/amazon-premium-

voice 
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181. Each of the ’327 Patent Accused Products comprises a microphone array 

configured to add one or more nulls to a beam pattern steered to point in a direction associated 

with a user speaking a natural language utterance to capture an input speech signal corresponding 

to the natural language utterance, wherein the one or more nulls notch out point or limited area 

noise sources from the input speech signal.   

182. Amazon describes the technology of Alexa devices as using a microphone array 

that supports beam forming.54 

 
54 https://developer.amazon.com/blogs/alexa/post/80facfd2-1176-4c4f-94ac-

4c5c781011ca/amazon-alexa-premium-far-field-voice-development-
kit#:~:text=The%20Amazon%20Alexa%20Premium%20Far%2DField%20Voice%20Develo
pment%20Kit%20uses,playing%20music%20at%20loud%20volumes 
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Amazon’s applied scientist in the Alexa Speech group specifically discussed the beam former for 

dealing with the noise robustness of the system.55 
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Amazon further describes in its documentation of Alexa “Hardware Configurations” how 

beamforming results “in an increase in SNR and a reduction in reverberation in the audio 

signal.”56 

 

Amazon has further published papers about the SIR Beam Selector for Amazon Echo Devices.57 

  

Amazon further describes how “Amazon scientists recommend car manufacturers use a signal-

processing technique called beamforming that steers microphone arrays toward a voice signal.”58 

 

183. Each of the ’327 Patent Accused Products comprises an adaptive filter coupled to 

the microphone array, wherein the adaptive filter is configured to: receive the input speech signal 

corresponding to the natural language utterance from the microphone array and compare 
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environmental noise to the input speech signal to set one or more parameters associated with the 

adaptive filter.  

184. Amazon’s applied scientist in the Alexa Speech group specifically discussed using 

an adaptive filter for echo cancellation changes based on what it’s hearing.59 

 

Amazon further describes the AEC algorithm that “estimates the acoustic echo path and the 

acoustic echo between the loudspeaker and microphone components,” which “is then subtracted 

form the microphone signal.”60 

 

185. Each of the ’327 Patent Accused Products comprises an adaptive filter configured 

to use band shaping and notch filtering to remove narrow-band noise from the input speech signal 

received from the microphone array according to the one or more parameters.   

 
56 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/audio-hardware-

configurations.html 
57 https://assets.amazon.science/da/c2/71f5f9fa49f585a4616e49d52749/sir-beam-selector-for-

amazon-echo-devices-audio-front-end.pdf 
58 https://www.amazon.science/news-and-features/the-science-behind-alexa-in-vehicles 
59 https://www.amazon.jobs/fr/landing_pages/icassp 
60 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/audio-hardware-

configurations.html 
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186. Amazon’s applied scientist in the Alexa Speech group specifically discussed using 

an adaptive filter for echo cancellation changes.61 

 

187. Each of the ’327 Patent Accused Products comprises an adaptive filter configured 

to suppress cross-talk and environmentally caused echoes in the input speech signal received from 

the microphone array using adaptive echo cancellation. 

188. Amazon’s applied scientist in the Alexa Speech group specifically discussed using 

an adaptive filter for echo cancellation changes.62 

 

 
61 https://www.amazon.jobs/fr/landing_pages/icassp 
62 https://www.amazon.jobs/fr/landing_pages/icassp 
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Amazon further describes in its documentation of Alexa “Hardware Configurations” how 

“Acoustic Echo Cancellation” subtracts acoustic echo “from the microphone signal to obtain a 

near echo-free microphone signal.”63 

 

Amazon further describes how it recommends a “technique called acoustic echo cancellation” to 

car manufacturers for integration of Alexa.64 

 

 

189. Each of ’327 Patent Accused Products comprises a speech coder arranged between 

the adaptive filter and a speech recognition engine, wherein the speech coder is configured to 

receive the input speech signal passed through the adaptive filter and use adaptive lossy audio 

compression to remove momentary gaps from the input speech signal and variable rate sampling 

 
63 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/audio-hardware-

configurations.html 
64 https://www.amazon.science/news-and-features/the-science-behind-alexa-in-vehicles 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 100 of 174 PageID# 539



101 

to compress and digitize the input speech signal, wherein the speech coder optimizes the adaptive 

lossy audio compression and the variable rate sampling to only preserve components in the input 

speech signal that will be input to the speech recognition engine.   

190. For example, Amazon describes Alexa encoding segments of the audio stream.65 

 

Furthermore, Amazon describes the compression techniques used by Alexa.66 

 

 
65 https://www.amazon.science/blog/on-device-speech-processing-makes-alexa-faster-lower-

bandwidth 
66 Id. 
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191. Each of ’327 Patent Accused Products comprises a transceiver configured to 

communicate the digitized input speech signal from a buffer in the speech coder to the speech 

recognition engine at a rate that depends on available bandwidth associated with a communication 

link that connects the transceiver and the speech recognition engine.   

192. For example, Amazon describes Alexa sending audio streams to the cloud in frames 

for off-device processing.67 

 

Amazon further describes how Alexa uses Opus to send captured audio to the Alexa Voice Service 

(AVS).68 

 

 
67 https://www.amazon.science/blog/on-device-speech-processing-makes-alexa-faster-lower-

bandwidth 
68 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/speechrecognizer.html 
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Furthermore, the Opus codec is “highly tuned to allow it to quickly optimize between optimal 

fidelity for the available bandwidth.”69 

 

Furthermore, the Internet Engineering Task Force (IETF) RFC 6716—Definition of the Opus 

Audio Codec—specifies that an Opus encoder “should select which coding mode to use at run-

time depending on the conditions.”70 

 

193. Amazon has long known about the ’327 Patent.  

194. Amazon has been aware of the ’327 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

195. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’327 Patent because Amazon has the technical expertise to understand the 

 
69 https://www.wowza.com/blog/opus-codec-the-audio-format-explained 
70 https://datatracker.ietf.org/doc/html/rfc6716 
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scope and content of the ’327 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Products, as well as the nature and extent of their use by others. At a minimum, Amazon 

has knowledge of the ’327 Patent at least as of the filing of this Complaint. 

196. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 14 of the ’327 Patent in violation of at least 35 U.S.C. § 271(b), 

(c), and (f).  

197. Users of the Accused Products directly infringe at least Claim 14 of the ’327 Patent 

when they use the Accused Products in the ordinary, customary, and intended way.  

198. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Products within the United States in the 

ordinary, customary, and intended way by, directly or through intermediaries, supplying the 

Accused Products to businesses and consumers within the United States, and instructing and 

encouraging such businesses and consumers to use the Accused Products in the ordinary, 

customary, and intended way by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Products, which Amazon knew infringes at least Claim 

14 of the ’327 Patent, or, alternatively, was willfully blind to the infringement.  

199. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 

Accused Products within the United States, by, directly or through intermediaries, instructing and 

encouraging such customers to import, make, use, sell, offer to sell, or otherwise commit acts of 
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infringement with respect to the Accused Products in the United States by activities related to 

selling, marketing, advertising, promotion, support, and distribution of the Accused Products, 

which Amazon knew infringes at least Claim 14 of the ’327 Patent, or, alternatively, was willfully 

blind to the infringement.  

200. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 14 of the ’327 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’327 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

201. On information and belief, in violation of 35 U.S.C. § 271(f)(1), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States all or a substantial portion of the components of the patented invention of at least 

Claim 14 of the ’327 Patent, where such components are uncombined in whole or in part, in such 

manner as to actively induce the combination of such components outside of the United States in 

a manner that would infringe the patent if such combination occurred within the United States.  

202. On information and belief, in violation of 35 U.S.C. § 271(f)(2), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States components of the patented invention of at least Claim 14 of the ’327 Patent that are 

especially made or especially adapted for use in the invention and not staple articles or 

commodities of commerce suitable for substantial noninfringing use, where such components are 

uncombined in whole or in part, knowing that such components are so made or adapted and 
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intending that such components will be combined outside of the United States in a manner that 

would infringe the patent if such combination occurred within the United States.  

203. Amazon is not licensed or otherwise authorized to practice the claims of the ’327 

Patent.  

204. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’327 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 14.  

205. As a result of Amazon’s infringement of the ’327 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

206. On information and belief, in addition to Amazon’s knowledge of the ’327 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’327 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 

infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’327 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

207. Accordingly, Amazon’s infringement of the ’327 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 
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warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

208. Amazon’s infringement of Dialect’s rights under the ’327 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

FOURTH COUNT 
(Infringement of U.S Patent No. 8,195,468) 

209. Dialect incorporates by reference the allegations set forth in Paragraphs 1–208 of 

the Complaint as though fully set forth herein.   

210. The claims of the ’468 Patent are valid and enforceable. 

211. The claims of the ’468 Patent are directed to patentable subject matter. Specifically, 

Claim 19 of the ’468 Patent is directed to a novel method for processing multimodal natural 

language inputs using the claimed speech recognition engine and semantic knowledge-based 

model, context stack and domain agent.  The inventive, tangible claimed structures of the ’468 

Patent improve on existing natural language processing systems as described above. The claimed 

inventions provide specific concrete solutions not known or used in the prior art. 

212. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’468 Patent, including at least the 

Alexa Products, operating via tablets, smartphones, or other devices supporting non-speech inputs 

such as the Echo Show (collectively, the “Accused Multi-modal Products and Services”)..  
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213. Each of the Accused Multi-modal Products and Services contains elements that are 

identical or equivalent to each claimed element of the patented invention pointed out by at least 

Claim 19 of the ’468 Patent.  

214. Each of the Accused Multi-modal Products and Services comprises a method for 

processing multi-modal natural language inputs.   

215. For example, Amazon describes Alexa as processing natural language requests 

from a customer via multi-modal input systems such as the Echo Show.71 

 

Amazon further describes the Alexa Multimodal Response Builder.72 

 
71 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/start 
72 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-authoring-

tool.html#use-mmrb 
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Amazon further describes the Alexa Multi-Modal API for supporting multi-modal inputs.73 

 
73 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/avs-apl-overview.html 
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216. Each of the Accused Multi-modal Products and Services comprises receiving a 

multi-modal natural language input at a conversational voice user interface, the multi-modal input 

including a natural language utterance and a non-speech input provided by a user, wherein a 

transcription module coupled to the conversational voice user interface transcribes the non-speech 

input to create a non-speech-based transcription.   

217. For example, Amazon describes how the Alexa Voice Service processes a natural 

language request.74 

 
74 https://developer.amazon.com/fr/blogs/alexa/post/b015c5bd-2b01-4f7f-923e-

dd34c998f3d0/avs-tech-series-the-basics-of-amazon-alexa-developer-tools-and-services 
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Amazon further discloses that Alexa converts the sound to text and that text is processed to 

understand what the user means.75 

 

Amazon further describes how Alexa Presentation Language processes multi-modal inputs 

including speech and non-speech elements.76 

 
75 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
76 https://developer.amazon.com/en-US/blogs/alexa/alexa-skills-kit/2020/07/new-alexa-

presentation-language-1-4 
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Amazon further describes how Alexa captures and responds to key presses by the user.77 

 

Amazon provides sample code of keyboard event handlers.78 
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218. Each of the Accused Multi-modal Products and Services comprises identifying the 

user that provided the multi-modal input.   

219. For example, Amazon describes Alexa Voice ID, which recognizes users when they 

speak.79 

 
77 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-for-screen-

devices.html 
78 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-actionable-

component.html 
79 https://www.amazon.com/gp/help/customer/display.html?nodeId=GYCXKY2AB2QWZT2X 
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Amazon further describes how Voice ID is enabled for Alexa skills.80 

 

 
80 https://developer.amazon.com/en-US/docs/alexa/custom-skills/request-recognized-speaker-

contact-information.html 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 114 of 174 PageID# 553



115 

220. Each of the Accused Multi-modal Products and Services comprises creating a 

speech-based transcription of the natural language utterance using a speech recognition engine and 

a semantic knowledge-based model, wherein the semantic knowledge-based model includes a 

personalized cognitive model derived from one or more prior interactions between the identified 

user and the conversational voice user interface, a general cognitive model derived from one or 

more prior interactions between a plurality of users and the conversational voice user interface, 

and an environmental model derived from an environment of the identified user and the 

conversational voice user interface.   

221. For example, Amazon describes how Alexa converts the sound into text.81 

 

Amazon further describes how Voice ID allows Alexa to personalize responses based on prior 

interactions with the identified user.82 

 
81 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
82 https://www.amazon.com/gp/help/customer/display.html?nodeId=GYCXKY2AB2QWZT2X 
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Amazon further describes Alexa’s model as including training from a large generalized corpus.83 

 

Amazon further describes how the Intent Request History REST API can “get the aggregated and 

anonymized transcriptions of user speech data” from “customer interactions over the past 30 

days.”84 

 
83 https://www.amazon.science/blog/alexa-at-five-looking-back-looking-forward 
84 https://developer.amazon.com/en-US/docs/alexa/smapi/intent-request-history.html 
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Amazon further describes Alexa Hunches using information from the user’s environment in 

supporting skill.85 

 

222. On information and belief, each of the Accused Multi-modal Products and Services 

comprises merging the speech-based transcription and the non-speech-based transcription to create 

a merged transcription.   

 
85 https://www.amazon.science/blog/alexa-at-five-looking-back-looking-forward 
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223. Each of the Accused Multi-modal Products and Services comprises identifying one 

or more entries in a context stack matching information contained in the merged transcription.   

224. For example, Amazon describes how Alexa compares text combinations to a list of 

sample utterances that can invoke a skill in a name-free manner.86 

 
86 https://developer.amazon.com/en-US/docs/alexa/custom-skills/understand-name-free-

interaction-for-custom-skills.html 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 118 of 174 PageID# 557



119 

 

Amazon further describes how HypRank in Alexa performs “intent-slot semantic analysis for a 

skill” such that user inputs are compared to “a list of hypotheses.”87 

 
87 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 
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225. Each of the Accused Multi-modal Products and Services comprises determining a 

most likely context for the multi-modal input based on the identified entries. 

226. For example, Amazon describes how the Hypotheses Reranker in Alexa uses “rich 

contextual signals” in order “to select the most pertinent skills.”88 

 
88 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 120 of 174 PageID# 559



121 

 

227. Each of the Accused Multi-modal Products and Services comprises identifying a 

domain agent associated with the most likely context for the multi-modal input. 

228. For example, Amazon describes Alexa as using a two-step approach to find the 

most relevant skill for a given utterance.89 

 
89 https://www.amazon.science/blog/the-scalable-neural-architecture-behind-alexas-ability-to-

select-skills 
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Amazon further describes how Alexa surfaces the most relevant skills.90 

 
90 https://developer.amazon.com/fr/blogs/alexa/post/0fecdb38-97c9-48ac-953b-

23814a469cfc/skill-discovery 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 122 of 174 PageID# 561



123 

 

Amazon further provides examples of how the hypothesis reranker operates.91 

 
91 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 
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229. Each of the Accused Multi-modal Products and Services comprises communicating 

a request to the identified domain agent. 

230. For example, Amazon describes how Alexa communicates a request to an Alexa 

skill.92 

 

 
92 https://developer.amazon.com/en-US/docs/alexa/ask-overviews/what-is-the-alexa-skills-

kit.html 
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231. Each of the Accused Multi-modal Products and Services comprises generating a 

response to the user from content provided by the identified domain agent as a result of processing 

the request. 

232. For example, Amazon describes how an Alexa skill processes a multi-modal 

response on a screen device.93 

 

233. Amazon has long known about the ’468 Patent.  

234. Amazon has been aware of the ’468 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

 
93 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-bp-

understand-apl-architecture.html 
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235. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’468 Patent because Amazon has the technical expertise to understand the 

scope and content of the ’468 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Multi-modal Products and Services, as well as the nature and extent of their use by others. 

At a minimum, Amazon has knowledge of the ’468 Patent at least as of the filing of this Complaint. 

236. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 19 of the ’468 Patent in violation of at least 35 U.S.C. § 271(b) 

and (c).  

237. Users of the Accused Multi-modal Products and Services directly infringe at least 

Claim 19 of the ’468 Patent when they use the Accused Multi-modal Products and Services in the 

ordinary, customary, and intended way.  

238. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Multi-modal Products and Services within 

the United States in the ordinary, customary, and intended way by, directly or through 

intermediaries, supplying the Accused Multi-modal Products and Services to businesses and 

consumers within the United States, and instructing and encouraging such businesses and 

consumers to use the Accused Multi-modal Products and Services in the ordinary, customary, and 

intended way by activities related to selling, marketing, advertising, promotion, support, and 

distribution of the Accused Multi-modal Products and Services, which Amazon knew infringes at 

least Claim 19 of the ’468 Patent, or, alternatively, was willfully blind to the infringement.  
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239. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 

Accused Multi-modal Products and Services within the United States, by, directly or through 

intermediaries, instructing and encouraging such customers to import, make, use, sell, offer to sell, 

or otherwise commit acts of infringement with respect to the Accused Multi-modal Products and 

Services in the United States by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Multi-modal Products and Services, which Amazon knew 

infringes at least Claim 19 of the ’468 Patent, or, alternatively, was willfully blind to the 

infringement.  

240. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 19 of the ’468 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’468 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

241. Amazon is not licensed or otherwise authorized to practice the claims of the ’468 

Patent.  

242. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’468 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 19.  
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243. As a result of Amazon’s infringement of the ’468 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

244. On information and belief, in addition to Amazon’s knowledge of the ’468 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’468 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 

infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’468 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

245. Accordingly, Amazon’s infringement of the ’468 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

246. Amazon’s infringement of Dialect’s rights under the ’468 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

FIFTH COUNT 
(Infringement of U.S Patent No. 9,031,845) 

247. Dialect incorporates by reference the allegations set forth in Paragraphs 1-246 as 

though fully set forth herein.  
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248. The claims of the ’845 Patent are valid and enforceable. 

249. The claims of the ’845 Patent are directed to patentable subject matter. Specifically, 

Claim 1 of the ’845 Patent is directed to a novel vehicular speech-recognition system including 

the claimed novel software structures and combination which formulate a command or query based 

on the domain and the context and selectively invoke wide area networking wireless 

communication devices based on a determination of whether the command or query is to be 

executed on-board or off-board the vehicle.  The inventive, tangible claimed structures of the ’845 

Patent improve on existing natural language processing systems as described above. The claimed 

inventions provide specific concrete solutions not known or used in the prior art. 

250. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’845 Patent, including at least the 

Accused Automotive Products and Services.  

251. Each of the Accused Automotive Products and Services contains elements that are 

identical or equivalent to each claimed element of the patented invention pointed out by at least 

Claim 1 of the ’845 Patent.  

252. Each of the Accused Automotive Products and Services comprises a mobile system 

for processing natural language utterances. 

253. For example, Amazon describes how vehicles integrating the Alexa Auto SDK and 

Alexa Mobile Accessory Kit provide mobile solutions for hands-free interactions.94 

 
94 https://developer.amazon.com/en-US/alexa/alexa-auto/vehicles#experiences 
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Amazon further describes the Alexa Auto SDK as enabling speech recognition, Automatic Speech 

Recognition and Natural Language Understanding.95 

 
95 https://developer.amazon.com/en-US/blogs/alexa/alexa-auto/2019/09/enabling-offline-access-

to-alexa-in-vehicles-with-local-voice-control-extension-to-alexa-auto-sdk-v2-0 
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Amazon further describes Echo Auto as enabling hands-free features.96 

 

254. Each of the Accused Automotive Products and Services comprises one or more 

physical processors at a vehicle that are programmed to execute one or more computer program 

instructions which, when executed, cause the one or more physical processors to: receive a natural 

language utterance associated with a user.   

 
96 https://developer.android.com/training/cars/apps/poi 
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255. For example, Amazon describes the use of the Alexa Auto SDK to provide a 

“scaled-down version of Alexa’s cloud based Automatic Speech Recognition (ASR) and Natural 

Language Understanding (NLU) into the vehicle’s infotainment system.”97 

 

256. Each of the Accused Automotive Products and Services comprises performing 

speech recognition on the natural language utterance. 

257. For example, Amazon describes Alexa Auto SDK as supporting Automatic Speech 

Recognition (ASR) and Natural Language Understanding (NLU).98  

258. Each of the Accused Automotive Products and Services comprises parsing and 

interpreting the speech recognized natural language utterance. 

259. For example, Amazon describes how in “vehicles with Alexa” that the system can 

interpret natural language questions.99 

 

 
97 https://developer.amazon.com/en-US/blogs/alexa/alexa-auto/2019/09/enabling-offline-access-

to-alexa-in-vehicles-with-local-voice-control-extension-to-alexa-auto-sdk-v2-0t 
98 Id.   
99 https://www.amazon.science/news-and-features/the-science-behind-alexa-in-vehiclest 
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Amazon states that its intention is to take the home Alexa experience “and extend that experience 

to cars.”100  Amazon further describes Alexa as matching the transcribed text of the user’s speech 

to the user’s intent.101 

 

260. Each of the Accused Automotive Products and Services comprises determining a 

domain and a context that are associated with the parsed and interpreted natural language utterance. 

261. For example, Amazon describes Alexa as using a two-step approach to find the 

most relevant skill for a given utterance.102 

 
100 Id.   
101 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
102 https://www.amazon.science/blog/the-scalable-neural-architecture-behind-alexas-ability-to-

select-skills 
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Amazon further describes how Alexa surfaces the most relevant skills.103 

 
103 https://developer.amazon.com/fr/blogs/alexa/post/0fecdb38-97c9-48ac-953b-

23814a469cfc/skill-discovery 
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Amazon further provides examples of how the hypothesis reranker operates.104 

 
104 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 
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262. Each of the Accused Automotive Products and Services comprises formulating a 

command or query based on the domain and the context. 

263. For example, Amazon describes Alexa as processing the user’s command to tune 

to 90.5 FM.105 

 

 
105 https://developer.amazon.com/en-US/blogs/alexa/alexa-auto/2019/09/enabling-offline-access-

to-alexa-in-vehicles-with-local-voice-control-extension-to-alexa-auto-sdk-v2-0t 
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264. Each of the Accused Automotive Products and Services comprises determining 

whether the command or query is to be executed on-board or off-board the vehicle. 

265. For example, Alexa describes the Local Voice Control extension to the Alexa Auto 

SDK as providing for commands or queries to be executed on-board the vehicle instead of on the 

Alexa cloud hardware.106 

 

266. Each of the Accused Automotive Products and Services comprises executing the 

command or query at the vehicle in response to a determination that the command or query is to 

be executed on-board the vehicle. 

267. For example, Amazon describes commands that can be executed at the vehicle 

when the command is to be executed on-board.107 

 
106 Id.   
107 https://developer.android.com/training/cars/media 
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268. Each of the Accused Automotive Products and Services comprises invoking a 

device that communicates wirelessly over a wide area network to process the command or query 

such that the command or query is executed off-board the vehicle in response to a determination 

that the command or query is to be executed off-board the vehicle. 

269. For example, Amazon describes the use of online functionality for accessing Alexa 

in the car.108 

 

270. Amazon has long known about the ’845 Patent.  

 
108 Id. 
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271. Amazon has been aware of the ’845 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

272. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’845 Patent because Amazon has the technical expertise to understand the 

scope and content of the ’845 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Automotive Products and Services, as well as the nature and extent of their use by others. 

At a minimum, Amazon has knowledge of the ’845 Patent at least as of the filing of this Complaint. 

273. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 1 of the ’845 Patent in violation of at least 35 U.S.C. § 271(b), 

(c), and (f).  

274. Users of the Accused Automotive Products and Services directly infringe at least 

Claim 1 of the ’845 Patent when they use the Accused Automotive Products and Services in the 

ordinary, customary, and intended way.  

275. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Automotive Products and Services within 

the United States in the ordinary, customary, and intended way by, directly or through 

intermediaries, supplying the Accused Automotive Products and Services to businesses and 

consumers within the United States, and instructing and encouraging such businesses and 

consumers to use the Accused Automotive Products and Services in the ordinary, customary, and 

intended way by activities related to selling, marketing, advertising, promotion, support, and 
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distribution of the Accused Automotive Products and Services, which Amazon knew infringes at 

least Claim 1 of the ’845 Patent, or, alternatively, was willfully blind to the infringement.  

276. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 

Accused Automotive Products and Services within the United States, by, directly or through 

intermediaries, instructing and encouraging such customers to import, make, use, sell, offer to sell, 

or otherwise commit acts of infringement with respect to the Accused Automotive Products and 

Services in the United States by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Automotive Products and Services, which Amazon knew 

infringes at least Claim 1 of the ’845 Patent, or, alternatively, was willfully blind to the 

infringement.  

277. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 1 of the ’845 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’845 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

278. On information and belief, in violation of 35 U.S.C. § 271(f)(1), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States all or a substantial portion of the components of the patented invention of at least 

Claim 1 of the ’845 Patent, where such components are uncombined in whole or in part, in such 
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manner as to actively induce the combination of such components outside of the United States in 

a manner that would infringe the patent if such combination occurred within the United States.  

279. On information and belief, in violation of 35 U.S.C. § 271(f)(2), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States components of the patented invention of at least Claim 1 of the ’845 Patent that are 

especially made or especially adapted for use in the invention and not staple articles or 

commodities of commerce suitable for substantial noninfringing use, where such components are 

uncombined in whole or in part, knowing that such components are so made or adapted and 

intending that such components will be combined outside of the United States in a manner that 

would infringe the patent if such combination occurred within the United States.  

280. Amazon is not licensed or otherwise authorized to practice the claims of the ’845 

Patent.  

281. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’845 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 1.  

282. As a result of Amazon’s infringement of the ’845 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

283. On information and belief, in addition to Amazon’s knowledge of the ’845 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’845 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 
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infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’845 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

284. Accordingly, Amazon’s infringement of the ’845 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

285. Amazon’s infringement of Dialect’s rights under the ’845 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

SIXTH COUNT 
(Infringement of U.S Patent No. 9,263,039) 

286. Dialect incorporates by reference the allegations set forth in Paragraphs 1-285 as 

though fully set forth herein.  

287. The claims of the ’039 Patent are valid and enforceable. 

288. The claims of the ’039 Patent are directed to patentable subject matter. Specifically, 

Claim 13 of the ’039 Patent is directed to a novel natural-language speech-recognition system 

including the claimed novel software structures and combination which compare speech and non-

speech text inputs to a context description grammar, calculates a relevance score, selects a domain 

agent based on a relevance score, and arranges the content of the response based on the results of 

the scoring module.  The inventive, tangible claimed structures of the ’039 Patent improve on 

Case 1:23-cv-00581-TSE-JFA   Document 35   Filed 07/31/23   Page 142 of 174 PageID# 581



143 

existing natural language processing systems as described above. The claimed inventions provide 

specific concrete solutions not known or used in the prior art. 

289. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’039 Patent, including at least the 

Alexa Products, operating via tablets, smartphones, or other devices supporting non-speech inputs 

such as the Echo Show (collectively, the “Accused Multi-modal Products and Services”).  

290. Each of the Accused Multi-modal Products and Services contains elements that are 

identical or equivalent to each claimed element of the patented invention pointed out by at least 

Claim 13 of the ’039 Patent.  

291. Each of the Accused Multi-modal Products and Services comprises a method of 

processing speech and non-speech communications. 

292. For example, Amazon describes Alexa as performing speech recognition on user 

inputs.109   

 

 
109 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/get-deeper/custom-skills 
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Amazon further describes Alexa as processing non-speech inputs.110 

 

293. Each of the Accused Multi-modal Products and Services comprises receiving the 

speech and non-speech communications. 

294. For example, Amazon discloses that Alexa receives speech inputs.111 

 
110 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/avs-apl-overview.html 
111 https://developer.amazon.com/fr/blogs/alexa/post/b015c5bd-2b01-4f7f-923e-

dd34c998f3d0/avs-tech-series-the-basics-of-amazon-alexa-developer-tools-and-services 
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Amazon further discloses Alexa processing the sound input into text and then parsing it to 

understand what the user means.112 

 

Amazon further describes Alexa’s ability to receive non-speech inputs.113 

 
112 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
113 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-authoring-

tool.html#use-mmrb 
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Amazon further describes the Alexa Multi-Modal API.114 

 
114 https://developer.amazon.com/en-US/docs/alexa/alexa-voice-service/avs-apl-overview.html 
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295. Each of the Accused Multi-modal Products and Services comprises transcribing the 

speech and non-speech communications to create a speech-based textual message and a non-

speech-based textual message. 

296. For example, Amazon describes Alexa as transcribes the speech.115 

 

Amazon further describes how to capture and respond to key presses by the user.116 

 
115 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
116 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-for-screen-

devices.html 
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297. On information and belief, each of the Accused Multi-modal Products and Services 

comprises merging the speech-based textual message and the non-speech-based textual message 

to generate a query.   

298. For example, Amazon describes Alexa processing the transcript to determine what 

the user means.117 

 

299. Each of the Accused Multi-modal Products and Services comprises searching the 

query for text combinations. 

300. For example, Amazon describes Alexa as listening for recognized text 

combinations to select an appropriate skill.118 

 
117 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
118 https://developer.amazon.com/en-US/docs/alexa/custom-skills/understand-name-free-

interaction-for-custom-skills.html 
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301. Each of the Accused Multi-modal Products and Services comprises comparing the 

text combinations to entries in a context description grammar. 
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302. For example, Amazon describes Alexa as comparing text combinations to a list of 

sample utterances that can invoke a skill in a name-free manner.119 

 

Amazon further describes how grammar has “been a tool in Alexa’s NLU toolkit since well before 

the first Echo device shipped.”120 

 
119 https://developer.amazon.com/en-US/docs/alexa/custom-skills/understand-name-free-

interaction-for-custom-skills.html 
120 https://www.amazon.science/blog/tools-for-generating-synthetic-data-helped-bootstrap-

alexas-new-language-releases 
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303. Each of the Accused Multi-modal Products and Services comprises accessing a 

plurality of domain agents that are associated with the context description grammar. 

304. For example Amazon describes Alexa invoking custom skills.121 

 
121 https://developer.amazon.com/en-US/docs/alexa/custom-skills/understanding-how-users-

invoke-custom-skills.html 
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Amazon describes a variety of methods for invoking skills.122 

 

 

 

 

305. Each of the Accused Multi-modal Products and Services comprises generating a 

relevance score based on results from comparing the text combinations to entries in the context 

description grammar. 

306. For example, Amazon describes Alexa’s two-step neural shortlisting-reranking 

approach to find the most relevant skill for a given utterance.123 

 
122 https://developer.amazon.com/en-US/docs/alexa/ask-overviews/alexa-skills-kit-glossary.html 
123 https://www.amazon.science/blog/the-scalable-neural-architecture-behind-alexas-ability-to-

select-skills 
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307. Each of the Accused Multi-modal Products and Services comprises selecting one 

or more domain agents based on results from the relevance score. 

308. For example, Amazon describes how Alexa uses Shortlister and HypRank to select 

the most relevant skills.124 

 
124 https://developer.amazon.com/fr/blogs/alexa/post/0fecdb38-97c9-48ac-953b-

23814a469cfc/skill-discovery 
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Amazon has further provided a specific example of the operation of the Hypotheses Reranker.125 

 
125 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 
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309. Each of the Accused Multi-modal Products and Services comprises obtaining 

content that is gathered by the selected domain agents. 

310. For example, Amazon describes how Alexa collects information from content 

providers by an Alexa skill.126 

 
126 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-bp-

understand-apl-architecture.html 
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311. Each of the Accused Multi-modal Products and Services comprises generating a 

response from the content, wherein the content is arranged in a selected order based on results 

from the relevance score. 

312. For example, Amazon describes how Alexa arranges the content from the content 

providers based on the APL template to be displayed on the screen device.127 

 
127 https://developer.amazon.com/en-US/docs/alexa/alexa-presentation-language/apl-bp-

understand-apl-architecture.html 
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Amazon further describes how Alexa Shopping Actions API can add a shopping experience to a 

skill and how the API can further provide recommended products to a user in response to a 

request.128 

 
128 https://developer.amazon.com/en-IN/docs/alexa/alexa-shopping/alexa-shopping-actions-for-

alexa-skills-api-reference.html#recommend-action 
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313. Amazon has long known about the ’039 Patent.  

314. Amazon has been aware of the ’039 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

315. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’039 Patent because Amazon has the technical expertise to understand the 

scope and content of the ’039 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Multi-modal Products and Services, as well as the nature and extent of their use by others. 

At a minimum, Amazon has knowledge of the ’039 Patent at least as of the filing of this Complaint. 
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316. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 13 of the ’039 Patent in violation of at least 35 U.S.C. § 271(b), 

and (c).  

317. Users of the Accused Multi-modal Products and Services directly infringe at least 

Claim 13 of the ’039 Patent when they use the Accused Multi-modal Products and Services in the 

ordinary, customary, and intended way.  

318. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Multi-modal Products and Services within 

the United States in the ordinary, customary, and intended way by, directly or through 

intermediaries, supplying the Accused Multi-modal Products and Services to businesses and 

consumers within the United States, and instructing and encouraging such businesses and 

consumers to use the Accused Multi-modal Products and Services in the ordinary, customary, and 

intended way by activities related to selling, marketing, advertising, promotion, support, and 

distribution of the Accused Multi-modal Products and Services, which Amazon knew infringes at 

least Claim 13 of the ’039 Patent, or, alternatively, was willfully blind to the infringement.  

319. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 

Accused Multi-modal Products and Services within the United States, by, directly or through 

intermediaries, instructing and encouraging such customers to import, make, use, sell, offer to sell, 

or otherwise commit acts of infringement with respect to the Accused Multi-modal Products and 

Services in the United States by activities related to selling, marketing, advertising, promotion, 
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support, and distribution of the Accused Multi-modal Products and Services, which Amazon knew 

infringes at least Claim 13 of the ’039 Patent, or, alternatively, was willfully blind to the 

infringement.  

320. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 13 of the ’039 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’039 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

321. Amazon is not licensed or otherwise authorized to practice the claims of the ’039 

Patent.  

322. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’039 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 13.  

323. As a result of Amazon’s infringement of the ’039 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

324. On information and belief, in addition to Amazon’s knowledge of the ’039 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’039 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 
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infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’039 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

325. Accordingly, Amazon’s infringement of the ’039 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

326. Amazon’s infringement of Dialect’s rights under the ’039 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  

SEVENTH COUNT 
(Infringement of U.S Patent No. 9,495,957) 

327. Dialect incorporates by reference the allegations set forth in Paragraphs 1-326 of 

the Complaint as though fully set forth herein.   

328. The claims of the ’957 Patent are valid and enforceable. 

329. The claims of the ’957 Patent are directed to patentable subject matter. Specifically, 

Claim 1 of the ’957 Patent is directed to a novel and tangible computerized system for processing 

natural language utterances generating ranked scores for context entries from a context stack by 

comparing context entries from the context stack with words determined by performing speech 

recognition on the utterance, identifying a context entry based on the ranked scores, and 

determining a command or request associated based on the words and the context information. The 

inventive, tangible claimed structures of the ’957 Patent improve on existing natural language 
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processing systems as described above. The claimed inventions provide specific concrete solutions 

not known or used in the prior art. 

330. In violation of 35 U.S.C. § 271(a) and without authority from Plaintiff, Amazon 

has directly infringed by making, using, offering for sale, selling, and/or importing into the 

Commonwealth of Virginia, this judicial district, and elsewhere in the United States products and 

services that embody the invention disclosed and claimed in the ’957 Patent, including at least the 

Accused Products.  

331. Each of the Accused Products contains elements that are identical or equivalent to 

each claimed element of the patented invention pointed out by at least Claim 1 of the ’957 Patent.  

332. Each of the Accused Products comprises a system for processing a natural language 

utterance, the system including one or more processors executing one or more computer program 

modules.   

333. For example, Amazon’s Alexa devices comprise one or more processors executing 

one or more computer program modules.  Furthermore, Amazon describes Alexa as processing 

natural language utterances. 129   

 

 
129 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/get-deeper/custom-skills 
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334. Each of the Accused Products comprises generating a context stack comprising 

context information that corresponds to a plurality of prior utterances, wherein the context stack 

includes a plurality of context entries.   

335. For example, Amazon describes the use of a shortlisting-reranking approach used 

by Alexa.130 

 

Amazon further provides examples of how Alexa uses records of past interactions to interpret a 

natural language request.131 

 
130 https://www.amazon.science/blog/the-scalable-neural-architecture-behind-alexas-ability-to-

select-skills 
131 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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336. Each of the Accused Products comprises receiving the natural language utterance, 

wherein the natural language utterance is associated with a command or is associated with a 

request.  

337. For example, Amazon describes Alexa as receiving the natural language utterance, 

which includes a request.132 

 

338. Each of the Accused Products comprises determining one or more words of the 

natural language utterance by performing speech recognition on the natural language utterance.   

 
132 https://developer.amazon.com/en-US/alexa/alexa-skills-kit/get-deeper/custom-skills 
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339. For example, Amazon discloses that Alexa transcribes the speech to text before 

processing the text to understand what the user means.133 

 

340. Each of the Accused Products comprises identifying, from among the plurality of 

context entries, one or more context entries that correspond to the one or more words, wherein the 

context information includes the one or more context entries, wherein identifying the one or more 

context entries comprises: comparing the plurality of context entries to the one or more words. 

341. For example, Amazon describes Alexa identifying one or more words based on the 

Alexa intent to assign the data to different slots.134 

 
133 https://aws.amazon.com/blogs/aws/majority-of-alexa-now-running-on-faster-more-cost-

effective-amazon-ec2-inf1-instances/ 
134 https://www.amazon.science/blog/how-alexa-is-learning-to-converse-more-naturally 
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342. Each of Accused Products comprises generating, based on the comparison, one or 

more rank scores for individual context entries of the plurality of context entries.   

343. For example, Amazon describes how Alexa uses Shortlister and HypRank to 

surface the most relevant skills.135 

 
135 https://developer.amazon.com/fr/blogs/alexa/post/0fecdb38-97c9-48ac-953b-

23814a469cfc/skill-discovery 
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344. Each of the ’957 Patent Accused Products comprises identifying, based on the one 

or more rank scores, the one or more context entries from among the plurality of context entries.   

345. For example, Amazon describes how Alexa uses Shortlister and HypRank to 

identify the most relevant skills.136 

 
136 Id. 
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346. Each of the Accused Products comprises determining, based on the determined one 

or more words and the context information, the command or the request associated with the natural 

language utterance.   

347. For example, Amazon describes how Alexa uses the Hypotheses Reranker to 

determine the command in a specific example.137 

 
137 https://www.amazon.science/blog/hyprank-how-alexa-determines-what-skill-can-best-meet-a-

customers-need 
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348. Amazon has long known about the ’957 Patent.  

349. Amazon has been aware of the ’957 Patent from multiple communications, 

presentations, and licensing negotiations between VoiceBox Technologies and Amazon between 

at least 2011 and 2017 and from VoiceBox Technologies personnel hired by Amazon. 

350. Amazon knew or should have known that Amazon’s actions infringe one or more 

of the claims of the ’957 Patent because Amazon has the technical expertise to understand the 

scope and content of the ’957 Patent, because Amazon is a major provider of voice recognition 

products and services, and because Amazon knows the design, function, and operation of the 

Accused Products, as well as the nature and extent of their use by others. At a minimum, Amazon 

has knowledge of the ’957 Patent at least as of the filing of this Complaint. 
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351. Further, on information and belief, Amazon has actively induced and/or contributed 

to infringement of at least Claim 1 of the ’957 Patent in violation of at least 35 U.S.C. § 271(b), 

(c), and (f).  

352. Users of the Accused Products and Services directly infringe at least Claim 1 of the 

’957 Patent when they use the Accused Products in the ordinary, customary, and intended way.  

353. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) include, without limitation and with specific intent to encourage infringement, knowingly 

inducing businesses and consumers to use the Accused Products within the United States in the 

ordinary, customary, and intended way by, directly or through intermediaries, supplying the 

Accused Products to businesses and consumers within the United States, and instructing and 

encouraging such businesses and consumers to use the Accused Products in the ordinary, 

customary, and intended way by activities related to selling, marketing, advertising, promotion, 

support, and distribution of the Accused Products, which Amazon knew infringes at least Claim 1 

of the ’957 Patent, or, alternatively, was willfully blind to the infringement.  

354. On information and belief, Amazon’s inducements in violation of 35 U.S.C. 

§ 271(b) further include, without limitation and with specific intent to encourage the infringement, 

knowingly inducing Amazon’s customers to commit acts of infringement with respect to the 

Accused Products within the United States, by, directly or through intermediaries, instructing and 

encouraging such customers to import, make, use, sell, offer to sell, or otherwise commit acts of 

infringement with respect to the Accused Products in the United States by activities related to 

selling, marketing, advertising, promotion, support, and distribution of the Accused Products, 

which Amazon knew infringes at least Claim 1 of the ’957 Patent, or, alternatively, was willfully 

blind to the infringement.  
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355. On information and belief, in violation of 35 U.S.C. § 271(c), Amazon’s 

contributory infringement further includes offering to sell or selling within the United States, or 

importing into the United States, components of the patented invention of and/or a material or 

apparatus for use in practicing at least Claim 1 of the ’957 Patent, constituting a material part of 

the invention. On information and belief, Amazon knows and has known the same to be especially 

made or especially adapted for use in an infringement of the ’957 Patent, and such components are 

not a staple article or commodity of commerce suitable for substantial noninfringing use.  

356. On information and belief, in violation of 35 U.S.C. § 271(f)(1), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States all or a substantial portion of the components of the patented invention of at least 

Claim 1 of the ’957 Patent, where such components are uncombined in whole or in part, in such 

manner as to actively induce the combination of such components outside of the United States in 

a manner that would infringe the patent if such combination occurred within the United States.  

357. On information and belief, in violation of 35 U.S.C. § 271(f)(2), Amazon’s 

infringement further includes without authority supplying or causing to be supplied in or from the 

United States components of the patented invention of at least Claim 1 of the ’957 Patent that are 

especially made or especially adapted for use in the invention and not staple articles or 

commodities of commerce suitable for substantial noninfringing use, where such components are 

uncombined in whole or in part, knowing that such components are so made or adapted and 

intending that such components will be combined outside of the United States in a manner that 

would infringe the patent if such combination occurred within the United States.  

358. Amazon is not licensed or otherwise authorized to practice the claims of the ’957 

Patent.  
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359. Thus, by its acts, Amazon has injured Dialect and is liable to Dialect for directly 

and/or indirectly infringing one or more claims of the ’957 Patent, whether literally or under the 

doctrine of equivalents, including without limitation Claim 1.  

360. As a result of Amazon’s infringement of the ’957 Patent, Dialect has suffered 

monetary damages, and seeks recovery, in an amount to be proven at trial, adequate to compensate 

for Amazon’s infringement, but in no event less than a reasonable royalty with interest and costs.  

361. On information and belief, in addition to Amazon’s knowledge of the ’957 Patent 

as set forth above both prior to and as a result of the filing of this Complaint, Amazon has had, and 

continues to have, the specific intent to infringe, through its deliberate and intentional infringement 

or, alternatively, through its willfully blind disregard of the ’957 Patent by knowing there was a 

high probability of infringement but taking deliberate actions to avoid confirming that 

infringement. The filing of this action has also made Amazon aware of the unjustifiably high risk 

that its actions constituted and continue to constitute infringement of the ’957 Patent. On 

information and belief, discovery will reveal additional facts and circumstances from which 

Amazon’s knowledge and intent to infringe (or willful indifference), both before and after the 

filing of this action, may be inferred. 

362. Accordingly, Amazon’s infringement of the ’957 Patent has also been and 

continues to be deliberate, intentional, and willful, and this is therefore an exceptional case 

warranting an award of enhanced damages and attorneys’ fees and costs pursuant to 35 U.S.C. 

§§ 284 and 285. 

363. Amazon’s infringement of Dialect’s rights under the ’957 Patent will continue to 

damage Dialect, causing irreparable harm for which there is no adequate remedy at law, unless 

enjoined by this Court.  
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NOTICE 

364. Plaintiff has complied with the notice requirement of 35 U.S.C. § 287 and has not 

and does not currently distribute, sell, offer for sale, or make products embodying the Asserted 

Patents. 

PRAYER FOR RELIEF 

WHEREFORE, Plaintiff prays for judgment and seeks relief from Defendants as follows: 

a. For judgment that Amazon has infringed and continues to infringe the claims of the 

’720, ’006, ’327, ’468, ’845, ’039, and ’957 Patents; 

b. For a permanent injunction against Amazon and its respective officers, directors, 

agents, servants, affiliates, employees, divisions, branches, subsidiaries, parents, 

and all other acting in active concert therewith from infringement of the ’720, ’006, 

’327, ’468,’845, ’039, and ’957 Patents; 

c. For an accounting of all damages sustained by Plaintiff as a result of Amazon’s acts 

of infringement; 

d. In the event Amazon is not permanently enjoined, for a mandatory future royalty 

payable on each and every future sale by Amazon of a product or service that is 

found to infringe one or more of the Asserted Patents and on all future products and 

services which are not colorably different from products and services found to 

infringe; 

e. For a judgment and order finding that Amazon’s infringement is willful and/or 

egregious and awarding to Plaintiff enhanced damages pursuant to 35 U.S.C. § 284; 
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f. For a judgment and order requiring Amazon to pay Plaintiff’s damages, costs, 

expenses, and pre- and post-judgment interest for its infringement of the ’720, ’006, 

’327, ’468,’845, ’039, and ’957 Patents as provided under 35 U.S.C. § 284; 

g. For a judgment and order finding that this is an exceptional case within the meaning 

of 35 U.S.C. § 285 and awarding to Plaintiff its reasonable attorneys’ fees; and  

h. For such other and further relief in law and in equity as the Court may deem just 

and proper.  

DEMAND FOR JURY TRIAL 

Pursuant to Rule 38(b) of the Federal Rules of Civil Procedure, Plaintiff demands a trial 

by jury in this action for all issues triable by a jury.  

Dated: July 31, 2023 Respectfully Submitted, 
/s/ Walter D. Kelley, Jr.  
Walter D. Kelley, Jr. (VA Bar No. 21622) 
Tara Zurawski (VA Bar No. 73602) 
HAUSFELD LLP 
888 16th Street N.W., Suite 300 
Washington, DC 20006 
Tel: (202) 540-7200 
Fax: (202) 540-7201 
wkelley@hausfeld.com 
tzurawski@hausfeld.com 
 
Garland Stephens 
garland@bluepeak.law  
Robert Magee 
robert@bluepeak.law  
Richard Koehl 
richard@bluepeak.law  
Jeff Risher 
 jeff@bluepeak.law 
BLUE PEAK LAW GROUP LLP  
Telephone: 281-972-3036 
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