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Plaintiff, eMachines, Inc., hereby demands a jury trial and alleges as follows:
PARTIES

1. Plaintiff eMACHINES, INC. (“eMachines”) is a Delaware corporation, having its
principal place of business at 14350 Myford Road, Suite 100, Irvine, California 92606.

2. Upon information and belief, Defendant HEWLETT-PACKARD
DEVELOPMENT COMPANY, L.P. (“HPDC?) is a limited partnership formed under the laws
of Texas, having its principal place of business at 20555 State Highway 249, Houston, Texas
77070. Upon information and belief, HPDC is a holding company for Hewlett-Packard
Company (“HP”) intellectual property rights and is the intellectual property entity for HP
worldwide.

JURISDICTION AND VENUE

3. This Court has subject matter jurisdiction over this action as provided for in 28
U.S.C. §§ 1331 and 1338(a), and pursuant to the Patent Laws of the United States, 35 U.S.C. § 1
et seq.

4. This Court has personal jurisdiction over HPDC because HPDC has sufficient
minimum contacts with this State.

5. Venue in this judicial district is proper under the provisions of 28 U.S.C.

§§ 1391(b) and (c) and 1400(b).
FACTUAL BACKGROUND

6. On December 17, 2004, HPDC sued eMachines in the Western District of
Wisconsin for infringement of three patents. The Honorable Barbara Crabb issued an order
transferring the case to the Southern District of Texas on Feb. 17, 2005. The docket number in
the Western District of Wisconsin was 04-C-0789-C.

7. Upon information and belief, on October 24, 2000, U.S. Patent No. 6,138,184
(“the ‘184 patent™) was issued for an invention entitled “System for Parallel Port with Direct
Memory Access Controller for Developing Signal to Indicate Packet Available and Receiving
Signal That Packet Has Been Accepted.” A copy of the ‘184 patent is attached hereto as Exhibit

A and incorporated herein by reference.
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8. Upon information and belief, on May 15, 2001, U.S. Patent No. 6,233,691 (“the
‘691 patent”) was issued for an invention entitled “Apparatus for Reducing Computer System
Power Consumption.” A copy of the ‘691 patent is attached hereto as Exhibit B and
incorporated herein by reference.

9. Upon information and belief, on January 10, 1995, U.S. Patent No. 6,438,697
(“the ‘697 patent™) was issued for an invention entitled “Demand-Based Processor Clock
Frequency Switching.” A copy of the ‘697 patent is attached hereto as Exhibit C and
incorporated herein by reference.

10.  The ‘184 patent, the ‘691 patent, and the ‘697 patent are collectively referred to
herein as the “Patents-in-suit.”

11.  HPDC purports to be the assignee and the owner of all right, title, and interest in
and to the Patents-in-suit.

COUNT 1
(Declaratory Judgment - Non-Infringement of the 184 Patent)

12.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 11.

13.  This is an action for declaratory judgment of noninfringement of any valid claim
of the ‘184 patent.

14.  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue
eMachines in the Eastern District of Wisc. for allegedly infringing the ‘184 patent by making,
using, offering for sale, selling and/or importing into the United States devices that embody the
alleged inventions disclosed and claimed by the ‘184 patent.

15.  Accordingly, there exists an actual and justiciable controversy between
eMachines and HPDC concerning whether the claims of the 184 patent are infringed by

eMachines.
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16.  HPDC has alleged, and continues to allege, that eMachines has been and is
making, using, offering for sale, selling and/or importing into the United States devices that
embody the alleged inventions disclosed and claimed in the €184 patent.

17.  HPDC alleges that eMachines has induced and contributed to infringement by
others of the ‘184 patent.

18.  HPDC alleges that eMachines’ alleged infringement is willful and deliberate.

19.  HPDC alleges that it has been and will continue to be irreparably harmed by
eMachines’ alleged infringement. HPDC alleges that it has no adequate remedy at law.

20.  eMacines denies HPDC’s allegations. eMachines has not infringed, is not now
infringing, and has not threatened to infringe any valid claim of the ‘184 patent, either literally or
under the doctrine of equivalents.

21.  eMachines has not contributed to the infringement, and is not now contributing to
the infringement, of the ‘184 patent, either literally or under the doctrine of equivalents.

22.  eMachines has not induced others to infringe, and is not now inducing others to
infringe, the ‘184 patent, either literally or under the doctrine of equivalents.

23.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Such a
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the noninfringement of the ‘184 patent.

COUNT 11
(Declaratory Judgment - Invalidity of the ‘184 Patent)

24.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 23.

25.  This is an action for declaratory judgment of the invalidity of any and all claims
of the ‘184 patent.

26.  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue

eMachines in the Eastern District of Wisc. for allegedly infringing the ‘184 patent by making,

3

COMPLAINT




S WL

O 0 N N W

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

hse 4:05-cv-00586 Document 1 Filed in TXSD on 02/22/05 Page 5 of 40

using, offering for sale, selling and/or importing into the United States devices that embody the
alleged inventions disclosed and claimed by the ‘184 patent.

27.  Accordingly, there exists an actual and justiciable controversy between
eMachines and HPDC concerning whether the claims of the ‘184 patent are valid.

28.  The ‘184 patent and its claims are invalid because they fail to comply with the
conditions and requirements for patentability set forth in Title 35, United States Code, including
but not limited to the provisions of 35 U.S.C. §§ 101, 102, 103, and/or 112,

29.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Sucha
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the invalidity of the ‘184 patent.

COUNT 111
(Declaratory Judgment - Non-Infringement of the ‘691 Patent)

30.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 29.

31.  This is an action for declaratory judgment of noninfringement of any valid claim
of the ‘691 patent.

32.  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue
eMachines in the Eastern District of Wisc. for allegedly infringing the ‘691 patent by making,
using, offering for sale, selling and/or importing into the United States devices that embody the
alleged inventions disclosed and claimed by the ‘691 patent.

33.  Accordingly, there exists an actual and justiciable controversy between
eMachines and HPDC concerning whether the claims of the ‘691 patent are infringed by
eMachines.

34. HPDC has alleged, and continues to allege, that eMachines has been and is
making, using, offering for sale, selling and/or importing into the United States devices that

embody the alleged inventions disclosed and claimed in the ‘691 patent.
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35.  HPDC alleges that eMachines has induced and contributed to infringement by
others of the ‘691 patent.

36.  HPDC alleges that eMachines’ alleged infringement is willful and deliberate.

37.  HPDC alleges that it has been and will continue to be irreparably harmed by
eMachines’ alleged infringement. HPDC alleges that it has no adequate remedy at law.

38. eMacines denies HPDC’s allegations. eMachines has not infringed, is not now
infringing, and has not threatened to infringe any valid claim of the ‘691 patent, either literally or
under the doctrine of equivalents.

39.  eMachines has not contributed to the infringement, and is not now contributing to
the infringement, of the ‘691 patent, either literally or under the doctrine of equivalents.

40.  eMachines has not induced others to infringe, and is not now inducing others to
infringe, the ‘691 patent, either literally or under the doctrine of equivalents.

41.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Such a
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the noninfringement of the ‘691 patent.

COUNT IV
(Declaratory Judgment - Invalidity of the ‘691 Patent)

42.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 41,

43.  This is an action for declaratory judgment of the invalidity of any and all claims
of the ‘691 patent.

44,  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue
eMachines in the Eastern District of Wisc. for allegedly infringing the ‘691 patent by making,
using, offering for sale, selling and/or importing into the United States devices that embody the

alleged inventions disclosed and claimed by the ‘691 patent.
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45.  Accordingly, there exists an actual and justiciable controversy between
eMachines and HPDC concerning whether the claims of the ‘691 patent are valid.

46.  The ‘691 patent and its claims are invalid because they fail to comply with the
conditions and requirements for patentability set forth in Title 35, United States Code, including
but not limited to the provisions of 35 U.S.C. §§ 101, 102, 103, and/or 112.

47.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Sucha
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the invalidity of the ‘691 patent.

COUNT V
(Declaratory Judgment - Non-Infringement of the ‘697 Patent)

48.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 47.

49.  This is an action for declaratory judgment of noninfringement of any valid claim
of the ‘697 patent.

50.  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue
eMachines in the Eastern District of Wisc. for allegedly infringing the ‘697 patent by making,
using, offering for sale, selling and/or importing into the United States devices that embody the
alleged inventions disclosed and claimed by the ‘697 patent.

51.  Accordingly, there exists an actual and justiciable controversy between
eMachines and HPDC concerning whether the claims of the ‘697 patent are infringed by
eMachines.

52. HPDC has alleged, and continues to allege, that eMachines has been and is
making, using, offering for sale, selling and/or importing into the United States devices that
embody the alleged inventions disclosed and claimed in the ‘697 patent.

53.  HPDC alleges that eMachines has induced and contributed to infringement by

others of the ‘697 patent.
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54. HPDC alleges that eMachines’ alleged infringement is willful and deliberate.

55. HPDC alleges that it has been and will continue to be irreparably harmed by
eMachines’ alleged infringement. HPDC alleges that it has no adequate remedy at law.

56.  eMachines denies HPDC'’s allegations. eMachines has not infringed, is not now
infringing, and has not threatened to infringe any valid claim of the ‘697 patent, either literally or
under the doctrine of equivalents.

57.  eMachines has not contributed to the infringement, and is not now contributing to
the infringement, of the ‘697 patent, either literally or under the doctrine of equivalents.

58. eMachines has not induced others to infringe, and is not now inducing others to
infringe, the ‘697 patent, either literally or under the doctrine of equivalents.

59.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Sucha
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the noninfringement of the ‘697 patent.

COUNT VI
(Declaratory Judgment - Invalidity of the ‘697 Patent)

60.  eMachines incorporates by reference the allegations set forth in paragraphs 1
through 59.

61.  This is an action for declaratory judgment of the invalidity of any and all claims
of the ‘697 patent.

62.  eMachines has an objectively reasonable apprehension that HPDC will pursue
allegations of infringement against eMachines because HPDC has already attempted to sue
eMachines in the Eastern District of Wisc. for allegedly infringing the ‘697 patent by making,
using, offering for sale, selling and/or importing into the United States devices that embody the
alleged inventions disclosed and claimed by the ‘697 patent.

63.  Accordingly, there exists an actual and justiciable controversy between

eMachines and HPDC concerning whether the claims of the ‘697 patent are valid.
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64.  The ‘697 patent and its claims are invalid because they fail to comply with the
conditions and requirements for patentability set forth in Title 35, United States Code, including
but not limited to the provisions of 35 U.S.C. §§ 101, 102, 103, and/or 112.

65.  eMachines desires and requests a judicial determination and declaration of the
respective rights and duties of the parties based on the disputes recited above. Sucha
determination and declaration is necessary and appropriate at this time so that the parties may
ascertain their respective rights and duties regarding the invalidity of the ‘697 patent.

PRAYER FOR RELIEF

WHEREFORE, eMachines prays for the following relief:

A. A judgment declaring that eMachines has not infringed and does not
infringe, in any manner or in any way, any valid claim of the ‘184 patent;

B. A judgment declaring that the “184 patent is invalid,

C. A judgment declaring that eMachines has not infringed and does not
infringe, in any manner or in any way, any valid claim of the ‘691 patent;

D. A judgment declaring that the ‘691 patent is invalid;

E. A judgment declaring that eMachines has not infringed and does not
infringe, in any manner or in any way, any valid claim of the ‘697 patent;

F. A judgment declaring that the ‘697 patent is invalid;

G. Such other and further equitable and legal relief as this Court or a jury

deems just and proper.
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DEMAND FOR JURY TRIAL

eMachines hereby demands a jury trial on all issues.

DATE: February< ¢, 2005 Respectfully Submitted,
DEWEY BALLANTINE LLP

o A

1 J. Adanis
Attomey for Plaintiff eMachines, Inc.

AUL 19748v]
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SYSTEM FOR PARALLEL PORT WITH
DIRECT MEMORY ACCESS CONTROLLER
FOR DEVELOPING SIGNAL TO INDICATE

PACKET AVAILABLE AND RECEIVING

SIGNAL THAT PACKET HAS BEEN
ACCEPTED

This is a continuation of U.S. patent application Ser. No.
08/640,223 filed Apr. 30, 1996 U.S. Pat. No. 5,892,976,
which is a continuation of U.S. patent application Ser. No.
08/403,585 (now U.S. Pat. No. 5,539,917) filed Mar. 14,
1995, which is a continuation of U.S. patent application Ser.
No. 07/431,657 (now abandoned) filed Nov. 3, 1989.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to parallel ports associated
with computer systems and with computer systems contain-
ing direct memory access capabilities.

2. Description of the Related Art

Personal computer systems are becoming more powerful
with each passing moment. Originally they started out with
simple 8 bit microprocessors with 1 MHz clock speeds.
Microprocessors have now reached capabilities where they
are operating with full 32 bit wide data and have clock rates
in excess of 30 MHz. Additionally, with these added capa-
bilities the new uses for personal computers have dramati-
cally expanded beyond those originally envisioned. Personal
computer systems are now utilized both as powerful work
stations performing computer automated engineering func-
tions with high resolution graphic capabilities and as file
servers for local area networks. As more sophisticated
software is continually developed the capabilities of the
microprocessors are stretched so that as much of the time as
possible should be applied to the actual processing tasks
requested by the user and as little time as possible to various
background functions related to controlling the computer
system.

Printing with a personal computer compatible with those
developed by International Business Machines Corporation
(IBM) is done either over an asynchronous serial commu-
nications interface or over a parallel interface, commonly
referred to as a Centronics type interface. The parallel
interface is generally preferred because higher data through-
puts are generally available, which decreases actual printer
communication time. The parallel port is an 8 bit wide data
port with a clocking or strobe signal and various feedback
signals indicating data acknowledgement and device busy,
as well as printer status signals such as paper out and printer
error. This is a relatively simple and straightforward inter-
face and in fact personal computers built according to the
standard developed by IBM for its PC and PC/XT may
utilize up to three such ports, referred to as LPT1, LPT2 and
LPT3 under the MS-DOS environment.

In the past the microprocessor in the personal computer
has been required to directly control the parallel port for
each individual byte of data being transferred from the
computer system to the printer. This resulted in lost com-
putational time in most cases. To transfer a byte of data over
the parallel port, the microprocessor first checks the status
port for errors and a not busy state. If there are no errors and
the printer is not busy, the microprocessor writes the data to
the data port. The microprocessor then writes to the status
port to set the data strobe signal. The microprocessor then
writes to the status port to clear the data strobe signal. This
is the minimum number of steps required for each byte of
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data. If the microprocessor is operating the print task in
foreground mode, where the only task it is operating is the
printer function and the entire resource of the personal
computer is dedicated to monitoring the parallel port, this
loop is acceptable, with additional steps needed only to
advance in the data file. However, all other user tasks in the
processor are on hold until printing is completed. Thus the
entire computer is dedicated to the simple task of printing.
If however, the printing function is assigned as a background
task, then each time a byte must be transferred from the
computer system to the printer, an interrupt handling opera-
tion must occur. An interrupt occurs, the microprocessor
must branch to the printing code described above, the byte
is transferred and the microprocessor returns from the inter-
rupt. Now two tasks can be performed basically simulta-
neously by the microprocessor but even more overhead is
added to the print task and relatively large timc slices are
removed from the foreground task, decreasing the efficiency
of both tasks. As can be seen there are a great deal of
processor resources involved in transferring each particular
byte. This reduces the available microprocessor resources
for use by computer programs requested by the user and thus
overall sysiem capabilities.

Also present in current personal computer systems is a
direct memory access controller. A direct memory access
(DMA) controller allows information to be transferred
between memory and input/output (I/0) ports without the
interaction of the microprocessor. Thus the use of a DMA
controller allows the computer system to perform certain
functions without requiring an interrupt or dedication of the
microprocessor, thus improving computer system capabili-
ties and efficiency. The DMA controller starts an operation
after being set up by the microprocessor and then handles the
passing of data between the memory and 1/0 port until the
operation is complete, at which time an interrupt is gener-
ated by the peripheral device operating in the 1/O port space
to inform the microprocessor that the operation is complete.

However, this DMA process has never been assigned to
the parallel port in personal computers, thus requiring the
above mentioned overhead for the printing of each particular
byte of data. This overhead can become quite burdensome
when large print queues are developed, as when the personal
computer is operating as a file server and thus must handle
the high throughput requirements of the file server itself as
well as developing printing queues and printing tasks for a
large number of users.

SUMMARY OF THE INVENTION

The present invention provides the circuitry necessary to
interface the DMA controller with the parallel port to allow
printing operations to occur without microprocessor inter-
vention once the DMA controller is programmed. The
circuitry includes the necessary logic to develop the DMA
request and the interrupt signals used to interface with the
DMA controller and the microprocessor and produces the
strobe signal provided to the printer to indicate to the printer
that data is available. The circuitry recognizes the
acknowledge, busy, paper out, sclect and error signals
received from the printer and, in combination with the
timing signals received from the DMA controller, produces
the necessary output signals to transfer data from memory to
the printer. Further, the circuitry preferably includes the data
regisfer necessary to store the data which is transferred by
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The main memory array 58 is preferably dynamic random
access memory. Memory 58 interfaces with the host bus 44
via a data buffer circuit 60, a memory controller circuit 62
and a memory mapper 68. The buffer 60 performs data
transceiving and parity generating and checking functions.
The memory controller 62 and memory mapper 68 interface
with the memory 58 via address multiplexer and column
address strobe buffers 66 and row address enable logic
circuit 64.

The EISA bus 46 includes ISA and EISA control buses 76
and 78, ISA and EISA control buses 80 and 82 and address
buses 84, 86 and 88. System peripherals are interfaced via
the X bus 90 in combination with the ISA control bus 76
from the EISA bus 46. Control and data/address transfer for
the X bus 90 are facilitated by X bus control logic 92, data
transceivers 94 and address laiches 96.

Attached to the X bus 90 are various peripheral devices
such as keyboard/mouse controller 98 which interfaces the
X bus 90 with a suitable keyboard and mouse via connectors
100 and 102, respectively. Also attached to the X bus 90 are
read only memory circuits 106 which contain basic opera-
tions sofiware for the system C and for system video
operations. A serial communications port 108 is also con-
nected to the system C via the X bus 90. Floppy and fixed
disk support, a parallel port 112 generally used to commu-
nicate with the printer 114, a second serial port, and video
support circuits are provided in block circuit 110.

The parallel port 112 is shown in more detail in FIG. 3.
The parallel port 112 includes address decode circuitry 120
which decodes the various addresses provided on the X bus
90 for addresses associated with the particular printer port
selected or selected control registers. In the preferred
embodiment the printer port I/O port address blocks are
3BC-3BF for LPT1, 378-37B for LPT2, and 278-27B for
LPT3, these being the conventional hexadecimal addresses
according to the standards developed for IBM PC compat-
ible personal computers. The preferred addresses of the
various control registers will be noted with the register
description.

A data output register 122 is connected to the data bus XD
129 to receive the lower 8 bits of data and is connected to
the address decode circuitry 120 to properly clock in the
data. This data output register 122 is that commonly asso-
ciated with the parallel port at the base or zero bias address
of the particular address block. A control register 124 is also
connected to the data bus XD 130 and receives a clocking
signal from the address decode circuitry 120, preferably at
the second address of the particular address block, to provide
the auto linefeed, initialize printer and select in signals
associated with the printer 114 in the conventional interface.
A configuration register 126, preferably located at I/O port
address 0C635, is provided to allow selection of the particular
parallel port address block to be associated with the parallel
port 112 and the interrupt to be utilized by the port. Pref-
erably interrupts IRQS or IRQ7 are utilized, with the
defaults for the port being LPT1 and IRQ7.

An additional register referred to as the printer DMA
register 128 is provided in a computer system incorporating
the present invention to allow control of the direct memory
access parallel port option. The printer DMA register 128 is
also connected to the data bus XD 129 and to the address
decode circuitry 120. This register 128 is preferably located
at I/O port address OC7B and is a read/write port. Preferably
3 bits are allocated for determining the desired DMA chan-
nel and 1 bit is provided to enable or disable parallel port
DMA operation and to indicate status in the cycle of the
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circuitry. A state machine and associated logic circuitry 130
is provided to control operation so that the appropriate
signals are produced to the printer 114, the interrupt con-
troller 70 and the DMA controller 56 based on the signals
provided from the DMA controller 56, the printer 114 and
the printer DMA register 128. Details of the state machine
and associated logic 130 will be explained in greater detail.

Referring now to FIG. 4, a timing diagram is provided
illustrating the operation of a single cycle or transfer of a
single byte of data from memory to the printer 114, The
basic clocking signal for the operation is the CLK signal,
which is preferably a signal having frequency less than 2
MHz, 1.8432 MHz in the preferred embodiment. This fre-
quency limit is preferred because the STROBE* signal
presented to the printer 114 must be at least 500 nsec long
according to the general specifications and therefore the use
of a 2 MHz or lower clock frequency readily provides this
pulse width. The CLK signal is used to clock the state
machine through of the various states, which are indicated
above the particular clock phase in FIG. 4. The parallel port
DMA enable signal, referred to as PDEN, is used to trigger
the operation. When the PDEN signal goes high this is an
indication that data is to be transferred to the parallel port
under the control of the DMA controller 56. Then on the next
rising edge of the CLK signal the DRQ or DMA request
signal for the sclected DMA channcl is raised to indicate to
the DMA controller 56 that a DMA request is desired and
information should be passed. The DMA controller 56
acknowledges the request by gaining control of the bus and
raising the AEN signal, to indicate that a memory address is
being presented in the address bus and that any 1/O devices
except the acknowledged DMA device arc to ignore the
address. Additionally, the DMA controller 56 lowers the
appropriate DAK* or DMA acknowledge signal to indicate
that the DMA request is acknowledged. Upon seeing this
acknowledgement of its DMA request, the circuitry 130
lowers the DREQ line so that only a single byte is trans-
ferred. The DMA controller 56 then proceeds along its
course and produces the IOWC* signal, which indicates that
data is being read from the memory and is to be wriiten lo
the 1/O port location requesting the information at this time.
Additionally, the DMA controller 56 indicates that this is the
last or terminal count byte to be transferred in the particular
case of FIG. 4 by setting the TC signal high. on the falling
edge of the TC signal a signal referred to as TCL is provided
high to indicate to the circuitry 130 that a terminal count has
been reached. On the rising edge of the IOWC* signal, a
signal referred to as IOWL is asserted or made high to
indicate to the circuitry 130 that data has been presented to
the circuitry 130 for presentation to the printer 114.

The circuitry 130 proceeds through several states of the
state machine until it reaches state AS, at which time the
STROBE* signal gocs low to indicate to the printer 114 that
data is present on the data lines. On the next rising edge of
the CLK signal the STROBE* signal is raised, thus strobing
the data into the printer 114. The printer 114 responds by
lowering the ACK* signal to acknowledge the receipt of the
data. On the nextrising edge of the CLK signal following the
receipt of the ACK* signal, the IOWL signal is lowered, thus
clearing the indication to the circuitry 130 of a need to
transfer data. Also at this time the IRQ or interrupt request
signal goes low to indicate that the desired data transfer has
been completed, and therefore the printer operation is com-
plete. The IRQ signal is held low for one CLK cycle. On the
next rising edge of the CLK signal the TCL signal is
lowered, thus clearing the terminal count indication in the
circuitry 130. At this time the state machine automatically
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lowers the PDEN signal to indicate completion of the cycle
and to allow another cycle to be initiated. The state machine
then proceeds to a resting state ST.

FIG. 5 shows a condition where 2 bytes of data are passed
from to the printer 114 by the DMA controller. The PDEN
signal undergoes a rising edge to initiate the process. The
DREQ signal is then asserted to indicate the request to
transfer a byte of data to the printer 114. The DAK* and
IOWC* signals are then asserted by the DMA controller 56
and the data is transferred to the circuitry 130. The
STROBE* signal is produced as before to strobe the data
into the printer 114. In this case however the printer 114 is
slightly slower in responding and the ACK* signal does not
return to a high level until after the next rising edge of the
CLK signal following the removal of the STROBE* signal,
thus holding the IOWL signal high past a CLK signal rising
edge. This is considered a wait state condition in relation to
the state machinc and therefore an additional CLK cycle is
used in transferring the data. When the ACK* signal is raised
the IOWL signal goes low, while the TCL signal remains
low and the PDEN signal remains high, indicating that more
information is to be transferred. Thus the DREQ signal is
reasserted to indicate to the DMA controller that a second
byte of data should be transferred. This then initiates a
second cycle transferring the second byte, with the timing of
this particular transfer being similar to the timing in FIG. 4,
in that it is a terminal transfer and the TC signal is raised by
the DMA controller 56.

As indicated, a state machine M (FIG. 6) controls opera-
tion of the circuitry 130. Upon reset of the computer system
C the state machine M starts in state ST, referred to as the
start or reset state. The statc machine M stays in state ST
while the PDEN signal is low, indicating that the printer
DMA transfer has not been enabled. When the PDEN signal
goes high, indicating that a transfer is desired, control
proceeds on the next rising edge of the CLK signal to state
AD, the accept data state. Control remains in state AD while
the PDEN signal is high and the IOWL* signal is high,
indicating that the JOWC* signal strobe has not been
completed. This condition is possible because the memory
devices responding to the request may be slow and thus need
wait states. If the PDEN signal goes low, indicating that a
request is not necessary, control transfers from state AD to
state ST. If however, the PDEN signal is high and the [OWL
signal goes high, indicating that the data has becn transferred
from the memory into the data output register 122, control
proceeds to state DS on the rising edge of the CLK signal.
The IOWL signal thus indicates that data is present and
needs to be transferred from the circuitry 130.

From state DS, the data setup state, control proceeds to
state ST if the PDEN signal is the lowered. If for some
reason the IOWL signal should be removed while the
parallel DMA function is enabled, control proceeds to state
DS to state NS, the negale strobe state. In this case it is noted
that no STROBE* signal is provided to the printer 114.
Under normal conditions the PDEN signal is high and the
IOWL signal is high, so control proceeds from state DS to
state AS, the assert strobe state. If the PDEN* signal should
be low at the next rising edge of the CLK signal, control
proceeds to state ST. If the PDEN signal remains high, then
control proceeds to state NS. Control remains in state NS
until the printer has responded to the data that has been
strobed. This is indicated by the PDEN signal being high and
either the IOWL signal being high, which indicates an
acknowledgement has not been completed, or the BUSY
signal, which is received from the printer 114 to indicate that
it is busy, being high. If the PDEN signal should be removed,
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control returns to state ST: When the printer 114 acknowl-
edges that it has received the information so that the IOWL
signal goes low and the BUSY signal goes low, then control
proceeds from state NS. If this was not the last byte to be
transferred and no printer errors were received, then control
proceeds from state NS to state AD to receive the next byte
of data. If, however, this was the last byte of data to be
transferred or a printer error occurred, when the printer 114
acknowledges completion of the particular byte transfer,
control proceeds from state NS to state IR, the interrupt
request state. Control proceeds from state IR to state ST if
the PDEN signal goes low and proceeds to state DU, a
dummy state, if the PDEN signal remains high, indicating
that the operation is to continue. From state DU control
proceeds to state ST if the PDEN signal is removed or to
state RP if the PDEN signal is still asserted. In state RE, the
reset state, the PDEN signal is cleared and control proceeds
1o state ST in all cases. The exact details of the construction
of the state machine M are not shown as this is considered
to be within the level of those skilled in the art.

Referring now to FIG. 7, various associated logic circuitry
is necessary in combination with the state machine M to
perform the functions of the circuitry 130. When the paraliel
port DMA function is enabled, it is preferably desired that
the processor 20 cannot directly access the parallel control
port or the parallel data port, thus interfering with the DMA
controller-based print function. To this end a three input
NAND gate 200 receives inputs of the IOWC signal, to
indicate that a address strobe is present; the PDEN* signal,
which indicates the status of the printer DMA function; and
the ADPTR<2> signal, which is an address decode signal
indicating that an [/O operation is being requested at the
parallel control port location. Thus when the PDEN signal is
high, indicating that the printer DMA function is enabled,
the write pulse to the parallel control port from the processor
20 is disabled. The output of the NAND gate 200 is the
WRPTR2* signal which is provided as a clocking input to
a 4 bit D-type flip-flop 202 (FIG. 9) and a single bit D-type
flip-flop 204. These two flip-flops 202 and 204 comprise the
control register 124 and are appropriately connected to the
XD data bus 129 to receive the bit positions designated to
control the strobe output, the auto linefeed output, the
initialize output, the select output, and the interrupt enable
output.

The bit 0 position corresponds to the strobe output of the
flip-flop 202, which is presented to one input of a two input
NAND gate 206. The other input of the NAND gate 206 is
the PDEN* signal, so that the output of the NAND gate 206
is disabled if the printer DMA function is enabled. The
output of the NAND gate 206 is provided to one input of a
two input NAND gate 208, whose other input is received
from the output of a two input NAND gate 210. The inputs
to the two input NAND gate 210 are the PDEN signal and
a signal referred to as S__AS, which indicales that the state
machine M is in state AS, the address strobe state. The
output of NAND gate 208 is provided as one input 1o a two
input NAND gate 212, whose output is connected to the
inverted tri-state control input of an output buffer 214. The
input to the buffer 214 is connected to ground and the output
is the STROBE* signal provided to the printer 114. The
second input to the NAND gate 212 is a signal referred to as
TS__OUT*, which allows the parallel outputs to be disabled
if desired.

The bit 1 position of the XD data bus 129 corresponds to
the auto linefeed signal. This particular output of the flip-
flop 202 is connected to one input of a two input NAND gate
216, whose other inpul receives the TS__OUT* signal. The
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output of the NAND gate 216 is connected to the inverted
tri-state control input of a buffer 218, whose input is
connected to ground and whose output represents the
AUFDXT* or auto linefeed signal.

The bit 2 position of the data bus corresponds to the
initialize printer signal and the appropriate output of the
flip-flop 202 is presented to an inverter 220 whose output is
connected to one input of a NAND gate 222, whose other
input receives the TS__OUT* signal. The output of the
NAND gate 222 is connected to the inverted tri-state control
input of a buffer 224, whose input is grounded and whose
output is the INIT* signal to cause the printer 114 to be
initialized.

The bit 3 position of the data bus corresponds to the select
line provided to the printer and the output of the flip-flop 202
is provided to one input of a NAND gate 226, whose other
input receives the TS_OUT* signal. The output of the
NAND gate 226 is provided to the inverted tri-state control
input of a buffer 228, whose input is grounded. The output
of buffer 228 is the SLCTIN* signal, which when asserted
low, indicates that the printer 114 is selected.

The parallel configuration register 126 is preferably
located at address 0C65 and contains 2 bits to select the
desired parallel port address block to be utilized and 1 bit to
determine which interrupt is to be used, as previously
mentioned. If the 2 bits utilized to select the parallel port
address block are both in a high state, this is an indication
that the parallel port is disabled in the preferred embodi-
ment. A signal referrcd to as WRC65, which indicates a
write strobe to I/O port 0C65, the preferred 1/0 port address
of the parallel control register 126, is provided to the
clocking inputs of 3 D-type flip-flops 230, 232 and 234. The
D inputs of the flip-flops 230 and 232 are connected respec-
tively to bits 5 and 6 of the data bus XD 130 and are used
to select the parallel port address block to be utilized. The
noninverted outputs of the flip-flops 230 and 232 are con-
nected as the two inputs to a two input NAND gate 236,
whose output is the PTRENA or printer enable signal. The
D input to the flip-flop 234 is connected to bit position 7 of
the XD data bus 130 and is used to indicate which interrupt
line is to be utilized. The noninverted output of the flip-flop
234 is provided as one input to a 4 input NAND gate 238,
whose other inputs are the TS__OUT* signal, the signal
present at the noninverting output of the flip-flop 204, which
indicates that the interrupts arc enabled, and the PTRENA
signal, which indicates that the printer 114 is enabled. The
output of the NAND gate 238 is the IQ7EN* signal which,
when asserted low, indicates that IRQ7 is to be utilized. The
inverted output of the flip-flop 234 is provided along with
the BIQEN signal provided as the output of flip-flop 204, the
TS__OUT* signal and the PTRENA signal to a four input
NAND gate 240, whose output is the IQSEN* signal which
indicates, when low, that IRQ5 is to be utilized for the
parailel port.

The printer DMA register 128 is shown in FIG. 8. This
register 128 has an address of 0C7B in the preferred embodi-
ment. A clocking strobe referred to as WRXC7B* is pro-
vided to the clocking inputs of four D-type flip-flops 300,
302, 304 and 306, which form the 4 bits of the register 128.
The inverted reset inputs of the flip-flops 302, 304 and 306
are connected to the RST* signal, which is a signal that
indicates that the computer system C is being reset. Bit
positions 1, 2 and 3 of the data bus XD are connected
respectively to the D inputs of the flip-flops 302, 304 and
306 to indicate which DMA channel is selected. The non
inverted output of the flip-flop 302 is the DMAS<0> signal,
the noninverted output of the flip-flop 304 is the DMAS<1>
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signal and the noninverted output of the flip-flop 306 is the
DMAS<2> signal. These three signals are the encoded value
of the particular DMA channel to be utilized. While 3 bits
are provided for DMA channel selection, in the preferred
embodiment only 3 of the 8 possible channels can be utilized
to prevent interference with other devices which utilize the
DMA controller 56. The allowed channels in the preferred
embodiment are DMA channels 0, 1 and 3. If the register
136 is programmed to utilize channels 2 or 4-7, then the
printer DMA function is automatically disabled. This is
provided by connecting the noninverted output of the flip-
fiop 306 to one input of a four input NOR gate 308, whose
output is connected to the inverted reset input of the flip-flop
300, whose noninverted output is the PDEN signal.
Additionally, the noninverted output of the flip-flop 302 and
the inverted output of the flip-flop 304 are provided as the
two inputs to a two input NOR gate 310, whose output is
also one of the inputs to the NOR gate 308. A third input to
the NOR gate 308 is the S_RP signal, which indicates that
the state machine M is in state RP, the reset state. The fourth
input to the NOR gate 308 is provided by the output of a
three input NAND gate 312, whose inputs are the PTRENA
signal, the PTROE signal, which indicates that the printer
output function is enabled, and the RST* signal. The output
of the NOR gate 308 is referred to as the DMARST* signal
to indicate it is for resetting of the printer DMA function.
The 0 bit position of the XD data bus 130 is connected to the
D input of the flip-flop 300 to allow the computer C to turn
on or enable the printer DMA function. Additionally, the
four outputs of the flip-flops 300, 302, 304 and 306 arc
provided to the data bus XD 130 through circuitry (not
shown) allowing the computer system C to read the particu-
lar values present in the register 128, thus making this a full
read/write register.

The PDEN signal is provided as one input to a two input
AND gate 314, whose other input is the S_IR signal, which
indicates that the state machine M is in state IR. This AND
gate 314 is used to provide the IRQ pulse to the proper
interrupt request line when the printer DMA function is
enabled. The output of the AND gate 314 is connected to one
input of a two input NOR gate 316, whose output is the IQP*
signal. The other input of the NOR gate 316 is connected to
the output of a two input AND gate 318, whose inputs
receive the PDEN* signal and the ACK signal. This AND
gate 318 is utilized when the printer DMA function is not
enabled so that an interrupt is generated whenever the
printer 114 acknowledges the receipt of the data.

Selection of the particular DMA channel which is to
receive the DMA request signal is provided by the use of a
244 decoder 320. The noninverted outputs of the flip-flop
302 and the flip-flop 304 are provided to the selection inputs
of the decoder 320, while the output of a three input NAND
gate 322 is provided to the inverted enable input of the
decoder 320. The three inputs to the NAND gate 322 are the
PDEN signal, the inverted output of the flip-flop 306 and the
TS_OUT* signal. Thus the DMA request function is dis-
abled when either the printer DMA function is disabled, the
outputs are tristated or one of the upper four DMA channels
are selected. The decoder 320 produces a low signal based
on the binary encoded value of the two input signals, so that
the 0 output corresponds to a requested DMA channel 0, this
being the DMAOEN* signal, which is connected to the
inverted tristate control input of a buffer 324, whose input is
the DRQ signal and whose output is the DRQO signal. The
output of the 1 position of the decoder 320 is the DMA1EN*
signal and is provided to the inverted tristate control input of
a buffer 326, whose input receives the DRQ signal and
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whose output is the DRQ1 signal. Similarly, the bit 3
position of the decoder 320 is the DMA3EN* signal and is
provided to the inverted tristate control input of a buffer 328
whose input receives the DRQ signal and whose output is
the DRQ3 signal. DRQO, DRQ1 and DRQ3 outputs are thus
provided to the XD bus 90 as appropriate to allow the DMA
controller 56 to be alerted.

As noted while discussing the state machine M the state
machine M branches according to certain signals. One of
these signals is the PERR or printer error signal, which is
produced as the output of a two input OR gate 350 (FIG. 7)
one of whose inputs is the PE signal, which is the paper end
signal from the printer 114, and whose other input is the
output of a two input NAND gate 352, which receives the
ERR* signal, which indicates that there has been a printer
error, and the SLCT signal, which indicates that the printer
114 is selected. Thus when either the printer 114 is out of
paper, there is a printer error or the printer 114 has been
deselected, the PERR signal goes high to indicate this error
condition.

Various logic is also necessary to receive the various
DMA acknowledge signals. A signal referred to as
BDACK?*, a buffered DMA acknowledge signal, is produced
as an output of a three input NOR gate 354. One of the inputs
of the NOR gate 354 is the output of a two input NOR gate
356 whose inputs are the DMA3EN* signal and the output
of a buffer 358 which is connected to the DACK3* signal
provided on the X bus 90. A second input to the NOR gate
354 is provided by the output of a two input NOR gate 358,
one of whose input signals is the DMAIEN* signal and
whose other input is received from a buffer 362 whose input
is the DACK1* signal. Similarly, the third input of the NOR
gate 354 is provided by the output of a two input NOR gate
364, onc of whose inputs is the DMAOEN® signal and whosc
other input is provided by the output of a buffer 366, which
is connected to the DACKO* signal. Thus the BDACK*
signal indicates the presence of a DMA acknowledge on the
appropriate DMA channel as selected by the printer DMA
control register.

The BDACK* signal is provided as a one input to a two
input NOR gate 368 whosc other input receives the AEN*
signal. The output of the NOR gate 368 is the DAKQ signal,
which indicates that a valid DMA acknowledge has been
received. This output signal is provided as one input to a
three input NOR gate 370 whose other inputs are the IOWL
signal and the S__AD* signal, which indicates that the state
machine M is not in state AD. The output of the NOR gate
370 is the DRQ signal which is provided to the buffers 324,
326 and 328 for presentation to the X bus 90. Thus the DRQ
signal is presented whenever the state machine enters state
AD, a DMA acknowledgement on the particular channel is
not present and the IOWL signal is not active.

The DAKQ signal is also provided as one input to a two
input NAND gate 372 whose other input is the TC signal
from the X bus 90. The output of NAND gate 372 is
provided as the clocking input to a D-type flip-flop 374,
whose D input is connected to a high logic level and whose
output is the TCL signal. The inverted reset input to the
flip-flop 374 is connected to the DMARST#* signal. Thus
whenever a proper DMA cycle is in progress, as indicated by
DAKQ signal and the TC signal is received, then on the
following edge of the TC signal the TCL signal is generated
The TCL signal is cleared when the state machine reaches
the reset state RP.

The DAKQ signal is also provided as one input to a two
input NAND gate 376, whose other input is the IOWC
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signal. The output of the NAND gate 376 is referred to as the
PPDAKWR* signal, that is, the parallel port DMA acknowl-
edge write strobe, to indicate that data is to be clocked into
the parallel port data output register 122. The signal is
provided as one input to a two input AND gate 378, whose
other input is connected to the output of a three input NAND
gate 380. The inputs of the NAND gate 380 are the PDEN*
signal, the IOWC singal and the ADPTR<0> signal, which
is the address decode to indicate that the parallel port data
output register 122 is being addressed by the computer. Thus
the output of the NAND gate 380 is disabled when the
parallel DMA function is activated and in those cases the
data output register 122 clocking strobe is provided by the
PPDAKWR* signal through the AND gate 378.

The PPDAKWR* signal is also provided to an inverter
382, whose output is connected to one input of a two input
NOR gate 384. The other input of the NOR gate 384 is
provided by the output of a two input NOR gate 386, one of
whose inputs is the ACK* signal and the other is the output
of an inverter 388. The input to the inverter 388 is a signal
which indicates that the state machine is in one of the states
AS, NS, IR or DU. The S__ASNSIRDU signal is also
provided to the inverted D input of a D-type flip-flop 390.
The output of the NOR gate 384 is provided to the clocking
input of the flip-flop 390, while the DMARST* signal is
provided to the inverted set input of the flip-flop. The
inverted output of the flip-flop 390 is the IOWL* signal,
while the noninverted output of the flip-flop 390 is the
IOWL signal. Thus the IOWL signal is developed on the
rising edge of the IOWC* strobe when a printer DMA cycle
1s in progress and is cleared either when state machine M
enters state RP or when the printer acknowledges the receipt
of data, generally in state NS.

The parallel port or printer DMA function is operated
using only a few steps which use a minimal amount of the
processor’s time. The data to be printed is located in a
continuous location in memory. This can be as a result of the
user’s program or after placement by a function call. The
starting address and number of bytes to be transferred is
known. The desired channel of the DMA controller 56 is set
up for a demand mode transfer with the initial memory
address and byte count loaded into the DMA controller 56.
The appropriate DMA channel is set in the printer DMA
register 128. Aone value is written to the PDEN flip-flop 300
in the printer DMA register 128 and the transfer sequence
commences. When the transfer is completed the processor
20 is interrupted and any necessary completion tasks are
performed. Thus large data blocks can be printed without
processor control of each byte, increasing overall efficiency
of the computer system C.

The foregoing disclosure and description of the invention
are illustrative and explanatory thereof, and various changes
in the size, shape, materials, components, circuitry, wiring
connections and contacts, as well as in the details of the
illustrated circuitry, construction and method of operation
may be made without departing from the spirit of the
invention.

What is claimed is:

1. A computer system for communicating with an external
device in a parallel format, comprising:

a MICTOProcessor;

a peripheral storage device coupled to the microprocessor

for storing data;

a memory coupled to said microprocessor for storing

instructions and data for said microprocessor and data
to be communicated to the external device;
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a direct memory access controller coupled to said memory
for controlling the transfer of data from said memory;
and

a parallel output port coupled to said memory and said
direct memory access controller for receiving a plural-
ity of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the external device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
each data packet is available, and a circuit for receiving
a signal from the external device that each data packet
has been accepted.

2. The computer system of claim 1, wherein said parallel
output port includes a circuit for receiving a signal from the
external device that an error has occurred.

3. The computer system of claim 1, wherein said parallel
output port includes a circuit for indicating to said direct
memory access controller to initiate the transfer of data from
said memory to said parallel output port.

4. The computer system of claim 3, wherein said direct
memory access controller indicates to said parallel output
port that the data transfer has been completed and where said
parallel output port is coupled to said microprocessor, said
parallel output port including a circuit for indicating to said
microprocessor that said data transfer is completed.

5. The computer system of claim 4, wherein said parallel
output port data transfer complete indicating circuit inter-
rupts said microprocessor operation.

6. The computer system of claim 1, wherein said parallel
output port is coupled to said microprocessor other than by
said direct memory access controller and wherein said
parallel output port includes a circuit for receiving data from
said microprocessor and for providing said data to the
external device.

7. The computer system of claim 6, wherein said parallel
output port for receiving data from said microprocessor is
disabled when said parallel output port is receiving data
under control of said direct memory access controller.

8. The computer system of claim 1, wherein said parallel
output port is coupled to said microprocessor and said
parallel output port includes a circuit controflable by said
microprocessor to initiate receipt of data by said parallel
output port under control of said direct memory access
controller.

9. The computer system of claim 1, wherein said direct
memory access controller includes a plurality of channels
and said parallel output port includes a selector circuit for
selecting the channel of said direct memory access controller
to be used by said parallel output port.

10. The computer system of claim 1, wherein said parallel
output port can reside at a plurality of address locations.

11. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a microprocessor;

a peripheral storage device coupled to the microprocessor

for storing data;

a memory means coupled to said microprocessor for
storing instructions and data for said microprocessor
and data to be communicated to the external device;

a direct memory access controller coupled to said memory
means for controlling the transfer of data from said
Mmemory means;

a parallel output port means coupled to said memory
means and said direct memory access controller for
receiving a plurality of data packets from said memory
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means under control of said direct memory access
controller and for providing said data packets to the
external device, said paralle] output port means further
including:

a means for developing a signal for use by the external
device to indicate that each data packet is available;

a means for receiving a signal from the external device
that each data packet has been accepted; and

a timing control circuit for controlling the operation of
said parallel output port means, comprising:

a means forming a data setup time interval, wherein said
data packet is provided to the external device and said
signal to indicate that each data packet is available is
negated, for a first predetermined time;

a means forming a data strobe time interval following said
data setup timc interval, wherein said data packet is
provided to the external device and said signal to
indicate that each data packet is available is asserted,
for a second predetermined time;

a means forming an acknowledge time interval following
said data strobe time interval, wherein said signal to
indicate that each data packet is available is negated;
and

a means forming a transfer completion time interval
following said acknowledge time interval wherein said
data packet is removed from provision to the external
device responsive to said signal indicating that cach
data packet has been accepted.

12. The computer system of claim 11, wherein said
parallel output port mcans has at least onc transfer register
therein.

13. The computer system of claim 12, wherein said timing
control circuit furnishes the data transfer time signal to said
transfer register in said parallel output port means.

14. The computer system of claim 11, wherein said
external device is a parallel printer.

15. The computer system of claim 14, wherein said
parallel printer has ancillary functions which are required for
operation thercof and forms ancillary function signals
indicative of the performance thereof.

16. The computer system of claim 15, wherein said timing
control circuit includes means forming an ancillary function
time interval for allowing reccipt by said parallel output port
means of the ancillary function signals from said parallel
printer.

17. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a miCroprocessor;

a peripheral storage device coupled to the microprocessor

for storing data;

a memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the external device;

a direct memory access controller coupled to said memory
for controlling the transfer of data from said memory;

a parallel output port coupled to said memory and said
direct memory access controller for receiving a plural-
ity of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the external device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
each data packet is available, and a circuit for receiving
a signal from the external device that each data packet
has been accepted; and
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a timing control circuit for controlling the operation of
said parallel output port to first negate the data packet
available signal, thereafter assert such a signal, then
subsequently negate the data packet acceptance signal
and thereafter form a transfer completion time interval
signal.

18. A computer system for communicating with an exter-

nal device in a parallel format, comprising:

a MICroprocessor;

a peripheral device coupled to the microprocessor for
performing peripheral functions;

a memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the external device;

adirect memory access controller coupled to said memory
for controlling the transfer of data from said memory;
and

a parallel output port coupled to said memory and said
direct memory access controller for receiving a plural-
ity of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the external device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
each data packet is available, and a circuit for receiving
a signal from the external device that each data packet
has been accepted.

19. The computer system of claim 18, wherein said
parallel output port includes a circuit for receiving a signal
from the external device that an error has occurred.

20. The computer system of claim 18, wherein said
parallel output port includes a circuit for indicating to said
direct memory access controller to initiate the transfer of
data from said memory to said parallel output port.

21. The computer system of claim 18, wherein said direct
memory access controller indicates to said parallel output
port that the data transfer has been completed and where said
parallel output port is coupled to said microprocessor, said
parallel output port including a circuit for indicating to said
microprocessor that said data transfer is completed.

22. The computer system of claim 21, wherein said
parallel output port data transfer complete indicating circuit
interrupts said microprocessor operation.

23. The computer system of claim 18, wherein said
parallel output port is coupled to said microprocessor other
than by said direct memory access controller and wherein
said parallel output port includes a circuit for receiving data
from said microprocessor and for providing said data to the
external device.

24. The computer system of claim 23, wherein said
parallel output port for receiving data from said micropro-
cessor is disabled when said parallel output port is receiving
data under control of said direct memory access controller.

25. The computer system of claim 18, wherein said
parallel output port is coupled to said microprocessor and
said parallel output port includes a circuit controllable by
said microprocessor to initiate receipt of data by said parallel
output port under control of said direct memory access
controller.

26. The computer system of claim 18, wherein said direct
memory access controller includes a plurality of channels
and said parallel output port includes a selector circuit for
selecting the channel of said direct memory access controller
to be used by said parallel output port.

27. The computer system of claim 18, wherein said
parallel output port can reside at a plurality of address
locations.
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28. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a mMiCroprocessor;

a peripheral device coupled to the microprocessor for

performing peripheral functions;

a memory means coupled to said microprocessor for
storing instructions and data for said microprocessor
and data to be communicated to the external device;

a direct memory access controller coupled to said memory
means for controlling the transfer of data from said
memory means;
parallel output port means coupled to said memory
means and said direct memory access controller for
receiving a plurality of data packets from said memory
means under control of said direct memory access
controller and for providing said data packets to the
external device, said parallel output port means further
including:
means for developing a signal for use by the external
device to indicate that each data packet is available;
means for receiving a signal from the external device
that cach data packet has been accepted; and

a timing control circuit for controlling the operation of
said parallel output port means, comprising:

a means forming a data setup time interval, wherein said
data packet is provided to the external device and said
signal to indicate that each data packet is available is
negated, for a first predetermined time;

a means forming a data strobe time interval following said
data setup time interval, wherein said data packet is
provided to the external device and said signal to
indicate that each data packet is available is asserted,
for a second predetermined time;

a means forming an acknowledge time interval following
said data strobe timc intcrval, wherein said signal to
indicate that each data packet is available is negated;
and

a means forming a transfer completion time interval
following said acknowledge time interval wherein said
data packet is removed from provision to the external
device responsive to said signal indicating that each
data packet has been accepted.

29. The computer system of claim 28, wherein said
parallel output port means has at least one transfer register
therein.

30. The computer system of claim 29, wherein said timing
control circuit furnishes the data transfer time signal to said
transfer register in said parallel output port means.

31. The computer system of claim 21, wherein said
external device is a parallel printer.

32. The computer system of claim 31, wherein said
parallel printer has ancillary functions which are required for
operation thereof and forms ancillary function signals
indicative of the performance thereof.

33. The computer system of claim 32, wherein said timing
control circuit includes means forming an ancillary function
time interval for allowing receipt by said parallel output port
means of the ancillary function signals from said parallel
printer.

34. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a MICroprocessor;

a peripheral device coupled to the microprocessor for

performing peripheral functions;

a memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the external device;

~
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a direct memory access controller coupled to said memory
for controlling the transfer of data from said memory;

a parallel output port coupled to said memory and said
direct memory access controller for receiving a plural-
ity of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the external device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
cach data packet is available, and a circuit for receiving
a signal from the external device that each data packet
has been accepted; and

a timing control circuit for controlling the operation of
said parallel output port to first negate the data packet
available signal, therealler assert such a signal, then
subsequently negate the data packet acceptance signal
and thereafter form a transfer completion time interval
signal.

35. A computer system for communicating with an exter-

nal device in a paralle]l format, comprising:

a MICIoprocessor;

a video system coupled to the microprocessor for display-
ing data;

a memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the external device;

a direct memory access controller coupled to said memory
for controlling the transfer of data from said memory;
and

a parallel output port coupled to said memory and said
direct memory access controller for receiving a plural-
ily of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the extcrnal device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
cach data packet is available, and a circuit for receiving
a signal from the external device that each data packet
has been accepted.

36. The computer system of claim 35, wherein said
parallel output port includes a circuit for receiving a signal
from the external device that an error has occurred.

37. The computer system of claim 35, wherein said
parallel output port includes a circuit for indicating to said
direct memory access controller to initiate the transfer of
data from said memory to said parallel output port.

38. The computer system of claim 38, wherein said direct
memory access controller indicates to said parallel output
port that the data transfer has been completed and where said
parallel output port is coupled to said microprocessor, said
parallel output port including a circuit for indicating to said
microprocessor that said data transfer is completed.

39. The computer system of claim 38, wherein said
parallel output port data transfer complete indicating circuit
interrupts said microprocessor operation.

40. The computer system of claim 35, whercin said
parallel output port is coupled to said microprocessor other
than by said direct memory access controller and wherein
said parallel output port includes a circuit for receiving data
from said microprocessor and for providing said data to the
external device.

41. The computer system of claim 40, wherein said
parallel output port for receiving data from said micropro-
cessor is disabled when said parallel output port is receiving
data under control of said direct memory access controller.

42. The computer system of claim 35, wherein said
parallel output port is coupled to said microprocessor and
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said parallel output port includes a circuit controllable by
said microprocessor to initiate receipt of data by said parallel
output port under control of said direct memory access
controller.

43. The computer system of claim 35, wherein said direct
memory access controller includes a plurality of channels
and said parallel output port includes a selector circuit for
selecting the channel of said direct memory access controller
to be used by said parallel output port.

44. The computer system of claim 3§, wherein said
parallel output port can reside at a plurality of address
locations.

45. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a MICroprocessor;

a video system coupled to the microprocessor for display-

ing data;

a memory means coupled to said microprocessor for
storing instructions and data for said microprocessor
and data to be communicated to the external device;

a direct memory access controller coupled to said memory
means for controlling the transfer of data from said
memory means;

a parallel output port means coupled to said memory
means and said direct memory access controller for
receiving a plurality of data packets from said memory
means under control of said direct memory access
controller and for providing said data packets to the
external device, said parallel output port means further
including:

a means for developing a signal for use by the external
device to indicate that each data packet is available;

a means for receiving a signal from the external device
that cach data packet has been accepted; and

a timing control circuit for controlling the operation of
said parallel output port means, comprising:

a means forming a data setup time interval, wherein said
data packet is provided to the external device and said
signal to indicate that each data packet is available is
negated, for a first predetermined time;

a means forming a data strobe time interval following said
data setup time interval, wherein said data packet is
provided to the external device and said signal to
indicate that each data packet is available is asserted,
for a second predetermined time;

a means forming an acknowledge time interval following
said data strobe time interval, wherein said signal to
indicate that each data packet is available is negated,
and

a means forming a transfer completion time interval
following said acknowledge time interval wherein said
data packet is removed from provision to the extcrnal
device responsive to said signal indicating that each
data packet has been accepted.

46. The computer system of claim 45, wherein said
parallel output port means has at least one transfer register
therein.

47. The computer system of claim 46, wherein said timing
control circuit furnishes the data transfer time signal to said
transfer register in said parallel output port means.

48. The computer system of claim 45, wherein said
external device is a parallel printer.

49. The computer system of claim 48, wherein said
parallel printer has ancillary functions which are required for
operation thereof and forms ancillary function signals
indicative of the performance thereof.
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a liming control circuit for controlling the operation of
said parallel output port to first negate the data packet
available signal, thercafter assert such a signal, then
subsequently negate the dala packet acceplance signal
and thereafter form a transfer completion time interval
signal.

18. A computer system for communicating with an exter-

nal device in a parallel format, comprising;

a microprocessor;

a peripheral device coupled to the microprocessor for
performing peripheral functions;

a memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the cxternal device;

a direct memory access controller coupled to said memory
for controlling the transfer of data from said memory;
and

a parallet output port coupled to said memory and said
direct memory access controller for receiving a plural-
ity of data packets from said memory under control of
said direct memory access controller and for providing
said data packets to the external device, said parallel
output port further including a circuit for developing a
signal for use by the external device to indicate that
cach data packet is available, and a circuit for receiving
a signal from the external device that cach data packet
has been accepted.

19. The computer system of claim 18, wherein said
parallel output port includes a circuit for receiving a signal
from the external device that an error has oceurred.

20. The computer system of claim 18, wherein said
parallel output port includes a circuit for indicating to said
direct memory access controller (o initiate the transfer of
data from said memory 1o said parallel output port.

21. The computer system of claim 18, wherein said direct
memory access controller indicates to said parallel output
port that the data transfer has been completed and where said
parallel output port is coupled to said microprocessor, said
parallel output port including a circuit for indicating to said
microprocessor that said data transfer is completed.

22. The computer system of claim 21, wherein said
parallel output port data transfer complete indicating circuit
interrupts said microprocessor operation.

23. The computer system of claim 18, wherein said
parallel output port is coupled to said microprocessor other
than by said direct memory access controller and wherein
said parallel output port includes a circuit for receiving data
from said microprocessor and for providing said data to the
external device.

24. The computer system of claim 23, wherein said
parallel output port for receiving data from said micropro-
cessor is disabled when said parallel output port is receiving
data under control of said direct memory access controller.

25. The computer system of claim 18, wherein said
parallel output port is coupled to said microprocessor and
said parallel output port includes a circuit controllable by
said microprocessor to initiate receipt of data by said parallel
output port under confrol of said direct memory access
controller.

26. The computer system of claim 18, wherein said direct
memory access controller includes a plurality of channels
and said paralle] output port includes a selector circuit for
selecting the channel of said direct memory access controller
to be used by said parallel output port.

27. The computer system of claim 18, wherein said
parallel output port can reside at a plurality of address
locations.
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28. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a microprocessor;

a peripheral device coupled to the microprocessor for

performing peripheral functions;

a memory means coupled to said microprocessor for
storing instructions and data for said microprocessor
and data 10 be communicated to the external device;

a direct memory access controller coupled 1o said memory
means for controlling the transfer of data from said
memory means;
parallel oufput port means coupled to said memory
means and said direct memory access controller for
receiving a plurality of data packets from said memory
means under control of said direct memory access
controller and for providing said data packets to the
external device, said parallel output port means further
including:
means for developing a signal for use by the external
device to indicate that each data packet is available;
means for receiving a signal from the external device
that cach data packet has been accepted; and
timing control circuit for controlling the operation of
said parallel output port means, comprising:

a means forming a data setup time interval, wherein said
data packel is provided 1o the external device and said
signal to indicate that each data packet is available is
negated, for a first predetermined time;

a means forming a data strobe time interval following said
data setup time interval, wherein said data packet is
provided to the external device and said signal to
indicate that each data packet is available is asserted,
for a second predetermined time;

a means forming an acknowledge time interval following
said data strobe time interval, wherein said signal to
indicate that each data packet is available is negated;
and

a means forming a transfer completion time interval
following said acknowledge time interval wherein said
data packet is removed from provision to the external
device responsive to said signal indicating that each
data packet has been accepted.

29. The computer system of claim 28, wherein said
paraliel output port means has at least one transfer register
therein.

30. The computer system of claim 29, wherein said timing
control circuit furnishes the data transfer time signal to said
lransfer register in said parallel output port means.

31. The computer system of claim 21, wherein said
external device is a parallel printer.

32. The computer system of claim 31, wherein said
parallel printer has ancillary functions which are required for
operation thereof and forms ancillary function signals
indicative of the performance thereof.

33. The computer system of claim 32, wherein said timing
control circuit includes means forming an ancillary function
time interval for allowing receipt by said parallel output port
means of the ancillary function signals from said parallel
printer.

34. A computer system for communicating with an exter-
nal device in a parallel format, comprising:

a microprocessor;

a peripheral device coupled to the microprocessor for

performing peripheral functions;

4 memory coupled to said microprocessor for storing
instructions and data for said microprocessor and data
to be communicated to the external device;
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7 ABSTRACT

A battery powered computer system determines when the
system is not in use by monitoring various events associated
with the operation of the system. The system preferably
monitors the number of cache read misses and write
operations, 1.¢., the cache hit rate, and reduces the system
clock frequency when the cache hit rate rises above a certain
level. When the cache hit rate is above a certain level, then
it can be assumed that the processor is executing a tight loop,
such as when the processor is waiting for a key to be pressed
and then the frequency can be reduced without affecting
system performance. Alternatively, the apparatus monitors
the occurrence of memory page misses, 1/0 write cycles or
other events to determine the level of activity of the com-
puter system.

23 Claims, 4 Drawing Sheets
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APPARATUS FOR REDUCING COMPUTER
SYSTEM POWER CONSUMPTION

RELATED APPLICATIONS

This application is a continuation of U.S. application Ser.
No. 08/166,609, filed Dec. 13, 1993, U.S. Pat. No. 6,029,
249, which is a continuation of U.S. application Ser. No.
07/809,301, filed Dec. 17, 1991, abandoned.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The invention relates to battery powered computer
systems, and more particularly, to circuits and methods for
reducing the power consumption of the computer system.

2. Description of the Prior Art

Portable computer systems are rapidly developing the
capabilities of conventional desktop or floor mounted per-
sonal computer systems. Hard disk unils are being mntegrated
into portable computers because of the large amounts of
information being processed and the large size of many
application programs. A floppy disk unit is integrated in the
vast majority of portable computers, even if a hard disk unit
is installed, to allow loading of information and use of
applications requiring key disks, and also to allow use of
diagnostic programs. Modems have been integrated into
portable computers for some time to allow communications
and information transfer between the user and a remote
location, for example, the home office. The displays in
portable computer systems are becoming much more ¢labo-
rate and readable. The pixel count on the standard liquid
crystal displays (LCD’s) utilized is increasing, as is the
viewing angle. The use of backlighting allows use of LCD’s
in low light environments and improves the contrast ratio of
the display. More complex circuitry is being installed in
portable computers to support these improved peripheral
devices and to support the increased speeds and capabilities
of the microprocessors utilized in portable computer sys-
tems.

The various peripheral devices and high speed circuitry
mentioned above consume large amounts of power when
operating. This has resulted in problems in portable com-
puter systems because these systems are generally desired to
be used in locations where alternating current is not avail-
able. This has made it very difficult to provide all the
possible functionality available and yet have an acceptable
battery life when the portable computer system is battery
powered. Using CMOS components helped reduce the
power consumption of the circuitry, but even the use of
CMOS components is insufficient at the clock speeds and
performance levels of available circuitry. Therefore a
dilemma arises whether to provide lesser functionality with
longer battery life or greater functionality with lesser battery
life or even no battery operation.

Various alternatives were tried to resolve the problem. For
example, the International Business Machines (IBM) Cor-
poration PC Convertible included a switch which the user
could press to place the computer system in a standby mode.
However, the PC convertible was relatively simple, with a
low level of functionality as compared to what is currently
available, and the requiremeant of a user action to reduce
power consumption limited its use to circumstances where
the user remembered to depress the switch. Blanking the
display after a period of keyboard inactivity saved power as
well as prolonged the life of the display and was widely
utilized. A hard disk unit was developed which reduced the
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power used by the controlling electronics by utilizing only
certain portions of the track for servo information and
turning off the read channel circuitry until just before a servo
burst was expected. Additionally, a programmable value
could be provided to the hard disk unit so that after a given
inactivity interval defined by this value, the hard disk unit
was allowed to spin down and all but some interface
circuitry was shut down. While these alternatives did pro-
vide some relief, they were not complete solutions to satis-
factorily resolve the dilemma, and design tradeoffs still were
forced to occur.

U.S. Pat. No. 4,980,836 to Carter et al. discloses an
apparatus for reducing power consumption in computer
systems. The apparatus monitors the address bus to deter-
mine when selected peripheral devices have not been
accessed for a preset amount of time. When the preset
amount of time has passed, the system powers itself down
and disables the system clock, placing the system in a
standby mode. The system clock could be stopped in this
invention because the preferred embodiment of this inven-
tion used a static CMOS processor and chip set. If there was
sufficient energy in the batteries, the system could be awak-
ened by the user depressing a standby switch. Computer
systems which do not us¢ a static CMOS processor or chip
set generally reduce the clock frequency when a preset
amount of time of address bus inactivity has passed. Reduc-
ing the clock frequency during inactive periods reduces
power consumption during this time. However, the fre-
quency of peripheral device accesses is not a completely
reliable indicator of inactivity of a computer system. Thus,
in some instances the system clocking signal may be
reduced in frequency or disabled during a period of high
computer system activity. Therefore, a method is needed
whereby other elements or events of the computer system
can be monitored to more reliably determine the activity
level of the computer system so that the system clock can
properly be adjusted to reduce power consumption.

SUMMARY OF THE INVENTION

A battery powered computer system according to the
present invention determines whea the system is not In use
by monitoring various events associated with the operation
of the computer system. In the preferred embodiment, the
system monitors the number of cache read misses and write
operations, i.c., the cache hit rate, and rcduces the system
clock frequency when the cache hit rate rises above a certain
level. When the cache read hit rate is above a certain level,
then it can be assumed that the processor is executing a tight
loop, such as when the processor is waiting for a key to be
pressed. In an alternate embodiment of the invention, the
system monitors other events in addition to, or instead of, the
cache read hit rate, such as the occurrence of page hits or
input/output (I/O) write cycles, to determine the level of
activity of the computer system.

The system according to the preferred embodiment
includes a frequency switching circuit, an event counter, and
a periodic timer. The event counter is preferably used to
measure the incidence of cache read misses and write
operations and may also optionally be used to count the
number of page misses and memory or 1/0 writes as desired.
The event counter includes an overflow or carry line which
preveants any further incrementing of the counter once the
maximum number of counts is reached to prevent the
counter from overflowing. The periodic timer instructs the
CPU via a system interrupt to periodically monitor and
compare the contents of the event counter. Every event
increments the counter and, the more events, the more
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processor activity that is presumed. When the periodic timer
issues a system interrupt, the CPU reads the contents of the
counter and compares the event activity with a predeter-
mined value. If the number of events is higher than the
predetermined value, then the processor switches the oper-
ating frequency of the system to a high frequency if the
system is not already operating at this high frequency. A
lower event count causes the frequency switching circuit to
switch to a lower frequency to conserve power if the system
is not already operating at this low frequency.

The invention allows the battery powered operating
period of a computer system to be greatly extended without
requiring any input from the user and without any noticeable
loss in processing power. This allows a battery powcered
computer system to have advanced capabilities and func-
tionality while still having a satisfactory battery operating
interval.

BRIEF DESCRIPTION OF THE DRAWINGS

A better understanding of the invention can be obtained
when the following detailed description of the preferred
embodiment is considered in conjunction with the following
drawing in which:

FIG. 1 is a schematic block diagram of a computer system
incorporating the present invention;

FIG. 2 is a more detailed schematic diagram of a portion
of the computer system of FIG. 1;

FIG. 3 is a schematic diagram of a portion of the computer
system of FIG. 1 according 1o an alternate embodiment of
the invention; and

FIG. 4 is a flowcharl diagram of a sequence for control-
ling the operation of the computer system of FIG. 1 accord-
ing to the present invention.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring now to FIG. 1, a computer system C according
to the preferred embodiment of the invention is shown. The
computer system C is preferably based on the 386 SL chip
set produced by Intel Corporation (Intel). The 386 SL chip
set comprises two chips, a 386 SL. CPU chip (CPU chip) 20
and 2 82360 SL chip 22. The CPU chip 20 includes an 80386
SX microprocessor, a memory controller, a cache controller,
a bus controller, clock control circuitry, and power manage-
ment circuitry. The 82360 SL chip 22 includes a program-
mable interrupt controller (PIC), direct memory access
(DMA) controller, a memory mapper, various ports, a real
time clock (RTC) and power management circuitry. For
more information on the 386 SL chip set, please see the Intel
386 SL Microprocessor Superset System Design Guide 1990
edition; the 386 SL Microprocessor Superset Programmers
Reference Manual, 1990 edition; and the 386 SL Micropro-
cessor Superset Data Book; all published by Intel.

An oscillator 24 is connected to the CPU chip 20. The
oscillator preferably operates at 20 Megahertz (MHz) and
provides a 20 MHz clocking signal 25 to the CPU chip 20.
Main memory 26, cache memory 28 and a math coprocessor
(MCP) 30 are also preferably coupled to the CPU chip 20.
The math coprocessor 30 is preferably a 387 SX coprocessor
produced by Intel. The cache memory is preferably operated
as a write-through cache memory. A video graphics array
(VGA) controller 32 is coupled to the CPU chip 20. Serial
port buffers 36 and a parallel port 38 arc coupled to the
82360 SL chip 22.

The CPU chip 20 and the 82360 SL chip 22 are each
connecled to an /O bus 40 based on the industry standard
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architecture (ISA). However, other bus architectures are also
contemplated. The ISA bus 40 is connected through a
transceiver 42 to a peripheral interface (PI) bus 44. The VGA
chip 32 is connected to the ISAbus 40. The ISA bus 40 may
include a plurality of ISA bus expansion slots 46 if the
present invention is used in a desklop compuler system. The
slots 46 arc generally omitted in portable computers. The
ISA bus 40 is connected through a transceiver 48 to a hard
disk 50. Various logic is coupled to the PI bus 44, including
an external real time clock 54, a floppy disk controller 56, a
keyboard controller 58 and BIOS EPROM 60. The floppy
disk controller 56 and keyboard controller 58 control opera-
tion of a floppy disk unit and keyboard, respectively (both
not shown). The BIOS EPROM holds the basis input/output
(1/0) system software as well as system-specific initializa-
tion and configuration software. This is an exemplary com-
puter system and other designs and architectures could be
utilized.

The CPU chip 20 includes an active high input referred to
as the TURBO input (not shown). When the TURBO input
receives a logic high signal, the CPU chip 20 enters “turbo
mode,” and the microprocessor executes at a clock speed
defined by a bit field in a register in the CPU chip 20 referred
to as the CPUWRMODE register (not shown). When the
TURBO input receives a logic low signal, the CPU chip 20
enters “de-turbo mode” and executes al a reduced clock
speed of ¥4 or ¥ as defined by a bit in a register. The
CPUWRMODE register operates in conjunction with the
power management circuitry inside the CPU chip 20 to
control the frequency of the clocking signal 25 provided to
the microprocessor. In the preferred embodiment, the turbo
inpul receives a logic high value, and thus the CPUWR-
MODE register determines the frequency of the clocking
signal 25 provided to the microprocessor.

Bits 5 and 4 of the CPCUWRMODE register determine the
speed with which the microprocessor clock operates. When
bits 5 and 4 of the CPUWRMODE register are each set to
0, then the clock speed is the speed of the signal received by
the oscillator 24, preferably 20 MHz. When bits 5 and 4 of
the CPUWRMODE register are set to 0 and 1 respectively,
the clock speed provided to the microprocessor is one half
of the frequency of the signal reccived from the oscillator
24, i.e., 10 MHz. When bits 5 and 4 of the CPCUWRMODE
register are 1 and 0 respectively, the clock speed provided to
the microprocessor is one fourth of the frequency of the
signal received from the oscillator 24,i.c., 5 MHz. When bits
5 and 4 of the CPCUWRMODE register each have a logic 1
value, then the clock speed provided to the CPU is one
eighth the frequency of the signal received from the oscil-
lator 24, i.c. 2.5 MHz.

The computer system C also includes activity monitor
logic 70 according to the present invention which is coupled
to the CPU chip 20. The activity monitor logic 70 receives
signals from the CPU chip 20 as well as signals provided
from the CPU chip 20 to the main memory 26. The activity
monitor logic 70 monitors events associated with the micro-
processor to determine the activity level of the system. In the
preferred embodiment, the activity monitor logic 70 moni-
tors the number of cache rcad misses and write operations
during preset periods of time, and the CPU chip 20 reduces
the system clock frequency when the cache hit rate rises
above a certain level. When the cache read hit rate is above
a certain level, then it can be assumed that the processor is
executing a tight loop, such as when the processor is waiting
for a key to be pressed. In this instance, the system clock
frequency can be reduced to reduce power consumption
without affecting system performance. In an alternate
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