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Attorneys for Plaintiff Symantec
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UNITED STATES DISTRICT COURT
CENTRAL DISTRICT OF CALIFORNIA, WESTERN DIVISION
SYMANTEC CORPORATION, CASE NO. SRV 101 3(3-TSTLKW K}
Plaintiff, COMPLAINT FOR PATENT
INFRINGEMENT
VS.
DEMAND FOR JURY TRIAL
M86 SECURITY, INC,,
Defendant.

This 1s a patent infringement action brought before this Court pursuant to
28 U.S.C. §§ 1331 and 1338(a), in which Plaintiff, Symantec Corporation
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(“Symantec”), for its complaint against Defendant, M&86 Security, Inc. (“M86™),
alleges as follows:
INTRODUCTION

1. This is an action brought by Symantec against M86 for M86’s
infringement of Symantec’s patents. In particular, Symantec seeks remedies for
MS86’s infringement of Symantec’s U.S. Patents Nos. 5,898,784 (“the *784 patent”),
5,996,011 (“the *011 patent”) and 7,366,919 (“the *919 patent™) (collectively, “the
Asserted Patents™).
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2. Symantec, Inc. is a corporation organized and existing under the laws
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of the State of Delaware, having a principal place of business at 350 Ellis Street,
Mountain View, California 94043.
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3.  Oninformation and belief, M86 Security, Inc. is a corporation

o,
N

organized and existing under the laws of the State of Delaware, having a principal
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place of business at 828 West Taft Avenue, Orange, California 92865.
JURISDICTION AND VENUE

[
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4. This lawsuit is a civil action for patent infringement arising under the
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patent laws of the United States, 35 U.S.C. § 101, et seq. Accordingly, this Court
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has subject matter jurisdiction pursuant to 28 U.S.C. §§ 1331 and 1338(a).
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5. This Court has personal jurisdiction over M86. On information and
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belief, M86 is a corporation having its principal place of business within this

)
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District. Furthermore, on information and belief, M86 has purposefully established

o
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substantial, systematic and continuous contacts with this District and expects or
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should reasonably expect to be haled into court here. Thus, this Court’s exercise of

b
wn

jurisdiction over M86 will not offend traditional notions of fair play and substantial

[\
N

justice.
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6. Venue is proper in this District pursuant to 28 U.S.C. §§ 1391(b)—(c)
and 1400(b) because M86 resides in this District and because a substantial part of
the events-or omissions giving rise to this claim occurred in this District.

COUNT I: INFRINGEMENT OF U.S. PATENT NO. 5,898,784

7. Symantec incorporates by reference the preceding averments set forth
in paragfaphs 1-6.

8. The *784 patent, entitled “Transferring Encrypted Packets over a Public
Network,” was duly and lawfully issued on April 27, 1999. A true and correct copy
of the *784 patent is attached to this Complaint as Exhibit 1.

9. Symantec is the owner of all rights, title, and interest in the *784 patent,
including the right to bring this suit for injunctive relief and damages.

10.  On information and belief, M86 has infringed and continues to infringe,
has contributed to and continues to contribute to acts of infringement, and/or has |
actively and knowingly induced and continues to actively and knowingly induce the
infringement of the *784 patent by making, using, offering for sale and selling in the
United States, and by importing into the United States without authority, and/or by
causing others to make, use, offer for sale and sell in the United States, and import
into the United States without authority, products and services, including but not
limited to the M86 Secure Web Gateway and the M86 Secure Web Service Hybrid
products and related services.

11. On information and belief, M86’s infringement, contributory
infringement and/or inducement of infringement is literal infringement or, in the
alternative, infringement under the doctrine of equivalents.

12.  MB86’s infringing activities have caused and will continue to cause
Symantec irreparable harm, for which it has no adequate remedy at law, unless
M&86’s infringing activities are enjoined by this Court in accordance with 35 U.S.C.
§ 283.
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13, Symantec has been and continues to be damaged by M86’s
infringement of the *784 patent in an amount to be determined at trial.

14.  On information and belief, M86’s infringement of the *784 patent is
willful and deliberate, and justifies an increase in damages of up to three times in
accordance with 35 U.S.C. § 284.

15.  On information and belief, M86’s infringement of the *784 patent is
exceptional and entitles Symantec to attorneys’ fees and costs incurred in
prosecuting this action under 35 U.S.C. § 285.

COUNT II: INFRINGEMENT OF U.S. PATENT NO. 5,996,011

16. Symantec incorporates by reference the preceding averments set forth
in paragraphs 1-6.

17.  The 011 patent, entitled “System and Method for Filtering Data
Received by a Computer System,” was duly and lawfully issued on November 30,
1999. A true and correct copy of the *011 patent is attached to this Complaint as
Exhibit 2.

18.  Symantec is the owner of all rights, title, and interest in the 011 patent,
including the right to bring this suit for injunctive relief and damages.

19. On information and belief, M86 has infringed and continues to infringe,
has contributed to and continues to contribute to acts of infringement, and/or has
actively and knowingly induced and continues to actively and knowingly induce the
infringement of the *011 patent by making, using, offering for sale and selling in the
United States, and by importing into the United States without authority, and/or by
causing others to make, use, offer for sale and sell in the United States, and import

into the United States without authority, products and services, including but not

| limited to the M86 WebMarshal and the M86 MailMarshal products and related

services.
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20.  On information and belief, M86’s infringement, contributory
infringement and/or inducement of infringement is literal infringement or, in the
alternative, infringement under the aoctrine of equivalents.

2]1.  MB6’s infringing activities have caused and will continue to cause
Symantec irreparable harm, for which it has no adequate remedy at law, unless
MR6’s infringing activities are enjoined by this Court in accordance with 35 U.S.C.
§ 283.

22.  Symantec has been and continues to be damaged by M86’s
infringement of the 011 patent in an amount to be determined at trial.

23.  On information and bélief, M86’s infringement of the 011 patent is
willful and deliberate, and justifies an increase in damages of up to three times in
accordance with 35 U.S.C. § 284.

24.  On information and belief, M86’s infringement of the *011 patent is
exceptional and entitles Symantec to attorneys’ fees and costs incurred in
prosecuting this action under 35 U.S.C. § 285.

COUNT III: INFRINGEMENT OF U.S. PATENT NO. 7,366,919

25.  Symantec incorporates by reference the preceding averments set forth
in paragraphs 1-6.

26. The 919 patent, entitled “Use of Geo-Location Data for Spam
Detection,” duly and lawfully issued on January 20, 1998. A true and correct copy
of the 919 patent is attached to this Complaint as Exhibit 3.

27. Symantec is the owner of all rights, title, and interest in the 919 patent,
including the right to bring this suit for injunctive relief and damages.

28.  On information and belief, M86 has infringed and continues to infringe,
has contributed to and continues to contribute to acts of infringement, and/or has
actively and knowingly induced and continues to actively and knowingly induce the
infringement of the "919 patent by making, using, offering for sale and selling in the

United States, and by importing into the United States without authority, and/or by

-5.
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causing others to make, use, offer for sale and sell in the United States, and import
into the United States without authority, products and services, including but not
limited to M86’s MailMarshal products and related services.

29.  On information and belief, M86’s infringement, contributory
infringement and/or inducement of infringement is literal infringement or, in the
alternative, infringement under the doctrine of equivalents.

30. MB&6’s infringing activities have caused and will continue to cause

Symantec irreparable harm, for which it has no adequate remedy at law, unless

W o0 1 N b B W R

M86’s infringing activities are enjoined by this Court in accordance with 35 U.S.C.
§ 283.
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31. Symantec has been and continues to be damaged by M86’s

ja—
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infringement of the 919 patent in-an amount to be determined at trial.

[y
|78

32.  Oninformation and belief, M86’s infringement of the ’919 patent is

oy
I

willful and deliberate, and justifies an increase in damages of up to three times in

accordance with 35 U.S.C. § 284.
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33.  On information and belief, M86’s infringement of the 919 patent is

[
=]

exceptional and entitles Symantec to attorneys’ fees and costs incurred in

—t
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prosecuting this action under 35 U.S.C. § 285.
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REQUEST FOR RELIEF

WHEREFORE, Symantec respectfully requests that:

(a) Judgment be entered that M86 has infringed one or more claims of each
of the Asserted Patents;

(b)  Judgment be entered permanently enjoining M86, its directors, officers,
agents, servants and employees, and those acting in privity or in concert with them,
and their subsidiaries, divisions, successors and assigns, from further acts of
infringement, contributory infringement, or inducement of infringement of the
Asserted Patents;

(c)  Judgment be entered awarding Symantec all damages adequate to
compensate it for M86’s infringement of the Asserted Patents including all pre-
judgment and post-judgment interest at the maximum rate permitted by law;

(d)  Judgment be entered that M86’s infringement of each of the Asserted
Patents is willful and deliberate, and therefore, that Symantec is entitled to treble
damages as provided by 35 U.S.C. § 284;

{e) Judgment be entered that M86’s infringement of the Asserted Patents is
willful and deliberate, and, therefore, that this is an exceptional case entitling
Symantec to an award of its attorneys’ fees for bringing and prosecuting this action,
together with interest, and costs of the action, pursuant to 35 U.S.C. § 285; and

()  Judgment be entered awarding Symantec such other and further relief

as this Court may deem just and proper.
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DATED: October 7, 2010

N,
Pt 3
A S

Respectfully submitted,
UINN EMANUEL URQUHART &

/

| &

SULLIVAN, I4P
£

grneys for Plaintiff Symantec
Lofporation
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Sean Pak (Bar No. 219032)
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Jennifer A. Kash (Bar No. 203679)
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50 California Sfreet, 22" Floor
San Francisco, California 94111-4788
Telephone: (415) 875-6600
Facsimile: (415) 875-6700

QUINN EMANUEL URQUHART & SULLIVAN, LLP
David M. Grable (Bar No. 237765)
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865 South Figueroa Street, 10 Floor

Los Angeles, California 90017-2543

Telephone: €2 1 33 443-3000
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QUINN EMANUEL URQUHART
& SULLIVAN, LLP
David A. Nelson*
davenelson@quinnemanuel.com
500 West Madison St., Ste. 2450
Chicago, Hlinois 60661
Telephone: (312) 705-7400
Facsimile: (312) 705-7401
* pro hac vice to be filed

Attorneys for Plaintiff Symantec
Corporation

UNITED STATES DISTRICT COURT
CENTRAL DISTRICT OF CALIFORNIA, WESTERN DIVISION
SYMANTEC CORPORATION, CASE NO.
Plaintiff, DEMAND FOR JURY TRIAL
Vvs.
M86 SECURITY, INC,,
Defendant.

TO EACH PARTY AND TO THE COUNSEL OF RECORD FOR
EACH PARTY:
Plaintiff Symantec Corporation hereby demands a jury trial in the above-titled

action pursuant to Rule 38(b) of the Federal Rules of Civil Procedure.

9.
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DATED: October 7, 2010 Respectfully submitted,

Q[IJJLINN EMANUEL URQUHART &
SULLIVAN, LLP

B .
ywA/Kash
neys for Plaintiff Symantec

Corporation
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United States Patent [
Kirby et al.

Patent Number:
Date of Patent:

(]
[45]

5,898,784
Apr. 27,1999

[54] TRANSFERRING ENCRYPTED PACKETS
OVER A PUBLIC NETWORK
[75] Ioventors: Alan J. Kirby, Hollis, N.H.; Jeffrey A,
Kraemer, Northboro; Ashok P,
Nadkarni, Shrewbury, both of Mass.
[73] Assignee: Raptor Systems, Inc., Waltham, Mass.
[21]  Appl. No.; 08/963,512
[22] Filed: Nov. 3, 1997
Related U.S. Application Data
[63] Continuation of application No. 08/586,230, Jan. 16, 1995,
abandoned.
[51] Int. CLE s nssstsssmsssios e HO4L 9/00
[52] LS. Ch v s seseeessesesmsseeresenereas 380/49
[58] Field of Search ..o 380423, 30, 49
[56] References Cited
U.S. PATENT DOCUMENTS
5,009,517  3/1992 Gupta et al. ccriirecrnrrsreniens 380/49
5,161,193 11/1992 Lampson et al. .oieevenerecicnnnns 380/49
5,235,644  8/1993 Gupta et al. wvccceninnmisinnn 380/49
5,325,362  6/1994 Aziz ... .. 370/94.3
5,416,842  5/1995 Aziz s ... 38049
5,442,708  8/1995 Adams, Jr. et al, .. . 380/49
5,444,782 8/1995 Adams, Ir. et al. . . 380/49
5,548,646 8/1996 Aziz el @l .o 380/23
5,550,984  B/1996 Gelb .cvvinieriineineimensseserrnenss 370/94.1

OTHER PUBLICATIONS

“Internet Portal, Version 1.17, pp. 1-16, Digital Equipment
Corp.

“Digital Internet Tunnel V1.0", pp. 1-3, Digital Equipment
Corp.

“Inmternet Security: Screening External Access Link
(SEAL)”, pp. 1-2, Digital Equipment Corp.

World Wide Web document of Digital Equipment Corpora-
tion's tnneling product, Nov. 15, 1995,

Kerberos Network Authentication Service (V5), Digital
Equipment Cerporation, pp. 1-106, Sep. 1993.

swlPe IP Security Protocol, Columbia University and
AT&T, John loannidis and Matt Blaze, Dee. 1993,
Security Architeclure for the Internel Protocol, R. Atkinson,
Naval Research Laboratory, pp. 1-44, Aug. 1995.

{P Authentication Header, R. Atkinson, Naval Research
Laboratory, pp. 1-26, Aug. 1995,

IP Encapsulating Security Payload (ESP), R. Atkinson,
Naval Research Laboratory, pp. 1-24, Aug. 1995.

The Photuris Session Key Management Protocol, P. Karn,
Qualeomm, WA, Simpson, DayDreamer, pp. 1-106, Nov,
1995.

(List continued on next page.)

Primary Examiner—Salvatore Cangialosi
Attorney, Agent, or Firm—Fish & Richardson P.C.

[57} ABSTRACT

The invention features receiving encrypted network packets
sent over a network at a network interface compuier, and
passing the encrypled network packets to a computer on an
internal network.

The invention also features receiving encrypled network
packets at a first computer over a setwork from a second
computer, examining a field in each network packet to
determine which of a plurality of encryption algorithms was
used to encrypt the metwork packet, and decrypling the
nctwork packet in accordance with the determined cacryp-
tion algorithm.

The imvention further features receiving network packets
sent over a network, determining which virtual tunnel each
network packet was sent over, and rouling each network
packet to a destination computer in accordance with the
determined virtual tunnel.

The invention features encrypting nelwork packets al a
computer connected (o an internal network, passing the
encrypted network packet over the internal network to a
public network interface compuler, and passing the
encrypted network packet over a public network connected
to the network interface compuler.

26 Claims, 10 Drawing Sheets
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OTHER PUBLICATIONS

Simple Key-Management For Internet Protocols (SKIP),
Ashar Aziz, et al. Sun Microsystems, Inc., pp. 1-72, Dec.
1995,

Internet Security Association and Key Management Proto-
col (ISAKMP), Douglas Maughan and Mark Schertler,
National Security Agency, pp. 1-117, Nov. 1995,

U.S. application No. 08/561,790, filed Nov. 22, 1994, Kirby
et al.—Controlling Passage Of Packets Or Messages.

U.S. application No. 08/585,765, filed Jan, 12, 1995, Kirby
¢t al.—Data Encryption/Decryption For Network Commu-
nication.

US. applicatios No. 08/586,231, filed Jan. 12, 1995,
Levesque et al.—Key Management For Network Commu-
nication.
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TRANSFERRING ENCRYPTED PACKETS
OVER A PUBLIC NETWORK

This is a continuation of application Ser. No. 08/586,230,
filed Jan. 16, 1996, now abandoned.

BACKGROUND

This invention relates to transferring encrypted packets
over & public network.

Referring to FIG. 1, while executing a variety of software
applications, 10, 12, 14, for example, Teloet 10 or
Microsoft™, Inc. Word™ 12, computers 16 and 18 may
exchange data over networks 20, 21, for example, a tele-
phone company network, a privale network, or a public
nelwork such as the internet or X.25. The applications
communicale using network prolocols 22, 24, 26, for
example, Irapsmission control protocol/intemet protocol
(TCP/IP) 22 or internet packet exchange (IPX) 24, through
application programming interfaces 28, 30, 32. Through
application pragramming interfaces 34, 36, 38, the neiwork
protocols communicate with network drivers 40, 42, 44 10
direct network interface hardware 46, 48 to transfer data
over the networks.

While on a network, data being transmitted, including the
addresses of the source and destination computers 16, 18, is
accessible to others who may be monitoring the network.
For security, the data is often encrypted before being sent on
the metwork.

Referring also 1o FIG. 2, for additional security, firewall
computers 16, 18, which have dirccl access to a network 20
may be used to prevent unauthorized access o internal/
private metworks 58, 52. For example, when an internal
network driver 53 within firewall computer 16 receives data
from an internal computer 54 that is destined for a compuler
56 on a public network, it encrypts the data and the addresses
of source compuler 54 and destinalion computer 56. Com-
puier 16 then prepends to the encrypted data a new IP header
including its own address as well as the address of a
destination computer, which may also be a firewall
compuler, e.g., computer 18.

When a firewall computer receives a network packet from
the neiwork, it delermines whether the transmission is
authorized. If so, the computer examines Lhe header within
the packet to determine what encryption algorithm was uscd
to cncrypt the packet. Using this algorithm and a secret key,
the computer decrypts the data and addresses of the source
and destination computers 54, 56 and scnds the data to the
destipation computer. If both the source and destination
computers are firewall computers, Lhe only addresses visible
{ie., unencrypted) on the network are those of the firewali
computers. The addresses of compulers on the intermal
networks, and, hence, the internal petwork topology, are
hidden. This has been termed “virtual private networking”
(VEN).

Encrypling/decrypting data has been performed by com-
Pplex security software within applications or, to simplify the
applications, encrypting/decrypting has heen performed
within the protocol stack of network protocols.

SUMMARY

In general, in one aspect, the invention features a method
of handling network packets. Encrypted network packets are
received from the network at a network interface computer
and passed to a computer on an internal network.

Implementations of the invention may include one or
more of the following features. Before passing the encrypted
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network packets to the computer on the internal network, the
destination computer for each encrypted network packet is
determined. Determining the destination computer may
include deicrmining whether a source computer that sent
each cncrypted network packet is authorized to send
encrypled network packels to the destination compuier.
Determining the destination computer may also include
examining a field in a header of the network packet, and the
field may correspond to a virtual network lunnel.

An encrypted network packel may be passed o the
computer on the internal network if the computer on the
internal metwork is determined to be the destination com-
puter. Instead, the emecrypted network packet may be
decrypted at the neiwork interface computer when the
network interface computer is determined to be the desti-
nation computer. Network packels decrypted by the network
interface computer may be passed lo a computer on an
iniernal network.

‘The method may also include encrypling network packets
and sending the encrypted network packeis from the net-
work interface computer to the network. The computer on
the internal network may encrypt the network packets, and
the method may further include passing the encrypted net-
work packets to the network interface compuier. The net-
work interface computer may be a firewall computer, and the
network may be a public network.

In general, in another aspect, the invention features
receiving encrypted network packets at a first computer over
a network from a second computer, and examining a field in
each network packel 1o determine which of a plurality of
encryption algorithms was used to emcrypt the network
packet. The netwark packet is then decrypied in accordance
with the determined encryption algorithm,

Implementations of the invenlion may include one or
more of the following features. The field may be examined
to determine a destination computer for each encrypted
network packet. A determination may be made as to whether
a source computer that sent each encrypted network packet
is authorized to send encrypled nelwork packets to the
destination computer. Encrypted network packets may be
passed 10 a computer on an internal network when the
destination compuier is determined to be the computer on
the internal network. The network packels may be decrypted
when the destination computer is determinéd to be the first
compuicr, and the decrypted network packets may be passed
1o a compuler on an internal network. The field may corre-
spond to a virtual network tuanel, and the netwerk may be
a public network. The first computer may be a firewall
computer.

In general, in another aspeci, the invention feaiures
receiving network packets over a network, and determining
which virtual tunnel each network packet was sent over is
made. Fach network packet is then routed o a destination
computer in accordance with the determined virtual tunnel.

Implementations of the invention may include one or
more of the following features. Each network packet may be
decrypted in accordance with the determined virtual tunnel.

In general, in another aspect, the invention features
encrypling network packets at a computer connected 10 an
internal network and passing the network packets over the
internal neiwork 1o a network interface computer. The
network interface computer then passes the encrypted net-
work packets over a public network.

In general, in another aspect, lhe invention [ealures
receiving nelwork packets [rom a network, and delermining
over which virtual mnnel each network packet was sent. A
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determination is also made as to whether the source com-
puter that sent each network packet is authorized to send
network packets over the determined virtual tunnel.

Implementations of the invention may inclede one or
maore of the following features. Each network packet may be
routed 10 a destination computer in accordance with the
determined virtual tunnel when the source computer is
determined to be authorized.

Advantages of the invention may include one or more of
the following. Using the policy id field to create virtual
tunncls allows a receiving computer 1o determine both a
packet’s encryption algorithm and where the packet should
be routed. Multiple tunnels between the same two computers
allows packets encrypted with different encryption algo-
rithms to be sent between the same computers. The virtual
tunnels permit the encapsulating/decapsulating and
encrypting/decrypting of network packels to be spread
across multiple computers. Using the tunnel databases, the
firewall computers may restrict access to particular tunnels
and, in effect, perform packel fillering for each tunnel.

Other advantages and features will become apparent from
the following description and from the claims.

DESCRIPTION

FIG. 1 is a block diagram of two computers connected
fogether through two networks.

FIG. 2 is a block diagram of two firewall computers and
networks.

FIG. 3 is a block diagram of a computer including a
securily network driver.

FIG. 4 is a flow chart of encapsulation and encryplion.

FIGS. 5 and 6 are block diagrams of network packets.

FIG. 7 is a flow chart of decryption and decapsulation.

FIG. 8 is a block diagram of virlual tunnels.

FIG. 9 is a block diagram of a compuler network.

FIG. 10 is 2 flow chart of tunnel record gencration,

FIG. 11 is a Aow chart of tunnel record updaling.

As seen in FIG. 3, security network driver software 72 is
inserted between network protocol TCP/IP 22 and corre-
sponding network driver 40. The security network driver
encrypts information before it is sent on the network by the
network driver and decrypts information received from the
network by the network driver before the information is sent
to the network protocol. As a resull, after choosing 4 security
network driver with the required security fealures, users may
freely choose among available applications and network
protocols regardless of the required level of security and
regardless of the available encryption/decryption libraries
and wilhout having to compromise their securily needs.
Morcover, the choscn applications and network protocols
need not be modified. To change the level of security, the
user may simply chose another securily network driver or
modify the current security network driver.

Generally, a compuier’s operating syslem software
defines a “road map” indicating which applications may
communicate with cach other. To insert a security network
driver between a network protocol and a network driver, the
road map is altered. The vendor of the operaling system
software may make the road map available or the road map
may be determined through observation and testing. Once
the road map is altered, functions such as send and receive,
between the network protocol and the network driver are
diverted to the network securily driver to encrypl data before
it is senl on the network and lo decrypt data when it is
received from the network.
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Referring to FIGS. 3 and 4, as an example, to send data
from computer 16 to computer 18 on the internet, Telnet 10
issues (step 60) a send call to TCPAP 22 through network
protocol API 28. The send call includes a network packet 62
(FIG. 5) having a header 64 and data 66. The header includes
information such as the addresses of the source and desti-
nation computers and ihe lype of applicalion that sent the
data. The network protocol then issues (step 68) a send call
to the network driver API which, in accordance with the
altered road map, issues (step 70) a send call to a securily
network driver (SND) 72.

The security network driver issues (slep 74) an encapsu-
lale call to an encapsulate/decapsulate library 76 through an
API77. Tn one example, the encapsulate/decapsulate library
uses the swiPe IP Security Protocol created by J. Toannidis
of Columbia University and M. Blaze of AT&T™, Inc.
which is described in an Internet Draft dated Dec. 3, 1993
and incorporated by reference. Referring also to FIG. 6, the
encapsulate call generales a new nelwork packet 78 in
accordance with the swlPe protocol. The new packet
includes a header 86, a swlPe protocol header 82, and data
84. According 1o options within the swlPe protocol, header
80 may be the original header 64 (FIG. 5), in which case,
data 84 is the original data 66, or header 80 may be a new
header including the address of a source firewall computer,
¢.g., computer 16 (FIG. 2), and a deslinalion compuler
which may also be a firewall computer, e.g., 18. Where
header 80 is a new header, data 84 includes the eniire
original network packet 62 (FIG. 5).

After encapsulating the network packet, the security net-
work driver issues (step 88, FIG. 4) an encryption call to an
encryption/decryption library 90 (FIG. 3) through an API 91.
Library 90 encrypls a portion 92 of the encapsuiated net-
work packet including data 84 and parl of swiPe protocol
header 82. Header 80 (FIG. 6) is not encrypted. Thus, if,
according to options within the swiPe protocol, header 89 is
lhe original header 64 (FIG. 5), then the addresses of the
source and destination computers are visible on the internet.
On the other hand, if header 80 is a new header including the
addresses of firewall compulers, then the addresses of inter-
nal source and destination computers are encrypied and not
visible on the internet.

Library 90 may be of the type sold by RSA Dala
Security™, Inc. of Redwood City, California and may
encrypt the data according to an RSA algorithm such as RC2
or RC4 or according to a federal information processing
standard (FIPS) such as data encryption standard (DES).

The security network driver then issues (step 94) a send
call, including the encapsulated/encrypled network packet,
to the API, and the API, in accordance with the altered road
map, issues (step 96) a send call 10 a network driver, e.g.,
network driver 40. The network driver then causes hardware
46 to trznsmit (step 98) the encapsulated/encrypted network
packet on the network.

Referring to FIGS. 3 and 7, the network drivers of each
computer 16, 18 (FIGS. 2 and 3) maintain a database of
addresses to which they will respond. For example, when
network driver 40 receives (step 100) a properly addressed
network packet from network 20, the network driver issues
{step 102) a receive call to corresponding network protocol
API 34. In accordance with the altered road map, the API
issues (step 104) a receive call 1o security network driver
(SND) 72 which issues (step 196) an auwthorization call to
encapsulate/decapsulate library 76 through API 77. Library
76 examines the unencrypled portion of swlPe header 82
(FIG. 6) to determine (slep 108) whelker it is proper. If it is
not proper, an error (step 110} is flagged.
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If the header 82 is not a swlPe header, then the security
network driver issues a receive call to the API including the
unaltered packet.

If the swlPe header is proper, the sceurity network driver
issues (step 112) a decryption call to encryption/decryption
library 90 through API 91. A portion of the unencrypted
swilPe protocol header includes a policy identification (id)
field 113. The policy id field indicates the encryption algo-
rithm used fo encrypt the data. Library 9@ uses a secret key
that was previously exchanged between the computers and
the encryption algorithm to decrypt data 84.

Afier decryplion, the security network driver issues (step
114, FIG. 7) a digital signature check call (o encapsulate/
decapsulate library 76. The swIPe protocol header includes
a digital signature 86. The digital signatre is a unique
number calculated using the data in the network packet, the
secrel key, and a digital signature algoritbm. Library 76
recaleulates the digital signature and compares (step 116) it
to digital signature 86 in the network packet. If the network
packet is tampered with during transmission and any data
within the packet is changed, then the digital signature in the
packet will not match the digital signature generated by the
receiving computer and an etror (step 118) will be flagged.

If the signatures match, then the security network driver
issues (step 120) a receive call to the API which issues (step
121) a receive call to the TCP/IP network proocol including
only the original network packet 62 (FIG. 5, data 66 and
addresses of the source and destination computers 64). If
(step 122) the network packet is destined [or computer 16,
then TCP/IP issues (step 124) a receive call to an application
10, 12 and if the network packet is destined for a computer
on an imternal network, e.g., computer 54 (FiG. 2) on
network 50, then TCP/IP issues (step 126) a receive call Lo
internal netwerk driver 53 which then sends (step 128) the
data to the internal computer.

Referring to FIG. 8, the policy id field may be used to
creale virtual tunnels 140, 142 between firewall computers
146, 148 on internel 152. When computer 146 receives a
network packel, it checks the policy id to determine which
“tunnel” the packet came through. The tuonel indicales the
type of encryption algorithm used to encrypt the packel.

Multiple tunnels 140, 142 may connect two compulers
146, 148 and each tunnel may use a different encryption
algorithm. For example, tunnel 140 may use the RC2
encryplion algorithm from RSA Dala Security™, Inc. while
tunnel 142 uses the FIPS DES encryption algorithm.
Because the RC2 encryption algorithm is less secure and
requires less computer processing time than the FIPS DES
standard, users may send a larger number of network packets
requiring less security over tunnet 140 as opposed to tunne]
142. Similarly, predetermined groups of users or computers
may be restricted to sending their packets over particular
tunnels (effectively attaching a packet filter to each tunnel).

The tunnel may also indicate where the packet is to be
sent. Primary firewall computers 16, 18 store information
about the internal path of each tunnel in a tunnel database.
When computer 146 receives a packet whose policy id
indicates that the packet came through a tunnel that ends at
computer 146, e.g., tuonel 142, computer 146 decapsulates
and decrypls the packet and sends the decrypted packel over
internal metwork 154 to the proper destination computer in
accordance with the decrypled destination address, When
computer 146 receives a packet whose policy id indicates
that it came (hrough a funnel that does no! end with
computer 146, ¢.g., lunnel 140, computer 146 does not
decapsulate and decrypt the packet. Instead, computer 146
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sends the encrypted packet to internal firewall computer 158
in accordance with the tunnel database.

Internal firewall computer 158 also has a tunoel database
in which the internal path of any tunncls connected to
computer 158 arc stored. As a result, when computer 158
receives a packet whose policy id indicales that it came
through a tunnel that ends with computer 158, ¢.g., tunnel
144, it decapsulates and decrypis the packet according to the
policy id and sends the decrypted packet over internal
network 160 to computer 162 in accordance with the
decrypted destination address.

The only addresses visible on the internet and on internal
network 154 are {he addresses of the firewall computers 146,
148, and 158. The address of internal computer 162 and,
hence, 1he network topology of network 160 are protected on
both the internet and internal network 154.

The tunnel databases provide Lhe firewall computers 146,
148, and 158 with information as {o the internal path of the
tunnels. Thus, if computer 162 was another firewall
computer, compuicr 146 may modify the destination address
of packels reccived on tunnel 140 to be the address of
compuier 162 to cause compuler 158 1o send the packet
directly to computer 162 without checking the policy id
field.

Encapsulating/decapsulating and encrypting/decrypting
network packets may require a large portion of a computer’s
processing power, Creating virtual tunnels using the policy
id field allows the ecncapsulating/decapsulating and
encrypting/decrypting of network packets to be spread
across several computers. For example, computer 146 may
decapsulate and decrypt network packets destined for com-
puters connecled Lo internal network 154 while computer
158 may decapsulate and decrypt network packets destined
for compuiers connected to internal networks 154 and 160.
Similarly, computer 146 may encapsulate and encrypt net-
work packets sent from computers connected to internal
nctwork 154 while computer 158 may cncapsulate and
cnerypl network packets sent from computers conmected to
internal networks 154 and 160.

The Kerberos Key Distribution Center components of
Kerberos Network Authentication System created under
project Athena at Massachusetts Institute of Technology,
defines one method of providing computers with secret keys.
Referring to FIG. 9, computer 138 is termed the “trusted”
computer, and before computers 132 and 134 may transfer
encrypted data to each other over network 136, both com-
puters send a request to trusted computer 130 for a secret
key. For a more detailed description of the Kerberos Key
Distribution Ceater, see RFC1510 (request for comment)
“Kerberos Network Authentication Service” by J. Kobl & B.
Neuman, Sept. 10, 1993, which is incorporated by reference.

Relerring back lo FIG. 2, (o transfer secure {i.e., encap-
sulated andfor encrypted) network packeis between two
computers, operators of the two computers may verbally
exchange a secrel Xey for each tunnel between the comput-
ers and then manually initialize the computers to transfer
data by generating a tunnel record including a secret key for
cach tuonel between the two computers. Firewall computers
arc lypically managed by skilled technicians capable of
generaling tunnel records. Typical users have non-firewall
computers and may wish to transfer encapsulated/encrypted
data with a firewall computer. To avoid requiring that a
typical user generate tunnel records and instead of having a
separale trusled compuler provide secrel keys 1o two
compulers, a firewall computer 16, 18 may provide secrel
keys to other computers.
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Referring also to FIG. 10, when a user wishes 1o transfer
packets between his/her computer and a firewall computer,
the user requests (step 170} a password (a cnetime pad) from
the firewall operator. The operator then generates (step 172)
tunnel records for cach tunnel over which the user's com-
puter and the firewall computer may transfer network pack-
ets. The operator also stores (step 174) the password given
to the user on the firewall computer. The user installs (step
176) the security network driver (SND) software on his/her
computer and runs (step 178) a configuration program. The
configuration program prompts {step 180) the user for the
password and seads (step 182) a configuration request to the
firewall computer.

The firewall computer identifies (step 184) the user’s
computer as the sender of the request and notifies the user’s
compuler of the available tunnels by sending {step 186} the
complete tunnel records, including secrel keys, associated
with each tunnel to the vser’s computer. The (uanel records
are sent through network packets that are encrypted using
the password and the encryption algorithm. Afterwards, the
firewall deletes (step 188) the password, and further network
packets are transeitted between the two computers through
the available tunnels and encrypied according lo the secret
key associated with each tunnel.

Referring to FIG. 11, gencrally, cach time the user's 2

computer accesses (step 190) the internet, a new internet
address is assigned. The firewall compuler needs 10 know
the new address in order to update the tunnel records, To
notify the firewall computer of the new internet address,
cach time the user’s computer accesses the internet, the
configuration software issues (step 192) a connect request to
the firewall computer. The firewall compuler identifies (step
194) the computer and may prompt the user for a user name
and a user password. If the user name and password are
authorized (step 196), the frewall updates (step 198) the
tunnel records wilh the internet address sent as part of the
connect request. The configuration software also updates
(step 200) the non-firewall computer’s tunnel records with
the computer’s new internet address.

Other embodiments are within the scope of the following
claims.

For example, instead of encapsnlating the network pack-
ets using the swlPe protocol header, other inlernet security
algorithms may be used.

Although the sceurily network driver was described with
respect 1o send and receive functions, APIs from different
manufzcturers, for example, Sun™, Inc. and Microsofi™,
Ine., include a variety functions, and Lhe security network
driver is designed to respond lo each possible function.

The security neiwork driver may also be simullaneously
connected to multiple network protocols, ¢.g., both TCPAP
22 and IPX 24, as shown in FIG. 3.

What is claimed is:

1. A method of handling network packets, comprising:

receiving an encrypted network packet from an external

network at a first computer; and

determining whether to decrypt the encrypted network

packet at Lhe first compuler or lo pass the encrypted
network packel to a compuler on a network that is
internal with respect to the first computer for decryp-
tion.

2. The method of claim 1, further comprising, before
passing the encrypted network packet to the computer on the
network that is internal with respect to the first computer

determining a destination compuler for the encrypied

network packet.
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3. The method of claim 2, wherein determining a desti-
nation compuier further includes:

determining whether a source computer that sent the

encrypted network packet is authorized to send
encrypted network packets to the deslination computer.

4, The method of claim 2, wherein delermining a desti-
nation computer inchrdes:

examining an index field in a header of the network

packet.

8, The method of claim 4, wherein the field corresponds
to a virtual network tunnel.

6. The method of claim 2, wherein an encrypted network
packel is passed to the computer on the network that is
internal with respect to the first computer when the desti-
nation computer for the encrypted network packet is deter-
mined to be the computer on the network that is internal with
respect to the first computer.

7. The method of claim 1, further comprising:

decrypting an encrypted network packet at the first com-

puter when the destination computer for the encrypted
network packet is determined 1o be the first computer.

8. The method of claim 7, further comprising:

passing the decrypted network packet to the computer on

the metwork that is internal with respect to the fimst
computer.

9. The method of claim I, further comprising:

encrypting network packets; and

sending encrypled network packets from the first com-

puter to the external network.

10. The method of claim 9, wherein the computer on the
network that is internal with respect to the first compuier
encrypts the network packets, and further comprising:

passing the encrypted network packets to the first com-

puter.
11. The method of claim 1, wherein the first computer
comprises a firewall computer.
12. The method of claim 1, wherein the external network
comprises a public network.
13, A method of hardling network packets, comprising
receiving an encrypted network packet from a public net-
work al a firewall computer;
determining the destination computer of the encrypted
network packet by examining a virtual tunnel field that
corresponds 1o the method of enmeryption;

determining whether a source computer that sent the
encrypted network packel is authorized to send
encrypled network packets to the deslination compuler;
and

determining whelther to decrypt the encrypted netwerk

packet at the firewall computer or to pass the encrypted
octwork packel 1o a computer on a network that is
internal with respect to the first computer for decryp-
tion,

14. A method of handling a network packet, comprising

receiving an encrypted network packet at a first computer

over a network from a source computer;

examining a field in the network packet to determine

which of a plurality of encryption algorithms was used
to encrypt the network packet and to determine a
destination computer for each eacrypted network
packet; and ’

decrypting the network packet at the determined destina-

ticn computer.

15. The method of claim 14, further comprising:

delermining whether a source compuler thatl sent each

encrypted nelwork packel is authorized to semd
encrypted network packets to the destination computer.
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16. The method of claim 14, further comprising:
passing encrypted network packets to a computer on an
internal network when the destination compuler is
determined to be the computer on the internal network.
17. The method of claim 14, further comprising:

decrypting network packets when the destination com-
puter is determined to be the first computer.
18. The method of claim 17, further comprising:

passing the decrypted network packets to a computer on
an internal network.

19. The method of claim 14, wherein the field corresponds
to a virtual network (unnel.

20. The method of claim 14, wherein the network com-
prises a public network.

21. The method of claim 14, wherein the first computer
comprises a firewall computer.

22. A method of handling an coerypted network packet,
comprising:

receiving the encrypted network packet sent over a net- 4

work at a first computer;

determining which virtual tunnel the network packet was
sent over; and

routing the network packet to a destination computer that
is internal with respect to the first computer in accor-
dance with the determined virtual tunnel.

23. The method of claim 22, further comprising:

decrypting each network packet in accordance with the
determined virtual tunnel.

10

18

10
24. A method of handling a network packet, comprising:

encrypting network packets at a first computer connected
(0 an internal network;

storing a virtwal tunnel identifier in the packet that is used
10 determine routing of the packet;

passing the encrypted network packet over the internal
network to a public network interface computer; and

passing the encrypted network packet over a public net-
work connected to the public network interface com-
puter.

25. A method of handling network packets, comprising:

receiving network packets sent over a network at a first
computer;

examining each packet’s virtual tunnel field to determine
which virtual tunncl ¢ach network packet was sent over
and whether a source compuler thal sent each network
packet is authorized to send network packets over the
determined virtual wunnel.

26. The method of claim 25, further comprising:

routing cach network packet to a destination computer in

accordance with the determined virtual tunnel when the
source computer is determined to be authorized.
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[57] ABSTRACT

The present invention provides a system and method for
restricting access to dala received by a computer over a
network by filtering certain data from the data received. In
a preferred embodiment, the present invention provides a
computer based method for fillering objectionable or target
text data from World Wide Web pages which are received by
a computer system connected to the Internet. According lo
the method, if the web page requested by the user conlains
only a minimum of objectionable or target data, the user may
receive a portion of the (iltered web page [or downloading
and viewing on his or her computer. If the web page
requesied contains a large amount of objectionable or target
data, the invention will cause a “forbidden” page to be
displayed on the user’s compuler monitor.
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SYSTEM AND METHOD FOR TILTERING
DATA RECEIVED BY A COMPUTER
SYSTEM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present inveniion relates to a computer based system
and method for filtering data received by a compulter syslem
and, in particular, to a compuler based system and method
for filtering text data from World Wide Web pages received
by a computer system connected to the Internet.

2. Pror Art

While there are numerous benefits which accrue from the
intcrconncction of computers or computer systems in a
network, such an interconnection presents certain problems
as well.

Broadly speaking, networks allow the various computers
connected to the network to share information. Typically, if
desired, access o certain information is restricted by pro-
viding access codes or the like to those individuals who are
cleared to view or download the information. While this
method of conlrolling access to information works fairly
well for siluations where each user is identifiable, it is very
difficult to efficiently and effectively implement such a
methed in cases where there is a large number of unidenti-
fiable users. Such is the situation with the vast interconnec-
tion of networks called the Internct,

The Internet is accessed by many millions of users every
day and while it is somewhat possible to obtain some
information with respect to identifying the computers
through which a particular user accesses the Internet, it very
difficull, if mol impossibie, to identify a particular user
beyond any self-identification provided by the user himself.

By far, most of the traffic on the Internet currently occurs
on the World Wide Web. On the World Wide Web, both text
and graphic information is typically provided on web pages
and this information is transmitted via the Hyper Text
Transfer Protocol (“HTTP"). A web page has a particular
address associated with it called a Uniform Resource Loca-
tor (“URL").

Atypical user accesses the World Wide Web via a modem
connection {o a proxy/cache server which is connected to the
Internet. A browser is the software program which runs on
the user’s computer (client computer) and allows the user to
view web pages. To view a particular web page, the user
inputs the URL ol the desired web page into his or her
browser. The browser sends the request to the proxy/cache
server and the server sends the request over the Internel to
the computer on which the web page resides. A header as
well as a copy of the body of the web page is thea seat back
1o the user’s browser and displayed on the uscr’s computer,

While an incredible amount of information is available on
the millions of web pages provided on the World Wide Web,
some of this information is not appropriate for alf users. In
particular, although children can be exposed lo a vast
number of educational and entertaining web pages, many
other web pages include adult content which is not appro-
priate for access by children.

One method which is used to control access to these adult
web pages is to require an access code to view or download
particular web pages. Typically, this access code is obtained
by providing some identification, often in the form of a
credil card number. The obvious drawbacks of this method
are: 1) such a system will invariably deny or inhibit access
{o many adults as well as children because many adults do
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not want 1o, or may not be able to, provide a credit card
number; and 2) the system is not fool-proof because children
may obtain access to credit cards, whether their’s or their
parents’.

Several services are available to parents and educators
which provide a second method for preventing access to web
pages conlaining adult content. These services provide soft-
warc programs which contain a list of forbidden URLs.
Service providers compile the list by searching the World
Wide Web for web pages having objectionable material.
When a user inputs a URL which appears on the forbidden
list or “deny list,” the program causes a message lo be
displayed indicating that access to (hat web page is forbid-
den. Although this method works well for denying access to
web pages which are on the forbidden list, because thou-
sands of web pages are being crealed and changed every day,
it is simply impossible to provide an up-to-date list of every
web page containing adult content. Therefore, these systems
often allow children access to web pages which contain
adult content but have not yet been added to the forbidden
list.

A further drawback 1o the above-described access control
systems is thal they are simple admit/deny systems. That is,
the user is either allowed 10 download and view the entire
wceb page or hefshe is forbidden from doing so. It is not
practical, using either of these methods, to allow a particular
user to download and view only the portions of the web page
which are not objectionable.

SUMMARY OF THE INVENTION

The present invention overcomes the disadvantages of the
prior art by providing a system and method for restricting
access to objectionable or “farget” data received by a com-
puter over a network by filtering objectionable data from the
data received. The present invention provides for filtering
the dala as received, so called “on the {ly,” so that a newly
crealed web page may be filtered as accurately as one that
has been predetermined to contain objectionable material.

Although the embodiments of the invention are described
below with respect lo a system and method [or filtering
objectionable data from the data received, it should be
understood that the present invention can be applied to
process any type of target data from the data received. Thus,
the present invention may be utilized to process desired data
such that, for instance, only Wcb pages containing desired
information are displayed on the user’s compuler.

In a preferred embodiment, the present invention provides
a computer based method for filtering text data from World
Wide Web pages which are received by a computer system
connecied 1o the Internet. Advantageously, the method of the
present invention is carried out by the computer which acts
as the proxy/server through which the user’s compuler is
connecled to the Intermet. However, the method can be
carried out by the user’s computer as well.

According to the method, if the web page requested by the
user conlains only a minimum of objectionable or target
data, the user receives a portion of the fillered web page for
downleading and viewing on his or her computer. While, if
the web page requested contains a large amount of objec-
tionable material, the invention will cause a “forbidden”
page to be displayed on the user’s computer monitor.

In the preferred embodiment, the request is sequentially
filtered at three different levels, if necessary. First, the URL
requested is fillered 1o determine if the web page associated
with that URL has been pre-approved or pre-denied. If the
URL has not be pre-approved or pre-denied, the header of
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the web page is then filtered to determine if the web page
contains text data (such as HTML). If so, the body of the
web page is filtered. While the filter will decide whether or
not to block access to the entire web page based on the URL,
depending on its processing of the body of the web page, the
filter may deny access completely to the web page, deny
access lo certain portions of the web page (ie., filter out
some objectionable words), or atlow complete access to the
web page.

The method of the present invention first compares the
requested URL to an “allow list” which contains URLs of
web pages which bave been approved for display Lo the user.
If the requested URL is found in the allow list, the entire
associated web page is, accordingly, forwarded to the user
for downloading or viewing, If, however, the requested URL
is not found in the allow list, the requested URL is them
compared o a “deny list,” (or “forbidden list™) which
functions in much the same manner as that of the prior art
systems. If the requesied URL is Found in the forbidden list,
a message is trapsmilled to the user’s computer indicaling
that access to the web page is forbidden (hereinafter referred
to as a “FORBIDDEN” page).

If the requested URL is found in neither the allow list or
the deny list, and if the header indicates that the page
contains text data, then the methed provides for filtering the
text ol the web page, as it is either received from the network
or read out of cache, 10 determine if it contains objectionable
or target text. If the page contains objectionable text, the
method determines what kind of objectionable text {specific
words), how much cbjectionable text, and the relative
groupings of objectionable text. Depending on the setiings
of predetermined parameters, certain objectionable words (if
found) are either replaced with an innocuous filler (such as
“. - - " before the web page is forwarded to the user’s
compuier, or only a “FORBIDDEN" page is forwarded to
the user’s computer. The settings of the predetermined
paramelers may be modified by those having access to (he
computer program through which the compuler implements
the program, such as the server operator or, perhaps, the
user’'s parent.

Optionally, the HTTP header of the web page is filtered
after the URL to determine if the page contains text data and,
if not, the method does not filter the web page body, since
the method for filtering the web page body is only capable
of filtering text or other recognizable data patterns. The
method provides for filiering the text of the web page by
comparing each “word” {(defined by groupings of letter/
number D characters) in the web page to a “dictionary.” The
words in the dictionary are periodicaily updated.

Advantageously, each word in the dictionary has a num-
ber of variables associaled with it, such as: 1) a variable that
indicates whether the word, if found, should be replaced
with the innocuous filler {or a specific replacement filler
word may be indicated); 2) a variable that indicales whal
category of objectionableness the word belongs to (ie.,
pomography, intolerance, crime, job hunting, etc.); 3) a
variable that indicates what language the word is a part of
(i.c., english, french, spanish, ctc.); 4) a base score variable
that indicates how objectionable the word is; and 5) a bonus
score variable Lhal indicates whether the word is more
objectionable when used in combination with other objec-
tionable words. In this advanlageous embodiment, the
method provides for filtering the body of the web page by
comparing e¢ach word in the web page with the words in the
dictionary. If a word in the web page matches, then thal word
will either be replaced or not replaced with the filler, as
indicated by the variable. A running score is determined for
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the entire web page, based on a particular algorithm, as the
page is being filtered. If the final score for the page is above
a predetermined threshold score, a “FORBIDDEN” page is
forwarded to the user’s computer instead.

The system of the present invention comprises a generat
purpose computer which is programmed to implement the
method of the present invention. The computer of such a
system is typically the proxy/cache server computer but it
may also be the client computer or another computer,

While the preferred embodiment of the present invention
is described in summary form above as applied to the
filtering of web pages received over the Internet, it will be
appreciated by one of ordinary skill in the art that (his
method is also apphlicable to filtering of data received by a
compuier from any network, including an intranet. Further,
in addition to reviewing HTTP information received from
the Internel, the present invention may be applied to review
information posted to forms-based pages such as search
engines, surveys, guest books, ete. (POST/GET data). If the
words or phrases would yield objeciionable results, the
invention will prevent posting of the data to the remote
HTTP server.

Other objects, features, and advantages of the present
invention witl be set forth in, or will become apparent from,
the detailed description of the preferred embodiments of the
invention which follows.

BRIEF DESCRIPTION OF THE DRAWINGS

F1G. 1 shows a block diagram of a preferred embodiment
of the system of the present invention.

FIG. 2 is 2 flowchan showing the broad steps of filtering
a web page URL, header, and body in accordance with one
embodiment of the method of the preseat inveation.

FIG. 3 is a flowchart showing the steps for filtering a URL
request in accordance with the embodiment of FIG. 2.

FIG. 4 is a flowchart showing the steps for filtering a web
page header in accordance with the embodiment of FIG. 2.

FIG. 5 is a flowchart showing the steps for filtering a web
page body in accordance with the embodiment of FIG. 2.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

FIG. 1 shows a block diagram of a preferred embodiment
of the system ol (he present invention. In this embodiment,
a proxy/cache server computer 110 is connected to the
Internet and is capable of receiving HTTP information over
the World Wide Web, A client computer 120 (user’s
compulter) is connected to the server computer 110, typically
via an ethernet or modem connection. In accordance with the
present invention, server computer 110 runs a computer
program 112 which programs the server computer 110 to
filter any request it receives for a web page from the client
computer 20 and to output to the client computer 120 only
those web pages, or portions of web pages, which are
deemed appropriate for viewing by the user of the client
computer 120. This filtering takes place in at least three
slages, as is described below relative io FIGS. 2 through 5,
which illustrate the method of the present invention.

Advantageously, the proxyfcache server 110 used in the
system of the present invention is a SPARC workstation
made by D Sun Microsystems, Inc. and the server 110 is
programmed to filter the requests in the Perl programming
language. The invenlors of the present invention have deler-
mined that a SPARC workstation programmed in accor-
dance with the method set forth below, is capable of filtering
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at least approximately 90 KB to 500 XB of dala per second,
based on the speed of the CPU.

‘The Rowchart in FIG. 2 shows the broad steps of filtering
a requested web page URL, header, and bady in accordance
with one embodiment of the method of the present inven-
tion. The method begins at terminal block 210 and continues
to block 212 where the user selected URL is input. The URL
request is filtered at decision block 214 and the filter
decision is “yes” if the request is denied based on the URL
and “no” if the request is not denied at this point. If decision
block 214 returns a “yes,” block 216 shows that a page
indicating access is forbidden (*FORBIDDEN" page) is to
be returned, which page will be output to the client com-
puter. If decision block 214 returns a “no,” the HTTP header
is input at block 218 and filtered at decision block 220. If
decision block 220 returns a “yes,” block 222 shows that the
“FORBIDDEN" page is to be returned and if decision block
220 returns a “no,” the first portion of (he body of the web
page is input at block 224,

Decision block 226 checks to see if the end of the page has
been reached and, if 5o, the method returns to await another
user selected URL. If the end of the page has not been
reached, that portion of the body of the web page is filiered
at decision block 228. If decision block 228 returns a “yes”
(objectionable material found), then that portion of the web
page is modified and, if certain rules are met, it is later sent
to the client compuler, indicated at block 232, If decision
block 228 returas a “no,” indicating no objectionable mate-
rial was found in that portion of the web page body, then
control is returned to block 224 where the next portion of the
web page body is input.

The filters indicated in decision blocks 214, 220, and 228
are shown in the flowcharts of FIGS. 3, 4, and 5, respec-
tively. The filters shown in FIGS. 3 and 5 are based on a
method involving a dictionary, which dictionary can be
updated periodically, and a score threshold for indicating
whether or not a web page should be forbidden.

Each word or phrase in the dictionary has several vari-
ables associated with it. Together ¢ach word in the dictio-
nary and its associaled variables form an entry in the
dictionary. In a preferred embodiment, each entry in the
dictionary has the following format:

Target:Replace:Category:Lan-
guage:BaseScore:BonusScore where “Target” is the objec-
tionable or target word. “Replace” indicates whether or not
the word or phrase should be replaced in the text if it is found
(R=replace, N=not replace) “Category” is the category the
word belongs to (e.g., pornography, intolerance, crime,
viclence, eic.), and “Language” is the language the word
belongs o (e.g., english, french, spanish, ¢le.). “BaseScore”
is the score the word contributes to the total score of (he web
page body, or portion thereof, il it is found and “BonusS-
core” is the additional score the word contributes to the total
score if it is found in close proximity to other objectionable
words. A word may be assigned a negative score, which
would subtract from the total score instead of adding to it.

In the preferred embodiment, the default threshold score
at which a web page will be forbidden is 50, although this
score can readily be changed by anyone having the required
access.

Examples of possible words and associated variables in
the dictionary are as follows.

nude:N:pornography:cnglish:5:5

"Ihis entry would be for the word “nude.” “Nude,” il
found would not be replaced in the text (N); it is in the
pornography category; it is in the english language; it has a
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score of 5; and it contributes a bonus score of 5 if found with
other words in the dictionary.

hot:N:none:english:0:5

This entry, for the word “hot,” is not to be replaced if
found; is in no pariicular category; is in the english lan-
guage; has no score; and has a bonus score of 5.

The flowchart of FIG. 3 shows the portion of the method
which is represented by decision block 214 in FIG. 2,
showing filtering of the URL request. This portion of the
method begins at terminal block 310 and in block 312 a
variable called “filler” is temed on and a variable called
“score” is set to zero. The “filter” variable is used to later
indicale whether the header or body of the web page should
be filtered (on) or not filtered (off). “Score™ is the variable
which keeps frack ol the lotal score of the URL being
{iltered.

Decision block 314 asks whether the requested URL is in
the Lacal-Allow list, which is a list of URLs associated with
web pages that have been pre-approved so thal they do not
need to be filtered. In addition to speeding up transmission
by allowing the request to be passed without filiering the
web page, the Local-Allow list also provides for allowing
full access o web pages which have text that would nor-
mally be filtered. This may prove advantageous, for
instance, if a web page discusses certain objectionable text
in a manner to educate children about its effects.

If the URL is in the Local-Allow list, the Filter variable
is set to “Off”" in block 316 and a “No™ is returned in terminal
block 318, [ the URL is not in the Local-Allow list, decision
block 320 checks to see if the URL is in the Deny List. The
Deny List is a listing of URLs associated with web pages
which have been predetermined to be objectionable. If the
URL is in this Iist, terminal block 322 returns a “Yes.” This
Deny List feature is advantageous inter alia for designaling
web pages which may contain objectionable malerial other
than text which may be fltered, such as objectionable
pictures.

If the URL is nol in the Deny List, the individual words
in the URL and POST/GET data are then filtered. Block 324
indicates that the variable *“Word” is set to the first word in
the request. Decision block 326 checks to see if the last word
in the request has already been filtered and, if so, decision
block 328 determines whether the “Score” of the request at
this point is greater than the predetermined threshold
“Targetscore,” which threshold may, advaniageously, be
changed by one having the appropriate access. If the “Score”
variable is not greater than the “Targetscore” threshold, then
terminal block 332 returns a “No,” indicaiing that the page
should not be forbidden. If the “Score” varable is greater
than the “Targeiscore™ threshold, then terminal block 330
returns a “Yes,” indicating the page should be forbidden. If
decision block 326 indicales thal the last word in the request
has not already been filiered, then decision block 334
compares “Word” agains! the dictionary. If “Word” does not
match an entry in the dictionary, then “Word” is set io the
next word in the request and decision block 326 apain
checks to see if the last word has been filtered, If “Word”
does maich an cotry in the dictionary, then decision block
338 determines whether *Word™ has conlent, that is, is the
category variable not set 1o “none” or, alternatively is the
category variable set 1o a particular category of interest (for
instance, “pornography”). If “Word” does not have content
(category =none), then, in block 340, “Word” is again set to
lbe next word in the request and, if “Word” does have
conlenl {calegory =“none” or category=a particular
category), “Score” is set to the previous value of “Score”
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plus the base score of the word and “Word” is then set to the
next word in the request. Control returns {o decision block
326.

The filtering method for the header of the web page,
indicated at decision block 220 of FIG. 2, is shown in detail
in FIG. 4. This method essentially determines if the page is
in text {such as HTML) such that it may be effectively
reviewed by the filter.

The method begins at terminal block 410 and decision
block 412 determines whether the “Filter” variable is set to
“On.” If the “Filter” variable is not set 10 “On,” indicating
that the header should not be filtered, then terminal block
414 returns a “No.” If the “Filter” variable is set to “On,”
then decision block 416 determines whether the page con-
tains text data and, if so, the “Score™ varable is set to zero
and the “Found” variable is set to Null at block 418, and
terminal block 420 returns a “No,” indicaling the page
should not be forbidden based on the header. I decision
block 416 delermines thal the page does not contain lext
data, then the “Filter” variable is set to “Of™ in block 422
and terminal block 424 returns a “No.”

The filtering methed for the body of the web page, uses
the dictionary and the variables described above, however
this method introduces new variables as well which enable
it to consider the proximity of the objectionable words to
cach other, as well as other faclors, in deciding whether or
not to deny access o the page.

In this method, the body of the web page is filtered one
word at a time. When a word is found which is in the
dictionary, a “Chain” is started. Succeeding sequential
words that are found in the dictionary are included in the
“Chain” and the “Chain” is ended when two words in a row
are nol [ound in the dictionary. Accordingly, these last lwo
words are not part of the “Chain”. Thus, the determination
of the “Chain” length is controlled by a “Proximity” vari-
able.

After a “Chain” is formed, it is scored. To score a
“Chain,” all the base scores for each word in the “Chain™ are
added logether. The bonus scores for each word are added to
the Lotal as well, if the “Chain® conlains more than one word
in the dictionary. If any of the words in the “Chain” have
coatent, i.e., category not sel to “none” or calegory st to a
particular category, then the “Chain’s” score is added to the
total score for the page. Advantageously, a total score is kept
for cach category and specific thresholds are sct for cach
category.

If the “Replace” variable for any of the words is “R,”
indicating replace, then the word is replaced with an innocu-
ous word or symbol (e.g., “- - - "}. Advantageously, the
“Replace” variable for each word in the diciionary may
instead be an allernate word which is used to replace the
objectionable word, c.g., “dam” for “damn”. Such replace-
ment words may be displayed in an alternate color.

If the total score for the page exceeds the predelermined
threshold, e.g., 50, then the entire page is replaced with a
“FORBIDDEN" page. In an advantageous embodiment,
only words in the same language are scored together and
separate thresholds are predetermined for each category.

Optionally, the “FORBIDDEN” page provides additionai
information, such as the total score for the page, the score of
the page in each category, the langunage of the objectionable
words in the page, etc. This information may be viewed and
the thresholds may be changed by onc having the appropri-
ale access, for instance, a parent or teacher.

The examples below illustrate how the scoring of a
“Chain” is accomplished.
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Sample Diclionary

hot:N:nonezenglish:0:5
fantasy:N:none:english:0:5
pictures:N:none:enplish:0:5
nude:N:pornography:english:5:5
scxual:N:poraography:english:5:5
harassment:Ninone:english:0:-10

Sample “Chain” Score

sexnal fantasy 15 {sexual has content and |
nwltiple words from the
dictionary are in the
“Chain” 50 bonus scores
count. 5 + 5 from “sexual”
and 5 from “fantasy™)
(sexual has contest and
multiple words are in the
*“Chain”, so bonus scores
count, 5 + 5 frem “sexual”
and -0 from
“harassment')

(“pictures™ has no
content)

(neither “hot” or
“pictures™ has content)
(“pude” has content, bul
only one word in “Chain”,
5o only the base score
applics)

(3 words in “Chain”, 1
with conlenl, all base

and bonus scores apply

sexual harassment

pictures 0
hat piclures 0

nude 5

hot nude pictures

One embodiment of the filtering method for the body of
the web page, indicated at decision block 228 of FIG. 2, is
shown in detail in FIG. 5. This method uses a “Proximity”
variable to indicate whether a word found te be in the
dictionary is within two words of the last word found to be
in the dictionary, such that it should be part of the same
“Chain.” Also, 2 “Found” list is used to keep track of all the
objectionable words found which should be replaced if the
web page is to be displayed. Additionally, a “Tempchain”
variable allows the method to determine il the next two
sequential words are acfually in the dictionary before they
are added to the “Chain.”

The method is begun at terminal block 510 and decision
block 512 determines whether the “Filter” variable is set to
“On.” If not (indicating that the body of the web page should
not be iliered), terminal block 514 redurns a “No.” If “Filter”
is “On,” then “Word" is sel to the first word in the page at
block 516. Decision block 518 determines whether the last
word in the page has already been fillered and, if it has, block
520 indicates that all the words in the “Found” list are
replaced with the replace word {g.g., *- - - ). Decision block
522 determines whether the “Score™ for the page exceeds the
predetermined “Targetscore” threshold and, if so, the page is
replaced with the “FORBIDDEN” page in block 526 before
a “Yes” is relurned by terminal block 528, indicating that
access was denied based on the web page body. If the score
does not exceed the “Targetscore” threshold, a “No” is
returned at terminal block 524.

If decision block 518 determines that the last word in the
page has not been filtered, then decision block 530 is
invoked to determine if “Word” is in the dictionary. If so,
“Tempcehain” is added to “Chain” along with “Word” and the
“Proximity” variable is set {o 1, in block 532. Block 534 then
sets “Word” to the next word on the page. If “Word” is not
io the dictionary, then decision block 836 checks to see if
“Chain” is null (i.e., contains no words) and, if il is, block
534 sets “Word™ to the next word on the page. If “Chain” is
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not null, decision block 538 determines if “Proximity” is
greater than zero. If “Proximity” is greater than zero, indi-
cating that the last word was in the dictionary, then 1 is
subtracted from “Proximity” and “Word” is added 1o
“Tempchain” in block 540. Block 534 then sets “Word™ to
the next word on the page. If “Proximity” is not greater than
zero, then this indicates that the last two words were not in
the dictionary and thus, the “Chain” is ended. The next
portion of the method scores the “Chain.”

In block 542, “Word” is set to the first word in the
“Chain.” If that is not the last word in the “Chain,” as
determined in decision block 544, then decision block 546
determines whether “Word” is replaceable. If yes, then
“Ward" is added to the “Found” kst in block 550 and control
is sent to block 548. If “Word” is not replaceable, then
conirol is sent directly o block 548. Block 548 sets: “Base
Score” {0 the previous “Base Score” plus the “Word’s” base
score; “Bonus Score” to the previous “Bonus Score” plus the
“Word’s” bonus score; “Content” to “Yes” if the “Word™ has
content; and *“Word” 1o the next word in the “Chain”. Block
544 then again determines if the “Word” is the last word in
the “Chain™.

If “Word” is the last word in the “Chain”, then decision
block 552 determines if “Content” is set to “yes.” If so, then
block 554 sets “Score” to the previous “Score” plus the
“Bonus Score” and “Base Score,” as last determined in
block 548. Control is then sent to block 556. If “Content” is
not set to “yes,” then block 556 sets; “Chain” to null;
“Tempchain” to null; “Proximity” to zere; “Bonus Score to
zero, “Base Score” to zero; and “Content” 1o “No.” Block
534 then sets “Word” to the nex{ word on the page.

One of ordinary skill in the art will recogaize that the
methods shown in the flowcharts of FIGS. 2 through 5 can
readily be programmed into a compuler using any of several
computer programming lagguages. Advantageously, the
method shown in FIG. 2 serves as lhe main loop of the
program and the methods shown in FIGS. 3 through 5 serve
as subroutines. The normal attendant initialization of
variables, error checking, and the like, is programmed as
required.

As noted above, while the system and method of the
invention have been described with relation to filtering
objectionable data from data received, the method can also
be used to process data such that only Web pages conlaining
desired data arc passed to the user’s compuier.

Although the invention has been described in detail with
respect to preferred embodiments thereof, it will be apparent
to those skilled in the art that variations and modifications
can be effected in these embodiments without departing
from the spirit and scope of the invention.

I claim:

1. A computer readable memory containing a computer
program for programming & general purpose computer lo
perform a method for filtering a block of text data containing
words received over a network, wherein said method com-
prises the steps of:

a) providing a listing of target words, each target word in
said listing of largel words having a respective score
associated therewith, which score may be zero, wherein
at least one of said target words has a negative score
associated (herewith;

b) comparing each word in said block of text data to said
listing to determine any word in said block of text data
which matches one ol said farget words in said listing
50 as Lo delermine matched text words and correspond-
ing matched target words; and
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¢) determining a total score for said block of text data
based on said score associated with each matched farget
word.

2. A computer readable memory as in claim 1, further

comprising:

providing a respective replace-variable associated with
each of said target words in said listing, each said
replace-variable being set 1o either a true state or a false
state; and

replacing cach said word in said block of text data that
matches one of said target words in said listing having
its respective replace-variable set to a true state with a
replacement-word (o provide a new block of lext data,

3. A computer readable memory as in claim 1, further
comprising,

replacing said block of text data with a substitute block of
data if said total score for said block of text data
exceeds a predetermined numerical threshold.

4. A computer readable memory as in claim 3, wherein
said score associaled with each of said target words in said
listing comprises a base score and a bonus score, and
wherein said negative score associated with said at least one
of said target words comprisés a negative boous score and
wherein said method further comprises determining said
total score for said block of text data based on the respective
bonus score associated with at least onc of said matched
target words.

5. A computer readable memory as in claim 4, wherein
said method further comprises determining said total score
for said block of text data based on the respective bonus
score associated with each of sald matched target words
having a corresponding matched text word that is positioned
within a predetermined proximity of another matched text
word in said block of (ext data.

6. A computer readable memory as in ¢laim 5, wherein
said predetermined proximily comprises adjacent words.

7. A computer readable memory as in claim 5, wherein
said predetermined proximity comprises a separation of at
most onc word.

8. A computer based method for filtering a block of text
data containing words received over a network, said method
comprising the steps of:

a) providing a listing of target words, each farget word in
said listing of target words having a respective score
associaled therewith, which score may be zero, wherein
at least onc of said target words has a negative score
associated therewith;

b} comparing each word in said block of text data to said
listing to determine any word in said block of text data
which maiches one of said target words in said listing
50 as 1o determine matched lext words and correspond-
ing matched target words; and

c) determining a total score for said block of text data
based on said seore associated with each matched target
word.

9. A computer based method as in claim 8, further

comprising:

providing a respective replace-variable associated with
each of said targel words in said listing, each said
replace-variable being set to either a true state or a false
state; and

replacing cach said word in said block of text data that
matches one of said target words in said listing having
ils respective replace-variable set to a true state with 2
replacement-word, to provide a new block of lext data.

10. A computer based method as in claim 8, further
comprising
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replacing said block of text data with a substitute block of
data if said total score for said block of texl data
exceeds a predetermined numerical threshold.

11. A computer based method as in claim 10, whercin said
score associated with each of said target words in said listing
comprises a base score and a bonus score and wherein said
negative score associated with said at least one of said target
words comprises a negative bonus score, and wherein said
total score for said block of text data is determined based on
the respective bonus score associated with at least one of
said matched target words.

12. A computer based method In claim 11, wherein said
tolal score for said block of text dala is determined based on
the respeclive bonus score associaled with each of said
malched target words having a corresponding matched text
word that is positioned within a predetermined proximity of
apother matched text word in said block of text data,

13. A computer bascd method as in ¢laim 12, wherein said
predetermined proximity comprises adjacent words.

14, A computer based method as in claim 12, wherein said
predetermined proximity comprises a separation of at most
one word.

15. A compuier based method as in claim 8, further
comprising:

d) providing a respective calegory-variable associated
with each of said larget words in said listing for
expressing a calegory wilh which each of said targel
words in said listing is associated; and

¢) providing an output comprising a record of the respec-
tive categories with which each matched 1arget word is
associated.

16. A computer based method as in claim 15, further

comprising:

determining a total category score for said block of text
data based on the respective score and calegory-
variable associaled with each maiched text word; and

praviding said tolal category score for each category in
said output,

17. A compuler based method as in claim 16, further

comprising:

replacing said block of text data with a substitute block of
data if said 101al category score for a category exceeds
a predetermined numerical threshold.

18. A computer based method for filtering a web page
received over the World Wide Web and providing an ouiput,
said web page having a header portion, a body portion and
an asscciated requested URL, said method comprising the
steps of:

a) providing an allow-list of URLs associated with

approved web pages;

b) providing a deny-list of URLs associaied with disap-
proved web pages;

c) providing a listing of target words;

d) comparing said requested URL with said URLSs in said
allow-list, and if said requested URL matches any of
said URLs in said allow-list, providing the web page as
an oulput;

e) if said requested URL docs nol malch any of said URLs
in said aHow-hst, comparing said requested URL with
said URLs in said deny-list, and, il said requested URL
malches any of szid URLs in said deny-list, providing
an output indicating access to the web page is forbid-
den;

f) if said requested URL does nol maich any of said URLs
in said deny-list, providing a computer based filter for

12

comparing each word in the header of the web page 1o
said listing lo determine any word in the header of the
web page which matches one of said target words in
said listing; and

5 p)providing an indication that access 10 the web page is
forbidden or providing a modified version of the web
page as an output based upon said determination in step

19. A computer based method as in claim 18, further

comprising:

k) providing a computer based filter for comparing each
word in the body of the web page to said lisling lo
delermine any word in the body of the web page which
maiches one of said target words in said listing; and

i} providing an indication that access to the web page is
forbidden or providing a modified version of the web
page as an output bascd upon said determination in sicp
h.

" 20. A computer system for filtering a block of text data
conlaining words received over a network, comprising:

a peneral purpose compuier; and

a set of instructions for programming said general purpose
computer lo:

a) provide a listing of target words, each target word in
said listing of target words having a respective score
associated therewdth, which score may be zero, wherein
al least one of said target words has a negative score
associated therewith;

b} compare each word in said block of text data to said
listing to determine any word in said block of text data
which matches one of said target words in said listing
s0 as lo determine matched text words and correspond-
ing matched target words; and

c) determining 2 total score for said block of text data
based on said score associated with each matched target
word.

21. A compuler system as in claim 20, wherein said
genera] purpose compuler is further programmed in slep ¢
to:

provide a respective replace-variable associated with each
of said target words in said listing, each said replace-
variable being set 1o either a true state or a false state;
and

replace each said word in said block of text data that
matches one of said target words in said listing having
its respective replace-variable set 1o a true state with a
replacement-word to provide a new block of text data.

22. A computer system as in claim 20, wherein said
general purpose compulter is further programmed (o replace
said block of text data with a substitute block of data if said
tolal score [or said block of text data exceeds a predeter-
mined numerical threshold.

23. A computer system as in claim 22, wherein said score
associated with each of said target words in said listing
comprises a base score and a bonus score, and wherein said
negalive score associated with said at least onc of said target
words comprises a negative bonus score and wherein said
total score for said block of text data is determined based on
the respective bonus score associated with each of said
matched target words having corresponding matched text
word that is posilioned within a predetermined proximity of
another matched text word.

24, A computer readable memory confaining a computer
program for programming a general purpose compuler to
perform a method for filtering a block of text data containing
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words received over a network, wherein said method com-

prises the steps of:
a) providing a listing of target words, each target word in
said listing of target words having a respeciive score

and bonus score associated therewith, which score 5

and/for bonus score may be zero;

b) comparing each word in said block of 1ext data 10 said
Hsting to determine words in said block of text data
which match one of said target words in said listing so
as to determine matched text words and associated
maiched target words;

¢) determining a lotal score for said block of text data
based on:

(i) said score associated with each matched target word
and

(i) said bonus score associated with each matched
target word only if said matched target word’s asso-
ciated matched text word is within a predetermined
proximity to another matched text word in said block
of text data.

25, A computer based method for filtering a block of text
dala containing words received over a network, said method
comprising:

a) providing a listing of target words, each target word in
said listing of target words having  respective score
and bonus score associated therewith, which score
and/or bonus score may be zero;

d) comparing each word in said black of text data to said
listing to determine words in said block of text data
which match one of said target words in said listing so
as to determine matched text words and associaled
matched target words;

¢) determining a 1otal score for said block of text data
based on:

14

(1) said score associated with each matched target word
and

(ii) said bonus score associated with each matched
target word only if said maiched target word’s asso-
ciated matched text word is within a predetermined
proxirmily to another malched text word in said block
of text data.

26. A computer based method for filtering a page of dala
10 Teceived over the World Wide Web, wherein said page of
dala comprises a plurality of blocks of text data, said method
comprising:

a) providing a listing of target words, each target word in
said listing of target words having a respective score
associated therewith, which score may be zero;

b) comparing each word in one of said blocks of text data
to said listing to determine words in said first one of
said blocks of text data which match one of said target
words in said listing so as to determine maiched text
words and associated matched target words;

<) determining a lofal score for said one of said blocks of
text data based on said score associated with each
matched targel word;

d) replacing said one of said blocks of text data with a
substitule block of data if said total score for said one
of said blocks of text data exceeds a predetermined
numerical threshold;

e} displaying said one of said blocks of text data or said
substitute block of data;

{) repeating steps a (hrough ¢ for each remaining block of
text data in said page of data.
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USE OF GEO-LOCATION DATA FOR SPAM
DETECTION

TECHNICAL FIELD

This invention pertains to the field of reducing the amount
of spam to which a computer is subjected.

BACKGROUND ART

As used throughout this specification including claims,
“spam” is any e-mail that is unwanled by the recipient. As
spam has regrettably become more widely prevalent, tech-
niques to combat spam are beginning to emerge. One such
technique is to allow e-mail recipients to specify a list of
addresses, domains, and/or top-level domains to be always
blocked or automatically alowed. The “block™ list is often
referred te as a “blacklist™, while the “allow™ list is often
referred to as a “whitelist™, The inspiration behind blacklists
and whitelists is the observation that most computer users
exchange e-mail with a relatively small and fixed set of
addresses. These addresses are on a smaller list of domains,
and these domains are on an even smaller list of top-level
domains. A significant amount of spam comes from
addresses, domains, and top-level domains that a user rarely,
if ever, legitimately interacts with. Blocking entire domains
or top-level domains (as well as addresses) thus becomes a
relatively easy way to block a significant amount of spam.
There is a need to improve the use of whitelists and
blacklists in fighting spani. Much spam also comes from
addresses claiming te be on common domains such as
yahoo.com, msn.com, aol.com, and hotmail.com. Blocking
these domains would, for most computer users, block too
much legitimate e-mail. Furthermore, many spammers
falsely indicate that they are sending e-mails from such
common domains when, in reality, they are not. In other
words, the spammer is spoofing his or her address. There is
a need to develop techniques to counter such spoofing,

DISCLOSURE OF INVENTION

Computer implemented methods, apparati, and computer-
readable media for detecting suspected spam in e-mail (24)
originating from a scnding computer (21). A method
embodiment comprises the steps of determining (11) the
actual TP address (23) of the sending computer (21); con-
verting (12) the actual IP address (23) into geo-location data;
and, using the geo-location data, ascertaining (13) whether
the e-mail (24) contains suspected span.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other more detsiled and specific objects and
features of the present invention are more fully disclosed in
the following specification, reference being had to the
accompanying drawings, in which:

FIG. 1 is a flow diagram illustrating a method embodi-
ment of the present invention.

FIG. 2 is a block diagram illustrating apparatus used in the
present invention.

DETATLED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

As used thronghout this specification including claims,
the following terms have the following meanings:
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“QOSI" is the Open System Interconnect model developed
by the International Standardization Organization (IS0O) in
1984. This model, described at http:/'www.4d.com.docs/
cmw/emn79892 hitm, describes how data is transferred from
an application on one computer tc an application on another
computer. The OS] model comprises seven different layers.

“TCP” is the Transmission Control Protocol. It operates at
the transport layer (layer 4) of the OSI model to establish
data transmission reliability.

“IP" is the Internet Protocol.

“IP address” is the unique address of a computer that is
coupled to the Internet. The IP address has the form #.7.4.#,
where each # is a number from zero to 255. For example, an
1P address might be 66.120.211.171.

“IANA” is the Internet Assigned Number Authority, an
agency given authority by the U.S. government to assign
domain names.

“DNS” is the Domain Name System.

“*DNS address” is an address of a computer, complying
with the DNS and expressed in a form that is relatively user
friendly compared with the IP address. An example of a
DNS address is fenwick.com. In this address, “fenwick™ is
a domain and “.com” is the top-level domain. The top-level
domain may also be a country.

“SMTP” is the Simple Mail Transfer Protocol, a protocol
which currently governs all e-mail sent over the Internet.

“MTA?” is Mail Transfer Agent, a computer such as a large
server computer that forwards e-mail from a sending com-
puter to a recipient computer.

“Access Control List” is a whitelist or a blacklist, as those
terms have been defined above.

“Coupled” encompasses any direct or indirect coupling or
connection.

“Network™ is any wired or wireless network, such as the
Internet, a Local Area Network (LAN), or a Wide Area
Network (WAN).

In the present invention, and with reference to FIG, 2, a
sending computer 21 sends an e-mail 24 o a recipient
computer 26 over a network 28. An access control list 29
may be associated with recipient computer 26. If the e-mail
24 is unwanted by the recipient computer 26, the e-mail 24
is said to be spam or to contain spam. Within network 28
may be one or more MTA's 25. FIG. 2 illustrates N MTAs.
N can be any positive integer.

Sending compuler 21 has a unique actual IP address 23 as
well as a claimed address 22, which may be expressed as an
1P address or as a DNS address. If the user of sending
computer 21 wishes to include spam within e-mail 24, said
user is referred 10 as a spammer. A spammer may spoof an
innocuous claimed address 22 that is not an actual address
of sending computer 21. This may lull the user of recipient
computer 26 into thinking that the e-mail 24 does not contain
spam, because this claimed address 22 may be presented to
the user of recipient computer 26 via e-mail client software
27 associated with recipient computer 26.

FIG. 1 illustrates the method of the present invention as
having three generic steps: 11, 12, and 13. In step 11, the
actual IP address 23 of sending computer 21 is determined.
At step 12, the actual IP address 23 is converted into
geo-location data, which is data giving the actual geographi-
cal location of sending compuler 21. The geo-location data
may be any type of geographical information such as city,
county, state, country, or presence within a pre-selected
radius of a geopraphical point. The conversion of the actual
IP address 23 into geo-location data at step 12 may be
performed by a software program such as Geobytes. Such

software programs were designed for marketilg )IEHTB?FS’

Case 8:10-cv-01513-JST -RNB Document 1 Filed 10/07/10 Page 49 of 58 Page ID #:49

Page

44




Case 8:10-cv-01513-JST -RNB Document 1  Filed 10/07/10 Page 50 of 58 Page ID #:50

US 7,366,919 Bl

3

e.g., letting the owner of a Website know where most of his
hits are coming from so0 he can tailor his marketing approach
accordingly. Geobytes includes with the geo-location data a
confidence number from 1 to 100, with I representing
virtually no confidence in the geo-location data offered by
the program, and 100 representing complete confidence. In
one embodiment, a pre-sclected confidence threshold level
between 1 and 100 is selected by the user of the present
invention, and only geo-lecation data exceeding the pre-
selected threshold is used; all other geo-location data is
ignored as being unreliable.

At step 13, it is ascertained whether e-mail 24 contains
suspected spam. Steps 11, 12, and 13 may be performed by
one or more modules associated with recipient computer 26
and/or with one of the MTA’s 25. Said modules can be
implemented in hardware, firmware, and/or software. A
module may take the form of a standalone software program,
a plug-in module, or a proxy situated in front of (with respect
to sending computer 21) computer 26 or MTA 25. When the
madules of the present invention are embodied in software,
they may reside on any computer-readable medium such as
a hard disk, floppy disk, CD, DVD, etc.

It may be that the module performing step 12 may not be

able to successfully convert the actual IP address 23 into ,

geo-location data. In such a case, the converting module
may indicate “unknown™ rather than the name of a geo-
graphical entity or location. When this happens, in one
embodiment, particularty useful when the claimed domain
of sending computer 21 is not common, ascertaining step 13
is programmed to antomatically declare that suspected spam
1 not present in e-mail 24, Examples of common domains
are yahoo.com. msn.comnt, aol.com, and hotmail.com. In an
alternative embodiment, particularly usefnl when the
claimed domain within address 22 of sending computer 21
is commeon, the ascertaining step 13 is automatically pro-
gramumed to declare that suspected spam is present in e-mail
24. The theory behind this alternative embodiment is that if
the domain really is in fact is a common actual domain, and
not a spoofed domain, the geo-location data should not be
returned as “wnknown™.

Altemnative embodiments for implementing step 13 are
illustrated in FIG. 1 by means of steps 14 and 15. In a first
embodiment of the present invention, at step 14 the actual
geo-location data of sending computer 21 is compared with
an access contrel list, which might be a whitelist or a
blacklist. To illustrate the use of a whitelist 29, let us assume
that whitelist 29 contains the name of the city Cincinnati.
Then, when the geo-location data shows that the actual
location of the sending computer 21 is Cincinnati, recipient
computer 26 automatically accepts the e-mail 24, withont
any further analysis as to whether e-mail 24 contains spam
or not. To iilustrate the use of a blacklist 29, let us assume
that blacklist 29 contains an entry for the country of China.
Then, whenever the geo-location data indicates that the
actual location of sending computer 21 is China, computer
26 or MTA 25 automatically treats e-mail 24 as containing
suspected spam (step 16).

Once a declaration has been made that e-mail 24 conlains
suspected spam at step 16, post-decision processing can be
performed at step 17. For example, e-mail 24 can be refused
by recipient computer 26; the suspected spam can be deleted
from e-mail 24; e-mail 24 can be subjected to further
processing by a spam filter; e-mail 24 can be tagged as
containing suspected spam; c-mail 24 can be moved to a
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special folder where the user of recipient computer 26 can
later check it in case there was a false positive; a composite
spam score maintained by recipient computer 26 can be
augmented; and/or e-mail 24 can be modified. When
optional step 17 is not used, the declaration at step 16 is that
“spam is present” rather than “suspected spam is present”.

The determination at step 11 of the actual 1P address 23
can be made at a time when sending computer 21 connects
with an MTA 25. Al that time, pursuant to the SMTP
protocol, sending computer 21 initiates the sending of an
e-mail 24 by issuing a HELO or EHLO command. Follow-
ing the word HELO or EHLO, sending computer 21 inserts
a claimed address 22, which can be spooled. However, the
actual IP address 23 can be determined by a conventional
module associated with computer 26 or MTA 25, by cxam-
ining what is happening at the transport layer using a
knowledge of TCP. Alternatively, or in addition 1o said
method for determining the actual IP address 23, the actual
IP address 23 can be determined by a conventional maodule
associated with computer 26 or MTA 25, by examining a
return path header associated with e-mail 24, again, by using
a knowledge of TCP 1o observe what is transpiring at the
transport fayer. An example of a set of return path headers
is giving in the following:

1 Return-path: <ronronron@eudoramail.com>

2  Reeccived: from 207.118.30.214  (unverified
[216.96.57.133]) by

3 mailQ].corp.xyz.com

4 (SMTPRS) with SMTP id

5<B0002012226(@mail0l corp.xyz.com> for

<bill@xyz.com>;

6 Mon, 24 Mar, 2003 03:37:15-0800

7 Received: from 285 bpg3wz2mfu [25.149.92.80] by

8 206.117.30.214 with ESMTP id

9 JRAZX; Mon, 24 Mar 03 06:33:15 +0400

10 Received: from 6zd6.ps5gs4 [78.32.232.240] by

11 25.149.92 80 with ESMTP id

12 HLXCVRMFX; Mon, 24 Mar 03 06:17:15 +0400

13 Message-1D: <ple3-8322ig2 Txzw@i7t.mvuv>>

14 From: “Carmine
Opera”<ronronron@eudoramail.com>

15 To: bill@xyz.com

16 Date: Mon, 24 Mar 03 06:17:15 GMT

17 X-Priority: 3

18 X-MSMail-Priority: Normal

19 X-Mailer: MIME-tools 5.503 (Entity 5.501)

20 MIME-Version: 1.0

2} Content-Type: multipart/alternative;

22 boundary="1._F__14_A.3"

23 X-SYMC-SmipMailFrom:
ronronron@eudoramail.com

24 X_SYMCFilter-IP: 216.96.57.133

25 X-8YMCFilter-Palh-1: 216.96.57.133 [last relay]

26 (US;US;United States;KS;Kansas;Effingham;96)

27 X-SYMCFilter-Path-2: 25.149.92.80 [prior relay](un-
known)

28 X-SYMCFilter-Path-3: 78.32.232.240 [prior relay]
(unknown)

29 X-SYMCTFilier-Reason: bill@xyz.com bill@xyz.com
1 Found

30 10.0.0.14 on BackupTrap list

31 Subject: [FILTERED] Admin.the nature of the search

32 engines uaieyfoshijlld

The return path header that should be examined is that

associated with the MTA 25 that is closest to the scading
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computer 21, as long as said closest MTA 25 and each MTA
25 situated between said closest MTA 25 and said recipient
computer 26 is trusted by recipient computer 26, “Trust” can
be defined in a number of ways. For example, recipient
computer 26 can be said to trust an MTA 25 when the MTA
25 is co-located with recipient computer 26 in a common
enterprise, such as a corparation, university, or government
agency. Alternatively, reciptent computer 26 can be said to
trust an MTA 25 when the MTA 25 appears on a list of
trusted computers kept by recipient computer 26. Alterna-
tively, recipient computer 26 can be said to trust an MTA 25
when the recipient computer 26 has never been spoofed by
the MTA 25.

In the above exemplary set of retuwrn path headers, the
DNS address ronronron{@eudoramail.com appearing on line
1 is a spoofed address 22 claimed by sending computer 21.
The IP address 207.118.30.214 appearing on line 2 is the IP
address corresponding to this spoofed DNS address 22. Such
an IP address can be determined, for example, by consulting
the WHOIS database. The IP address 216.96.57.133 appear-
ing on line 2 is the acival IP address 23 of computer 21 as
determined by an inventive module as described herein. In
this example, there are three MTA's 25 situated between
sending computer 21 and recipient computer 26. The return
path header for the last MTA 25(3) is given on line 25. The
return path header for the second MTA 25(2} is given on line
27. The return path header for the first MTA 25(1) is given
on line 28. As can be seen from line 25, the IP address of the
last MTA 25(3) is 216.96.57.133. This was determined by
step 11 using TCP, as described above. Line 26 shows the
results of applying step 12 to this IP address 23. The
converting, means of step 12 has determined that this MTA
25(3) is located in Effingham, Kansas, United States of
America, with a confidence level of 96. As can be seen from
the word “unknown” appearing on lines 27 and 28, the
converting means of step 12 was not able to preduce
geo-location data for MTA 25(2) or MTA 25(1), respec-
tively.

In an alternative embodiment of the present invention, at
step 15 the geo-location data produced at step 12 is com-
pared with a claimed geo-location claimed by sending
computer 21. This claimed geo-location may be derived
from domain information inserted by sending computer 21
in an outgoing e-mail 24. For example, in the SMTP
protocol, the sending of an e-mail 24 is initiated by sending
computer 21 indicating ifs desire to connect lo an MTA 25
by generating a HELQO or EHLO command having an
address as an argument. At this time, a2 spammer in control
of sending computer 21 may insert a bogus address follow-
ing the word HELO or EHLO. There are other places where
the spammer can falsify the address 22, e.p., as part of a
MAILFROM command. This bogus address 22 may be
presented to the user of recipient computer 26 via e-mail
client software 27 associated with recipient computer 26.

In this embodiment of the present invention, a DNS
address 22 claimed by the sending computer 21 is resolved
into a location or a set of locations corresponding to the
claimed address 22. If the actual geo-location obtained in
step 12 matches onc of these resolved locations, ascertaining
step 13 determines that e-mail 24 does not contain suspected
spam. If, on the other hand, the actual geo-location obtained
from step 12 does not match one of these resolved locations,
a declaration is made at step 16 that e-mail 24 contains
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suspected spam. For example, if it is known that the domain
[rom the claimed address 22 has an MTA 25 in five coun-
tries, but the actual geo-location of computer 21 is in a sixth
country, suspected spam is declared at step 16. Similarly, if
it is known that said domain does not have an MTA 25 in
China, and the geo-location report from step 12 indicates
that the actual location of computer 21 is in China, suspected
spam is likewise declared at step 16.

The resolved locations may be obtained by examining the
domain name within the claimed DNS address 22. One or
more databases can be crealed over time giving resolved
locations for each of a set of domains. These databases can
be created by any one or more of a number of varicus
techniques. For example, the owner of the domain (such as
aol.com} may publish locations where its MTA’s 25 are
located. Alternatively, datahase entries may be compiled by
machine leaming techniques such as neusal networks, Baye-
sian classifiers, or support vector machines. For example,
the training process may identify those domains responsible
for the most e-mail traffic to an MTA 25 and the associated
geo-focations for those domains. The training process can be
performed by updating a database containing the domain
name, its associated IP address, geo-location data for this 1P
address, and a count of each incoming e-mail for that
domain. One can have a pre-selected confidence threshold
level. For example, let us assume that this threshold is set at
5000. If the training process indicates that there are at least
5000 matches of the domain “acl.com™ with the location
“Boise, Id.”, one can safely assume that there is in fact an acl
MTA 25 located in Boise, Id. In this example, spammoers
who are spamming the demain name aol.com will likely
have their locations resclved to a large plurality of locations,
each of which will experience far fewer than 5000 counts.

A database trained by machine fearning techniques can be
offered by a software publisher to its customers 26 so that
each customer computer 26 does not have to perform this
training process itself.

In an alternative embodiment, a database of resolved
locations can be compiled by simply noticing locations from
which a large amount of e-mail has emanated. In all of these
embodiments, a database may be compiled only with respect
10 e-mail allegedly emanating from commen domains, on
the theory that e-mail allegedly emanating from uncommon
domains will not be prolific encugh to make for a reliable
database. Examples of common domains include yahoo-
.com, msn,com, aol.com, and hotmail.com. Another way of
defining “common” is to require that, during a machine
learning training phase such as described above, at least a
certain preselected threshold percentage worth of total
e-mail traffic observed during the training phase must be
exceeded in order for the domain to be classified as “com-
mon”,

The above description is included to illustrate the opera-
tion of the preferred embodiments and is not meant to limit
the scope of the invention. The scope of the invention is to
be limited only by the following claims. From the above
discussion, many variations will be apparent to onc skilled
in the art that would yet be encompassed by the spirit and
scope of the present invention. For example, the principles
of the present invention can be applied to any protocol in any
electronic messaging system where the actual location of the
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sender of the electronic message can be determined, and thus
checked against where the sender claims to be, to see
whether the sender is lying.

What is claimed is:

1. A computer implemented method for detecting sus-
pected spam in e-mail originating from a sending computer,
said method comprising the steps of:

determining an actual IP address of the sending computer;

converting the actual IP address inte actual geo-location

data; and

using the actual geo-location data, ascertaining whether

the e-mail contains suspected spam.

2. The method of claim 1 fiurther comprising, when the
ascertaining step finds that the e-mail contains suspected
spam, at least one of the following steps:

refusing the e-mail;

deleting the suspected spam from the e-mail;

processing the e-mail by a spam filter;

tagging the e-mail as containing suspected spam;

moving the e-mail to a special folder;

augmenting a composite spam score;

modifying the e-mail.

3. The method of claim 1 wherein the actual IP address is
determined when the sending computer connects to a mail
transfer agent.

4. The method of claim 3 wherein the actual TP address is
gleaned from a trapsport layer using TCP.

5. The method of claim 1 wherein the actual IP address is
determined from a return path header associated with the
e-mail,

6. The method of claim § wherein:

the e-mail is received by a recipient computer;

there are a plurality of mail transfer agents situated

berween the sending computer and the recipient com-
puter; and

the determining step comprises deriving the IP address

from the return path header associated with the mail
transfer agent that is closest to the sending computer, as
long as said closest mail transfer agent, and each mail
transfer agent sitvated between said closest mail trans-
fer agent and said recipient computer, is trusted by the
recipient computer.

7. The method of claim 6 wherein a mail transfer agent is
trusted by the recipient computer when one of the following
conditions is satisfied:

the mail transfer agent is co-located with the recipient

computer in a comumon enterprise;

the mail transfer agent appears on a list of trusted com-

puters that is kept by the recipient computer;

the recipient computer has never been spoofed by the maik

transfer agent.

8. The method of claim 1 wherein:

the converting step is not able to provide geo-location

data;

the sending computer’s claimed domain is not commion;

and

the ascertaining step does not deem that suspected spam

is present in the e-mail.

9. The method of claim 1 wherein:

the converting step is not able to provide actual geo-

location data;

the sending computer’s claimed domain is common; and

the ascertaining step deems that suspected spani is present

in the e-mail.
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10. The method of claim 1 wherein the actual geo-location
data has a confidence number associated therewith; and

the ascertaining step is performed only when the confi-

dence number exceeds a pre-selected threshold.

11. The method of claim 1 wherein the ascertaining step
comprises comparing the actual geo-location data with an
access contro] list.

12. The method of claim 11 wherein the access contro] list
is a whitelist,

13. The method of claim 11 wherein the access control list
is a blacklist.

14. The method of claim 11 wherein the actual geo-
location data is data pertaining to an entity from the group
of entities comprising city, county, state, country, and pres-
ence within a preselected radius of a geographical point.

15. The method of claim 1 wherein the ascertaining step
comprises comparing the actal peo-location data with a
claimed geo-location claimed by the sending computer.

16. The method of claim 15 wherein the claimed geo-
location is derived from domain information inserted by the
sending computer as part of a HELO or EHLO command
pursuant to a SMTP protocol.

17. The method of claim 15 wherein:

the e-mail is received by a recipient computer; and

the claimed geo-location is derived from a DNS address

appearing in e-mail client sofiware associated with the
recipient computer.

18. The method of claim 15 wherein the claimed geo-
location:

is derived from a DNS address claimed by the sending

computer; and

is a location where a domain within the DNS address has

a mail transfer agent.

19. The method of claim 18 wherein locations where the
domain has a mail transfer agent are listed in a database from
the group of databases comprising:

a database listing locations disclosed by an owner of the

domain;

a database compiled by machine learning techniques;

a database compiled by noticing locations from which a

large amount of e-mail has emanated.

20. The method of claim 19 wherein the database is
compiled only with respect to e-mail allegedly emanating
from common domains.

21. The method of claim 20 wherein a domain is deemed
to be commeon during a training phase by virtue of being
responsible for at least a certain preselected threshold per-
centage worth of total e-mail traffic observed during the
training phase.

22. The method of claim 1 wherein at least one of the
determining, converting, and ascerfaining steps is performed
by a client computer receiving the e-mail.

23. The method of claim 1 wherein at least one of the
determining, converting, and ascertaining steps is performed
by a mail transfer agent computer that processes the e-mail.

24. A computer program product for detecting suspected
spam in e-mail originating from a sending computer, com-
prising:

a computer-readable medium; and

computer program code, encaded on the computer-read-

able medium, for:

determining an actual IP address of the sending com-
puter;

converting the actual IP address into actual geo-loca-
tion data; and

using the actual geo-location data, ascertaining whether
the e-mail contains suspected spam.
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25. The computer program product of claim 24 wherein means for determining an actual IP address of the sending
the ascertaining step comprises comparing the actual geo- computer;

coupled to the determining means, means for converting
. ) . the actual IP address into actual geo-location data; and
26. The computer program product of claim 24 wherein 5 coupled to the converting means, means for ascertaining,

location data with an access control list.

the ascertaining step comprises comparing the actual geo- using the actual geo-location data, whether the e-mail
location data with a claimed geo-location claimed by the contains suspected spam.
sending computer. 28. The method of claim 1 wherein the geo-location data

comprises data identifying an actual geographical location

27. An i spam in e-mail .
apparatus for detecting suspected spam in e-mai 10 of the sending computer.

originating from a sending computer, said apparatus com-
prising: * &k ok
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UNITED STATES DISTRICT COURT
CENTRAL DISTRICT OF CALIFORNIA

NOTICE OF ASSIGNMENT TO UNITED STATES MAGISTRATE JUDGE FOR DISCOVERY

This case has been assigned to District Judge Josephine Tucker and the assigned
discovery Magistrate Judge is Robert N. Block.

The case number on all documents filed with the Court should read as follows:

SACV10- 1513 JST (RNBx)

Pursuant to General Order 05-07 of the United States District Court for the Central
District of California, the Magistrate Judge has been designated to hear discovery related
motions.

All discovery related motions should be noticed on the calendar of the Magistrate Judge

NOTICE TO COUNSEL

A copy of this notice must be served with the summons and complaint on all defendants (if a removal action is
filed, a copy of this notice must be served on all plaintiffs}.

Subsequent documents must be filed at the following location:

Western Division [X] Southern Division Eastern Division
312 N. Spring St., Rm. G-8 411 West Fourth St., Rm. 1-053 3470 Twelfth 5t.,, Rm. 134
Los Angeles, CA 90012 Santa Ana, CA 92701-4516 Riverside, CA 92501

Failure to file at the proper location will result in your documents being retumed to you.

CV-18 (03/086} NOTICE OF ASSIGNMENT TO UNITED STATES MAGISTRATE JUDGE FOR DISCOVERY
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AQ 440 (Rev. 12/0%) Summons in a Civil Action

UNITED STATES DISTRICT COURT

for the
Central Districtof California

SYMANTEC CORPORATION

Plaintiff

V.
M86 SECURITY, INC.

Civil Action No. SA QI EYS (RN l&\\

e i s T

Defendant
SUMMONS IN A CIVIL ACTION

To: (Defendant’s name and address)

M86 Security, Inc.
828 West Taft Avenue
QOrange, California 92865

A lawsuit has been filed against you.

Within 2] days after service of this summons on you (not counting the day you received it) — or 60 days if you
are the United States or a United States agency, or an officer or employee of the United States described in Fed. R. Civ.
P. 12 (a)(2} or (3) — you must serve on the plaintiff an answer to the attached complaint or a motion under Rule 12 of
the Federal Rules of Civil Procedure. The answer or motion must be served on the plaintiff or plaintiff’s attorney,
whose name and address are:

If you fail to respond, judgment by default will be entered against you for the relief demanded in the complaint.
You also must file your answer or motion with the court.

CLERK OF COURT

Datg:g 0cT 2010 /Mﬁﬂ/[/

:gnarure o_//Cler k S‘ﬂépmy Clerk

AQ-440
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Civil Action No.

PROOF OF SERVICE
(This section should not be filed with the court unless required by Fed. R, Civ. P, 4(1))

This summons for (name of individual and title, if any) M86 SECURITY, INC.,

was received by me on (date)

[__] I personally served the summons on the individual at (place)

On (date) ;or

[_] Tleft the summons at the individual’s residence or usual place of abode with (name)

, a person of suitable age and discretion who resides there,

On (date) , and mailed a copy to the individual’s last known address; or

[ 1 I'served the summons on (hame of individual) ,whois

designated by law to accept service of process on behalf of (name of organization) M86 SECURITY, INC.,

on (date) ;or
[ ] Ireturned the summons unexecuted because ; or
[T Other Gspecify:
My fees are $ for travel and $ for services, for a total of §

I declare under penalty of perjury that this information is true.

Date:

Server's signature

Printed name and title

Server's address

Additional information regarding attempted service, etc:
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UNITED STATES DISTRICT COURT, CENTRAL DISTRICT OF CALIFORNIA
CIVIL COYER SHEET

I {a) PLAINTIFFS (Check box if you are representing yourself I}
Symantec Corporation

DEFENDANTS
M86 Security, Ing,

(b) Attorneys (Firm Name, Address and Telephone Number. If YOu are representing
yourself, provide same.)

Attorneys (If Known)

Quinn Emanuel Urqubart & Sullivan, LLP
50 California Street, 22nd Floor
San Francisco, Catifornia 94111-4788

11. BASIS OF JURISDICTION (Place an X in one box only.} HI. CITIZENSHIP OF PRINCIPAL PARTIES - For Diversity Cases Cnly

(Place an X in one box for plaintiff and one for defendant.)

PTF DEF
01 0Ot

ﬂ3 Federal Question {U.S.
Government Not a Party)

0 1 U.8. Govenment Plaintiff PTE

04

DEF

Citizen of This State Incorporated or Principal Place 04

of Business in this State

O02U.S8. Government Defendant O 4 Diversity (Indicate Citizenship | Citdzen of Another State £12 082 Incorporated and Principal Place 15 [O5
of Parties in [tem I1I} of Business in Another State
Citizen or Subject of a Foreign Country 03 O3  Foreign Nation a6 06

IV. ORIGIN (Place an X in one box only.)

Ii(] Qriginal 02 Removed from 03 Remanded from [0 4 Reinstated or [ 5 Transfersed from another district (specify): O6 Muiti- 17 Appeat to District
Proceeding State Court Appellate Court Reopened District Judge from
Litigation Magistrate Judge

Y. REQUESTED IN COMPLAINT: JURY DEMAND: !i(‘:’cs O No (Check ‘Yes' only if demanded in complaint.)
CLASS ACTION under F.R.C.P.23: O Yes E{No O MONEY DEMANDED IN COMPLAINT: §

YI. CAUSE OF ACTION (Cite the UJ.S, Civil Statute under which you are filing and write a brief staternent of cause. Do not cite jurisdictional statutes unless diversity.)
35U.8.C. § 101 et seq., action for patent infringement

VII. NATURE OF SUIT (Place an X in ene box only.)

Slate Reappomonmcnt Insurance VAL g ey Falr Labor Standards

0410 Antitrust O 120 Marine . Alrplane : ) AT Mot:ons to Act

0430 Banks and Banking O 130 Miler Act 1315 Airplane Produet |0 370 Othcr l"raud Vacate Sentence {01720 LaborMgmt.

D450 Commerce/ICC O 140 Negotiable Instrument Liability D371 Truthin Lending Habeas Corpus Relations
Rates/etc. 1 150 Recovery of L1320 Assaul, Libel & 3380 Other Personal |0 530 General 01730 Labor/Mgmt.

{3460 Deportation Overpayment & Slander Propeity Damage |0 535 Death Penalty Reporting &

0470 Racketeer Influenced Enforcement of L1330 Fed. Employers’ 355 Properiy Damage |C1 540 Mandamus/ Disclosure Act
and Corrupt Judgment Liability Product Liabili ty Other (1740 Railway Labor Act
Organizations D151 Medicare Act Dy parne | CivilRights  |03790 Other Labor

0480 Consumer Credit ¥ 152 Recovery of Defaulted Li:;lil;icly raduc (1422 Appeal 28 USC Prison Condmon Litipation

E1490 Cable/Sat TV Student Loan (Excl, 1350 Motar Vehicle 158 -73 Empl. Ret. Inc.

O 810 Sclective Service Veterans) 1355 Motor Vehicle 3423 Withdrawal 28 : Security Act

0850 Securities/Commodities/[D 153 Recovery of Product Liability y Agrlcu]ture 3 :
Exchange QOverpayment of [3360 Other Personal % 1 Other Food & 0,820 Copynghts

(1875 Customer Challenge 12 Veteran’s Benefits Injury 1441 Voting Druog - 830 Patent
USC 3410 (1160 Stockholders’ Suits (1362 Personal Injury- | 442 Employment D625 Drug Related L1840 Trademark

L1850 Other Statutory Actions |[J 190 Other Contract Med Malpractice |0 943 Housing/Acco- Seizure of DI ARG R

0891 Apricultural Act 3 195 Contract Product 1365 Personal Injury- mmodations Property 21 USC E] 861 HIA (1395fi)

0 892 Economic Stabilization Liability Praduct Liability {0 444 Welfare 881 01862 Black Lung (923)
Act 1196 Franch:se (1368 Ashestos Personal {445 American with |0 630 Liquor Laws [0 863 DIWCDIWW

£1893 Environmental Matters [[UGEtRie ] Injury Product Disabilities - |0640 R.R. & Truck (405(g))

D894 Energy Allocation Act |3210 Land Condemnatmn Liability Employment 0650 Airline Regs O 864 SSID Title XVI

3895 Freedom of Info. Act {1220 Foreclosure | ETMICRATIONEER |0 446 American with 0660 Occupational L1865 RSI(405(g))

{1900 Appeal of Fee Determi- {7230 Rent Lease & Ejectment {C1462 Naturalization Disabilities - Safety /Health R AR S o
nation Under Equal 0240 Torts to Land Application Other 0690 Other 5] 870 Taxes (U.5, P]amtlff
Access to Justice 03 245 Tort Product Liability ~[[J463 Habeas Corpus- 3440 Other Civil ot Defendant)

0950 Constitutionality of 1290 A} Cther Real Property Alien Detaince Rights O 871 IRS-Third Party 26
State Statutes 465 Other Immigration USC 7609
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L ; FAE
UNITED §: E. JISTRICT COURT, CENTRAL DIST: 1 \J}F CALIFORNIA
/ CIVIL COVER SHEET

VIII(a). IDENTICAL CASES: Has this action been previously filed in this court and dismissed, remanded or closed? #No O Yes
If yes, list case number(s):

VINI{b). RELATED CASES: Have any cases been previousiy filed i this courl that are related (o (he present case? E‘.(Nu OYes
Il yes, list case number(s):

Civil cases are deemed related if a previously filed case and the present case:
(Check ali boxes that apply) [JA. Arise from the same or closely related transactions, happenings, or events; or
O B. Call for determination of the same or substantially related or similar questions of law and fact; or
O C. For other reasons would enlail substantial duplication of tabor if heard by different judges; or
OD. involve the same patent, trademark or copyright, and one of the factors identified above in a, b or ¢ also is present,

IX. YENUE: (When completing the following information, use an additional sheet if necessary.)

(a) List the County in this District; California County outside of this District; State if other than California; or Foreign Country, in which EACH named plaintiff resides.
L) __ Check here if the government, its agencies or employees is a named plaintiff. If this box is checked, go to jtem (b).

County in this District:* California County outside of this District; State, if other than California; or Foreign Country

Symantec Corporation has a principal place of business in Santa Clara County,
Califomnia.

(b) List the County in this Distri¢t; California County outside of this District; State if other than Catifornia; or Foreign Country, in which EACI named defendant resides.
[ Check here if the government, its agencies or employees is a named defendant. 1F this box is checked, 20 to item {c).

County in this District:* California County outside of this District; State, if other than California; or Foreign Country

On information and belief, M86 Security, Inc. has a principal place of
business in Orange County, California,

{c) Listthe County in this District; Caltfornia County outside of this District; State if other than California, or Foreign Country, in which EACH claim arose.
Note: In land condemnation cases, use the location of the tract of land involved.

County in this District;* Califomia County outside of this District; State, if other than California; or Foreign Country

On information and belief, each claim for patent infringement arose in
Orange County, California,

* Los Angeles, Orange, San Bernardine, Riverside, Ventura, Santa Barbara, or San Luis Obispo Countics
Note: In land condemnation cases, use the location of the tpfet of Mnd involved )

X. SIGNATURE OF ATTORNEY (OR PRO PER): /4/ W__,_.——- vate EXFDEL ’-;2,‘ 24O

Notice to Counsel/Parties: The CV-71 (JSA4) ¢ivil %er,stwet and the information contained herein neither replace nor supplement the filing and service of pleadings
or other papers as required by law. This form{appfoved By the Judicial Conference of the United States in September 1974, is required pursuant to Local Rule 3-1 is not filed
but is used by the Clerk of the Court for the puFpose of stalistics, venue and initiating the civil docket sheel. (For more detailed instructions, see separate instructions sheet.)

Key to Statistical codes relating to Social Securily Cases:

Nature of Suit Code  Abbreviation Substantive Statement of Cause of Action

861 HIA All claims for health insurance benefits (Medicare) under Title 18, Part A, of the Social Security Act, as-amended.
Also, include claims by hospitals, skilled nursing facilities, ete., for certification as providers of services under the
pregran. {42 U.S.C. 1935FF(b))

862 BL All ¢laims for “Black Lung™ benefits under Title 4, Parl B, of the Federal Coal Mine Health and Safety Act of 1969,
(30 U.5.C. 923)
863 DIWC All claims filed by insured workers for disabilily insurance benefits under Title 2 of the Social Security Act, as

amended; plus all ckaims filed for child’s insurance benefits based on disability. (42 U.S.C. 405{g))

863 DIWW All claims filed for widows or widowers insurance benefits based on disability under Title 2 of the Social Security
Act, as amended. . (42 U.S.C. 405(g))

864 SSID All claims for supplemental security income payments based upon disability filed under Title 16 of the Social Security
: Act, as amended.

865 RSI All claims for retirement {old age) and survivors benefits under Title 2 of the Social Security Act, as amended, (42
U.S.C. (g0
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