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United States Cou{u
IN THE UNITED STATES DISTRICT COURT Southem I%is{rétg of Texay
FOR THE SOUTHERN DISTRICT OF TEXAS
CORPUS CHRISTI DIVISION MAR 09 2004
§ Michael N. Milby, Clerk of Court
TWO-WAY MEDIA LLC, §
CIVIL ACTION
Plaintiff, g .
§ - -
AMERICA ONLINE, INC., §
O § JURY TRIAL DEMANDED
Defendant. g

COMPLAINT

Plaintiff Two-Way Media LLC (“TWM?”) brings this action against America Online, Inc.
(“AOL”) for patent infringement arising out of the Patent Laws of the United States, Title 35,
United States Code.
L PARTIES

1. All facts herein are alleged on information and belief except those facts
concerning TWM’s own activities.

2. TWM is a Nevada corporation with its principal place of business at 380 Boulder
Street, Minturn, Colorado 81645. TWM is the owner of various patents ;'elating to methods and
systems for providing audio and visual information over a communication network.

3. AOL is a Delaware corporation with its principal place of business at 22000 AdL
Way, Dulles, Virginia 20166. AOL may be served with this complaint through its registered
agent, Corporation Service Company, located at 701 Brazos Street, Suite 1050, Austin, Texas

78701.
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IL JURISDICTION AND VENUE

4. This is an action for patent infringement under the Patent Act, 35 U.S.C. § 271.
AOL provides infringing services in the Southern District of Texas. This Court has personal
jurisdiction over AOL, in part, because AOL has members who reside in the Southern District of
Texas and AOL provides infringing online services to its members in this district. This Court
has subject matter jurisdiction by virtue of Section 1338(a) of Title 28, United States Code.
Venue in this Court is proper by virtue of Sections 1391(b) and (c) and 1400(b) of Title 28,
United States Code.
III. BACKGROUND

A. TWM and the TWM Patents

5. TWM’s predecessor in interest, Netcast Communications Corp. (“Netcast”), is
one of the early pioneers of technology that allows Internet users to listen to music and other
audio programming over the Internet without having to wait for the entire music or program to
download. This technology is sometimes referred to as “live streaming.” Live streaming allows
users to receive and listen to a radio station over the Internet at approximately the same time as
the signals for that radio station are transmitted. TWM’s technology performs useful functions
in connection with live streaming. For example, TWM’s technology pennitsi collection of
information about the listening habits of users, insertion of advertising content into live
streaming signals, and the combination of various e-commerce opportunities with live streaming
(e.g., buying music CDs that relate to a song that the user is listening to).

6. TWM has filed numerous patent applications that cover audio and visual
streaming technology. On July 7, 1998, the United States Patent and Trademark Office issued

the first of these utility patent applications. Specifically, United States Patent No. 5,778,187 (the

119860.02/2278.00100
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“>187 Patent™) was duly and legally issued to Netcast as the legal assignee of the inventors,
Antonio M. Monteiro and James F. Butterworth. The title of the ‘187 Patent is “Multicasting
Method and Apparatus.” A true and correct copy of the ‘187 Patent is attached as Exhibit “A.”
Thereafter, the United States Patent Office issued other patents on TWM’s technology, including
U.S. Patent No. 5,983,005 (the “’005 Patent™), which issued on November 9, 1999, and U.S.
Patent No. 6,434,622 Bl (the “’622 Patent”), which issued on August 13, 2002. A true and
correct copy of the ‘005 Patent is attached as Exhibit “B” and a true and correct copy of the ‘622
Patent is attached as Exhibit “C.” The ‘005 Patent and the ‘622 Patent are continuations of the
‘187 Patent and bear the same title as the ‘187 Patent. The ‘187 Patent, the ‘005 Patent and the
‘622 Patent collectively constitute the “TWM Patents.” In 2002, Netcast sold the TWM Patents
to Netcast Innovations Ltd., which later in 2002 changed its name to TWM.

7. Before a user can listen to a radio station over the Internet, the analog
transmission signals of a traditional radio station must first be converted to digital signals. This
is because computers can only process data or signals that are digital, i.e., data that has been
converted to a format consisting of zeros and ones. The incoming radio signals are received by a
central facility, which typically converts the analog signals to digital signals that computers can
understand. This central facility then feeds digitized radio signals to various computers or
servers, which transmit the radio signals to users across the Internet and monitor the reception of
the signals by the users. The servers may play a role in ensuring that each user receives the
particular station of the user’s choosing and that the user receives the signals at substantially the
same time as the signals are transmitted from the original source (e.g., the actual physical radio
station, such as 102.7 KIIS FM located in Los Angeles).

8. In order to listen to a particular radio station over the Internet, a user must first

119860.02/2278.00100
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select the desired station from a list of available stations on the user’s personal computer (“PC”).
Figure 18 of the ‘187 Patent (reproduced below) illustrates this process. Figure 18 is one
example of what a user’s PC screen might look like. The screen in Fig. 18 is divided into three
main sections: a channel guide (upper left frame), program guide (upper right frame) and a
multimedia frame (lower half of the screen). The channel guide lists all available stations or
genres of music that are available to the user. The user may select a desired station or genre by
simply clicking on it. In Fig. 18, for example, the user has selected “Alternative Rock.” The
program guide section provides information about the selected station. In Fig. 18, for example,
this section informs the user what artists are coming up in the selected Alternative Rock genre.
The multimedia frame section provides various other features, such as e-commerce and chat. In
Fig. 18, for example, the user can order a music CD of the song he or she is listening to by

clicking on the “Order CD” tab or button.

119860.02/2278.00100
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9. While the user is viewing or listening to the selected station, one or more of the

servers may monitor the user’s reception of the selected station and capture certain information
about the viewing or listening habits of the user. The information that may be captured may
include, for example, the identity of the specific radio program or channel that the user is
listening to, how long the user listens to that channel, and when the user starts and stops listening
to the channel. Additionally, the server computers may have the ability to insert advertising into
the signals that are sent to users. The content of the advertising may be varied based on the

identity of the user such that the advertising may be targeted to different demographics.

119860 02/2278 00100
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B. AOL and AOL’s Infringing Services

10.  After TWM invented its technology, streaming of audio and/or visual information
over the Internet became one of the most popular Internet activities. Arbitron Internet Broadcast
Ratings (“Arbitron”), a highly respected third;party Internet broadcasting reporter, regularly
publishes statistics regarding top Internet radio broadcasters. The December 2003 Arbitron
report on the top ten Internet radio broadcasters shows that last December, for these ten Internet
radio broadcasters alone, more than ten (10) million users listened to over sixty (60) million
hours of Internet radio. See Exhibit “D.” The same report shows that AOL’s radio broadcasting
service is the number one Internet radio broadcasting service, both in terms of number of users
and number of hours. Id. With more than 4.5 million users listening to over 26 million hours of
radio over the Internet during the month of December 2003 alone, AOL accounts for almost half
of all of the users and the hours for all Arbitron-rated Internet broadcasters combined. Id.

11.  In addition to providing Internet radio listening, AOL is engaged in the business
of providing other online services and Internet access to its members. To be an AOL member, a
user must sign up and agree to pay a subscription fee for the membership. AOL has more than
30 million members worldwide, most of whom reside in the United States. As noted above,
many of the AOL members use AOL’s Internet radio service. AOL’s annual subscription fee
revenues exceed $5 billion in the United States and $8 billion worldwide. In addition, AOL
generates revenues from advertising fees and sales generated from e-commerce activities that are
combined with the content delivered to its users.

12.  In order to receive AOL’s Internet radio services, generally an AOL member must
install AOL-provided user software on his or her computer (“AOL Client Software”). As can be

seen from AOL Client Software’s main page for members (reproduced below), AOL provides

119860.02/2278.00100
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buttons along the top of the page that provide quick access to a few select AOL services. Those
buttons represent AOL’s most popular and most used services. For example, the AOL screen-
shot below shows buttons for quick access to email, chat and shopping services. Among the
quick access buttons for the most popular AOL services is a “Radio” button (shown below

661”

within an oval labeled “1”). Similarly, in the middle of the screen-shot below, AOL has a second
and larger quick access button entitled “CD Quality Radio” along with a large radio icon (shown
below within an oval labeled “2”). When a user selects either the “Radio” button at the top of
screen or the “CD Quality Radio” button in the middle of the screen, the user is immediately
connected with AOL’s Internet radio services. As seen in the screen-shot below, a window
entitled “Radio@AOL” appears (shown below in the foreground to the main user page, within a
rectangular box labeled “3”) when an AOL member selects either of the quick access radio

buttons. The inclusion of these quick access buttons or links indicates that online radio service is

one of AOL’s most significant services.

119860.02/2278.00100
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13.  In order to enter the Internet streaming market, and recognizing the importance of
this market, AOL paid more than $400 million in June 1999 to acquire two companies, Spinner
Networks, Inc. and Nullsoft, Inc. These two companies had previously developed technology
relating to audio streaming. These acquisitions were AOL’s entrée into the very important and
lucrative audio streaming market. According to AOL’s web site, AOL launched its radio
broadcasting service in October 2001. Radio@AOL and Broadband Radio@AOL comprise
AOL’s audio programming and transmission services over the Internet (collectively
“Radio@AOL”). AOL transmits more than 175 stations over the Internet to its members,
including Internet radio stations covering music, news, talk radio and sports. See Exhibit “E.”

14.  AOL provides its Radio@AOL service using a technology called Ultravox. See
Exhibit “E.” Ultravox is a software program that enables live streaming of audio and visual
information. Ultravox runs on one or more server computers and controls the transmission of

8
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Radio@AOL stations and monitors the reception of those stations by AOL members. As stated
above, in order to receive Radio@AOL, generally an AOL member must install the AOL Client
Software on his or her PC. Currently, the AOL Client Software is called “AOL 9.0 Optimized.”
See Exhibit “E.” The AOL Client Software includes special audio player software
(“Radio@AOL Player”) that AOL members use to connect and listen to Radio@AOL. Exhibit
“F” shows the Radio@AOL Player (shown in the foreground within a rectangular box labeled
“3”) playing a classic rock selection. Various older versions of AOL Client Software, prior to
the AOL 9.0 Optimized software, also include a version of the Radio@AOL Player software.
Former and current AOL members have used, and in many instances are still using, such older
versions of AOL Client Software, including, for example, versions 7.0 and 8.0, to receive and
play streaming audio programming that is transmitted by AOL over the Internet.

15. AOL’s Radio@AOL service, including the use of AOL’s Ultravox software, the
AOL Client Software and Radio@AOL Player software, infringes the TWM Patents. As a result
of AOL’s unauthorized and infringing use of TWM’s patented technology, TWM has suffered
damages in at least the tens of millions of dollars. To illustrate AOL’s infringement of the TWM
Patents, Claim 19 of the ‘187 Patent is discussed below. Claim 19 is representative of the claims
that were issued by the United States Patent office to TWM and that are infringed by AOL.
Claim 19 provides:

A method for transmitting at least one stream of audio and/or

visual information over a communications network to a plurality of
users comprising the steps of:

controlling the routing of the stream of information through the
network in response to selection signals received from the
users, and

monitoring the reception of the stream of information by the users
and accumulating records relating to the reception of the
stream of information by the users wherein at least one stream

9
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of information comprises an audio and/or visual selection and
the records that are accumulated indicate the time that a user
starts receiving the audio and/or visual selection and the time
that the user stops receiving the audio and/or visual selection.

AOL infringes claim 19 of the ‘187 patent (as well as many other claims of the TWM Patents) by
streaming its Radio@AOL service over the Internet to its members using at least the Ultravox
server software, the AOL Client Software and the Radio@AOL Player software. More
particularly, AOL operates its Radio@AOL service by using one or more servers running the
Ultravox software (“Ultravox Servers”) to route streams of information over AOL’s proprietary
communication network and the Internet before the streams are received by AOL members.
AOL Ultravox Servers control the routing of the streams over communication networks as the
streams make their way to their final destination at an AOL member’s PC. AOL uses the
Radio@AOL Player software and the AOL Client Software to present AOL members with the
175+ stations. Exhibit “F” shows an AOL member’s selection of a station called “Classic
Rock.” That selection signal is transmitted to AOL’s Ultravox Servers. AOL responds to that
selection signal by controlling the routing of streams of information relating to the Classic Rock
selection.

16.  AOL’s Ultravox Servers monitor the streams of information relating to the selected
station for normal and abnormal terminations during delivery to the AOL member. AOL gathers
certain information about the use of Radio@AOL by its members, including statistical ratings,
Internet protocol (“IP”) addresses of users, and data to determine how and how many of its
members use the Radio@AOL services. AOL also sends at least some part of such accumulated
records to Arbitron so that Arbitron can publish detailed reports regarding the use and/or the
popularity of the Radio@AOL service. For example, Arbitron has published statistics detailing the
total number of “Cume Persons” that listen to Radio@AOL during a given period. According to

10
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Arbitron, “Cume Persons” means “the estimated number of unique listeners tuning in for more
than five minutes.” See Exhibit “G.” Arbitron also publishes the total time spent listening
(“TTSL”) for top Radio@AOL stations. See Exhibit “D.” AOL accumulates records relating to
the time that an AOL member starts listening to a particular station on Radio@AOL and the time
that the member stops listening to that station. AOL transmits such accumulated records, or
portions thereof, to Arbitron for compilation and publication. These AOL activities and services
infringe claim 19 of the ‘187 Patent, as well as many other claims in the TWM Patents.

IV. CAUSES OF ACTION

A. Patent Infringement

17. AOL has, without authority, consent, right or license, and in direct infringement
of the TWM Patents, made, used, offered for sale and/or sold the methods and systems claimed
in the TWM Patents in this country. This conduct constitutes infringement under 35 U.S.C.A. §
271(a).

18.  In addition, AOL has in this country actively induced others to make, use and/or
sell the systems and methods claimed in the TWM Patents. This conduct constitutes
infringement under 35 U.S.C.A. § 271(b).

19.  AOL also has provided software designed for use in practicing the methods
claimed in the TWM Patents, where the software constitutes a material part of the invention that
is not a staple article of commerce, and which has no use other than for streaming audio and/or
visual information over the Internet. AOL has committed these acts with knowledge that the
software it makes and sells is specially made for use in a manner that directly infringes the TWM
Patents. This conduct constitutes contributory infringement under 35 U.S.C.A. § 271(c).

20. AOL’s infringing conduct is unlawful and willful and will continue unless

11
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enjoined by this Court. This willful conduct by AOL makes this an exceptional case as provided
in35U.S.C.A. § 285.

21. As a result of AOL’s infringement, TWM has been damaged, and will continue to
be damaged, until AOL is enjoined from further acts of infringement.

22. TWM faces real, substantial and irreparable damage and injury of a continuing
nature from AOL’s infringement for which TWM has no adequate remedy at law.

B. Jury Demand

23. TWM demands a trial by jury on all issues.

WHEREFORE, TWM prays:

(a) That this Court find AOL has committed acts of patent infringement under the
Patent Act, 35 U.S.C. § 271,

(b) That this Court enter judgment that:

@) TWM is the owner of the TWM Patents and all rights of recovery under the
TWM Patents;

(ii) the TWM Patents are valid and enforceable; and

(iii)  AOL has willfully infringed the TWM Patents;

(c) That this Court issue an injunction enjoining the defendant, its officers, agents,
servants, employees and attorneys, and any other person in active concert or participation with
them, from continuing the acts herein complained of, and more particularly, that the defendant and
such other persons be permanently enjoined and restrained from further infringing the TWM

Patents;

12
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(d) That this Court require defendant AOL to file with this Court, within thirty (30)
days after entry of final judgment, a written statement under oath setting forth in detail the manner
in which AOL has complied with the injunction;

(e) That this Court award TWM the damages to which it is entitled due to AOL’s
patent infringement with both pre-judgment and post-judgment interest;

3] That AOL’s infringement of TWM Patents be adjudged willful and that the
damages to TWM be increased by three times the amount found or assessed pursuant to 35 U.S.C.
§ 284;

(2) That this be adjudged an exceptional case and that TWM be awarded its attorney
fees in this action pursuant to 35 U.S.C. § 285;

(h) That this Court award TWM its costs and disbursements in this civil action,
including reasonable attorney’s fees; and

@) That this Court grant TWM such other and further relief, in law or in equity, both
general and special, to which it may be entitled.

Respectfully submitted,

Mo, 1IE

Max L. Tnbble Jr.

Attorney-in-charge

Texas State Bar No.: 20213950

Southern District of Texas Bar No.: 10429
SUSMAN GODFREY L.L.P.

1000 Louisiana Street, Suite 5100
Houston, Texas 77002-5096

Telephone:  (713) 651-9366

Facsimile: (713) 654-6666
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OF COUNSEL:

Michael F. Heim

Texas State Bar No.: 09380923

Southern District of Texas Bar No.: 8790
Leslie V. Payne

Texas State Bar No.: 00784736

Southern District of Texas Bar No.: 16995
Charles A. Thomasian

Texas State Bar No.: 00798544

Southern District of Texas Bar No. 21490
CONLEY ROSE, P.C.

600 Travis Street, Suite 7100

Houston, Texas 77002-2912

Telephone:  (713) 238-8000

Facsimile: (713) 238-8008
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Parker C. Folse, 111

Washington State Bar No.: 24895
Southern District of Texas Bar No.: 17936
SUSMAN GODFREY L.L.P.

1201 Third Avenue, Suite 3100

Seattle, Washington 98010-3000
Telephone:  (206) 516-3880

Facsimile: (206) 516-3883

ATTORNEYS FOR PLAINTIFF,
TWO-WAY MEDIA LLC
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EXHIBIT LIST

EXHIBIT “A” — ‘187 Patent.
EXHIBIT “B” — 005 Patent.
EXHIBIT “C” — ‘622 Patent.
EXHIBIT “D” — Arbitron “December 2003 report, dated January 20, 2004.

EXHIBIT “E” — General Info web page from AOL.COM mentioning Radio@AOL, Broadband
Radio@AOL, Ultravox and AOL 9.0 Optimized.

EXHIBIT “F” - Radio@AOL Player.
EXHIBIT “G” — Arbitron Press Release, dated June 10, 2003.
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FIGURE 8B
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MULTICASTING METHOD AND SUMMARY OF THE INVENTION
APPARATUS The present invention is a scalable architecture for deliv-
FIELD OF THE INVENTION ery of real-time information over a communications net-

This relates to a method and apparatus for providing audio
and/or visual communication services, in real-time to a
multiplicity of identifiable users on a2 communications
network, such as the Internet. In a preferred embodiment, the
invention monitors which users are recciving signals on
which one of a plurality of channels and modifies the content
of at least some signals in response thereto. A particular
application is to provide services akin to multi-channel radio
ar television with commercial programming content
adjusted in accordance with the identity of the individual
user.

BACKGROUND OF THE INVENTION

Systems such as the Internet typically are pointto-point
(or unicast) systems in which a message is converted into a
series of addressed packets which are routed from a source
node through a plurality of routers to a destination node. In
most communication protocols the packet includes a header
which contains the addresses of the source and the destina-
tion nodes as well as a sequence number which specifies the
packet’s order in the message.

In general, these systems do not have the capability of
broadcasting a message from a source node to all the other
nodes in the network because such a capability is rarely of
much use and could easily overload the network. However,
there are situations where it is desirable for one node to
communicate with some subset of all the nodes. For
example. multi-party conferencing capability analogous to
that found in the public telephone system and broadcasting
10 & limited number of nodes are of comsiderable interest to
users of packet-switched networks. To satisfy such demands.
packets destined for several recipients have been encapsu-
lated in a unicast packet and forwarded from a source to a
point in a netwark where the packets have been replicated
and forwarded on to all desired recipients. This technique is
known as IP Multicasting and the network over which such
packets are routed is referred to as the Multicast Backbone
or MBONE. More recently. routers have become available
which can route the multicast addresses (class D addresscs)
provided for in communication protocols such as TCP/IP
and UDP/IP. A mlticast address is essentially an address for
a group of host computers who have indicated their desire to
participate in that group. Thus, a multicast packet can be
routed from a source node through a plurality of multicast
routers (or mrouters) to one or more devices receiving the
multicast packets. From there the packet is distributed to all
the host computers that are members of the multicast group.

These techmiques have been used to provide on the
Internet avdio and video conferencing as well as radio-like
broadcasting to groups of intercsted parties. See. for
cxample. K. Savetz et al. MBONE Multicasting Tomorrow’s
Intemmet (IDG Books WorldWide Inc., 1996).

Further details concerning technical aspects of multicast-
ing may be found in the Internet documents Request for
Comments (RFC) 1112 and 1458 which are reproduced at
Appendices A and B of the Savetz book and in D.P.
Brutaman et al.. “MBONE provides Audio and Video Across
the Internet.” JEEE Computer, Vol. 27, No. 4. pp. 30-36
(April 1994). all of which are incorporated herein by refer-
ence.

Citation of the foregoing documents is not to be construed
as ap admission that any of such documents is a prior art
publication relative to the present invention.
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work. Embedded into the architecture is a control mecha-
nism that provides for the management and administration
of users who are to receive the real-time information,

In the preferred embodiment, the information being deliv-
ered is high-quality audio. However. it could also be video,
graphics, text or any other type of information that can be
transmitted over a digital network. This information is
delivered in real-time to any number of widely distributed
users. It is real-time in that for a given channel of
information. approximately the same information is being
sent at approximately the same time to everyone who is
cnabled to receive the information.

Preferably, there are multiple channels of information
available simultancously to be delivered to users, each
channel consisting of an independent stream of information.
A user chooses to tune in or tune out a particular channel. but
does not choose the time at which the channel distributes its
information. Advantageously. interactive (two-way) infor-
mation can be incorporated into the system. multiple streams
of information can be integrated for delivery to a user, and
certain portions of the infarmation being delivered can be
tailored to the individual user.

BRIEF DESCRIPTION OF THE DRAWINGS

These and other objects. features and advantages of our
invention will be more readily apparent from the following
Detailed Description of a Preferred Embodiment of our
invention in which

FIG. 1 is a schematic diagram depicting an overview of
the system of the present invention;

FIG. 2 is a schematic diagram depicting the network
control center for the system of FIG. 1;

FIG. 3 is a schematic diagram depicting a unicast distri-
bution swucture;

FIG. 4 is a schematic diagram depicting a multicast
distribution structure;

FIG. § is a schematic diagram depicting the connection
between the media server and the user in the system of FIG.
1

FIGS. 6. 7. 8A-8C, 9A, 9B, 16-15, 16A. 16B, 17 are
timing diagrams which depict various aspects of the opera-
tion of the system of FIG. 1; and

FIGS. 18 and 19 depict the user interface for control of the
system of FIG. 1.

Where the same reference numerals appear in multiple
drawings, the oumerals refer to the same or corresponding
structure in such drawings.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring to FIG. 1, the system of the present invention
comprises a Network Control Center 10, a plurality of
Primary Servers 20, Media Servers 38, Users 46 and Control
Servers 50 and an Administration Server 60. The servers are
interconnected by a communications network, which in the
preferred embodiment is the global connected internetwork
known as the Internet. The Network Control Center 10 is the
source of the information being distributed. It receives audio
feeds from satellite, over the air broadcast or in other ways
and processes this information for delivery over the network
on mudtiple channels of information. This processing con-
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sists of optionally recording the information for future
broadcast and dynamically inserting paid commercial adver-
tisements.

For each channel of information. there is a Primary Server
28 that receives the stream of information from the Network
Control Center 10 and compresses the information stream to
allow for more efficicnt transmission. The Primary Servers
20 are directly connected to the network.

The Primary Servers forward information via the nctwork
to a number of Media Servers 30. There may be a large
number of Media Servers and in fact there may be many
levels of Media Servers. For example. a Media Server which
receives a stream of information from a Primary Server may
forward that stream via the network to another Media Server
which then forwards it to a User 4. This multilevel hier-
archical structure is described in more detail below.

The topology of the Internet dictates the ideal placement
of Media Servers. the fan-out of cach Media Server and the
number of levels of Media Servers between the Primary
Server and Users. For example, the Media Servers which
feed from a Primary Server might be placed at a major points
of presence (POPs) of cach of the large Intermet service
providers. These Media Servers might also be placed near
clouds which serve as high bandwidth exchange points
between the major carriers. Similarly, Media Servers which
feed to Users might be placed on or close to networks which
bave a large number of subscribers to minimize the distance
and pumber of data streams being transmitted.

Control Sexvers 50 arc responsible for keeping track of
which Users are listening to which channels and for direct-
ing the Media Servers to start and stop strcams of informa-
tion to those Users. The Control Sexvers are also responsible
for handling other interactions among the various compo-
neats of the system as will be described in more detail below.
Each Control Server is zesponsible for managing a cluster of
Media Servers; and cach Media Server is managed by a
single Control Server at any given time. As a result, the
Control Servers arc distributed throughout the Internet.
preferably located close to the Media Servers.

The Administration Server 60 is responsible for register-
ing new Users, authenticating Users who want to log onto
the system. and maintaining sudit logs for how many Users
are listening to which channels and at which times. Main-
taining audit logs and gathering statistics are features critical
to monitoring the delivery of paid commercial messages as
well as for other purposes. For cxample. for purposes of
assessing copyright royalties, the audit logs can record the
pumber of listeners for each musical or video selection that
is distributed by the system. Another application is to
determine the percentage of listeners who are interested in
listening to a particular musical selection by determining
how many listen to the cntire selection and how many turn
it off.

The system of the present invention can be considered a
distribution architecture integrated with a control architec-
ture. The distribution architecture handles scalable real-time
delivery of information to any number of Users on a packet
switched network, such as the Internet.

The control architecture represents a second scalable
system integrated with the distribution architecture for man-
aging and administering the delivery of that information.

The remainder of this description is divided into three
sections. In the next section the distribution architecture will
be described in more detail. Following that. the control
architecture will be described. In the third section the User
interface will be illustrated.
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4
L Distribution Architecture

The distribution architecture provides for the delivery of
real-time information to any number of Users distributed
throughout a network. As will be described in detail below.
the distribution architecture is scalable to allow for efficient
delivery of multiple simultaneous information chanpels in
real-time to a large pumber of Users.

In the preferred embodiment. the information which is
being distributed consists of high-quality audio in addition
to other information. It should be appreciated that the basic
architecturc and other general principles set forth hercin
would also apply to the delivery of video, graphics, text or
any other type of information that can be delivered over a
digital network. In addition, it should be appreciated that an
information stream can consist of audio with supplemental
information such as text and graphic images and commands
to control software running on the User's computer.

The source of information in the preferred embodiment is
the Network Control Center 10, depicted in the schematic
diagram of FIG. 2. Control Centers of this type of design are
available from Broadcast Electronics. Inc. and are similar to
what would be found in a conventional radio station serving
multiple frequencies.

Referring to FIG. 2. the incoming signal can be received

in a variety of ways such as from a satellite, over-the-air
broadcast, cabic or hard disk ¥ is then processed by
Receiver/Decoder 116, which decodes the signal and pro-
vides an incoming audio stream. Routing Switcher 120 is
responsible for routing the incoming audio feed from the
Receiver to cither Delay Recording Workstation 146 or to
onc of the Playback/Control Workstations 138. Real-time
insertion of paid commercial advertising takes place at the
Playback/Control Workstations and the resulting integrated
audio stream is delivered to the Primary Servers. The Delay
Recording Workstation is responsible for recording an
incoming broadcast so that it can be played back at a later
time.
Supervisory Workstation 158 is responsible for managing
and controlling the Playback/Control Workstations, Delay
Recording Workstations and other computers as may be
connected to the local area network within the Network
Control Center. Production Workstation 168 and Audio-
VAULTNFS Server 170 are used to masipulate audio
samples, such as commercial messages for use by the
Playback/Control Workstations. The audio being delivered
can consist of syndicated TV or radio programs. such as
would be received over satellite or cable and delivered as
described above. These can be delivered live and/or played
back at a later time. It is also possible for the delivery of
information, such as music, to take place from information
that is all stored locally such as on a hard disk. A new play
list and its associated music data can then be downloaded
periodically to update the channel. Additionally. it is pos-
sible to deliver commercial-free programming, for example
public service announcements or label-specific music.

In the preferred embodiment the Primary Servers are
responsible for compressing the audio stream using an
advanced technique developed and licensed by
AT&T Corp. and Lucent Technologics. Inc. This highly
sophisticated algorithm is used to maximize the benefit of
the bandwidth available. Advantageously, two bitrates are
available, a first rate of approximately 20Kbps and a second
rate of approximately 56Kbps. Using the perceptual
technique. the guality of the first rate is similar to FM
mopaural (with a sampling rate of approximately 22.000
16-bit samples per second) and the second rate is close to
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CD quality stereo (with 2 sampling rate of approximately
32.000 16-bit samples in stereo each second). The signals at
the two different bitrates comprise two different audio chan-
nels and thus require two different compression processes.

The computational requirements of compressing an audio
stream in real time using techniques such as the advanced
perceptual technique are approximately 100% of a Pentium-
Pro 200Mhz computer and the computational requircments
of decompressing an audio stream in real time are approxi-
mately 30% of a Pentium 75Mhz computer. Future improve-
ments and/or changes to the algorithm could significantly
change these requirements. For the present, a dedicated
computer is required within the Primary Server to compress
the audio stream. The decompression process takes place on
end Users’ compuiers and preferably would use only a
portion of the computers’ computational requirements,
allowing the computers to be used for other tasks while they
are processing the audio stream.

It is important to appreciate that the compression and
decompression techniques employed by the present inven-
tion are not critical to the overall operation of the system and
the advantages obtained therefrom could be obtained with
other compression methodologies. Advantageously, the
identity of the compression technique used can be encoded
into the audio stream in the packet header. This makes it
possible to identify to the receiver the nature of the decom-
pression algorithm to use; and thereby make it possible for
the computer within the Primary Server to select an opti-
mum compression algacithin depending on the nature of the
audio stream to be compressed.

The remainder of the distribution architecture comprises
the multilevel hierarchy of data transmissjon originating at
the Primary Server 20 and terminating at the Users 40 as
shown in FIG. 3. In the preferred embodiment. the network
is the giobal connected Internet. It can also include private
networks which are connected to the Internet and it could be
implemented on any packet switched network, cable-
modem-based or satellite-based cable system. It is possible
that certain links within the overall system, for example, the
link between the Primary Server and the first level of Media
Servers, are private data links which carry only data asso-
ciated with this system. This could also be true of other data
transmission paths in the distribution architecture. The User
receiving the information preferably can be anyone who has
access to the Internet with sufficient bandwidth to receive the
resulting audio data.

It should be appreciated that the distribution architecture
of the present invention provides for scalability. Using such
a structure. any number of Users. and as widely distributed
as necessary., can be accommodated. In the preferred
embodiment. the fan-out at cach level of Media Server
(given the state of technology today) is on the order of ten,
but the same structure could be applied with other fan-outs.
The location and fan-out of the Media Servers is chosen to
minimize overall network bandwidth consumed.

The flow of information from Primary Server 20 through
network to User 40 is based on the delivery of a continuous
sequence of individual pieces of information, or packets.
Thus the distribution architecture implements a form of
multicast packet delivery to a group. The group in this case
is the set of all Users who are listening to a given channel
at a given time. Group membership is dynamic, Users can
start and stop listening to a channel at any time,

Multicasting can be implemented in a variety of ways, any
or all of which can be used in the present invention. In the
preferred embodiment. the Media Servers receive unicast
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packet streams and they then duplicate these streams into
morc unicast streams to other Media Servers which are in the
membership group for that stream. The lowest level Media
Servers use hardware broadcast, multicast and/or unicast to
reach all Users served by that Media Server.

If the Media Server is directly connected to the same
physical network as the User, hardware broadcast or multi-
cast can be used to transmit the packet stream to all Users
listening at that time on that network. In this case the Media
Servers can translate the incoming packets into broadcast or
muiticast packets for transmission on the local network
Only a single packet is transmitted at-a-time on the local
network and any computer directly connected to the local
network can receive that packet. Hardware multicast is built
into most networks and it is Jower in overall overhead than
hardware broadcast sinoe computers not interested in a
transmission do not have to process the packets. In the case
that a Media Server is serving a User who is not on the same
physical network, a unicast transmission is used to reach that
User, which requires a separate packet transmission for cach
User so connected. In the preferred embodiment, the assign-
ment of Users to Media Servers is done using control
transactions among the User 40, Control Servers 58, and
Administration Server 60. This system will be described
more fully in the following section. Multicasting can also be
implemented within the Internet at the IP level using IP class
D addresses and the IGMP group control protocol. FIG. 4
illustrates how the multilevel hicrarchical distribution archi-
tecture would operate using IP multicast delivery. Under this
system. a packet is transmitted with a multicast address for
a destination and each router maintains group membership
lists for cach interface that it is connected to and will
forward packets across the Internet to other routers such that
all Users within the global group eventually receive a copy
of the packet. Unless and until all routers within the Internet
understand multicasting in this way, it is necessary to
supplement it with IP tunneling in which multicast packets
are cncapsulated in unicast packets and routed by unicast
routers to a multicast routers. The present invention can and
will be able to take advantage of IP multicasting as it
becomes widely available. Each channel of information
would be given its own class D address and the Media
Server would then simply transmit packets using the appro-
priate IP destination address. In this case no Media Servers
would be used as this function would be accomplished by
the routers in use to store and forward other IP packets. Thus
it can be appreciated that the implementation of the multi-
cast delivery structure can be impicmented using a combi-
nation of IP unicast, IP multicast and hardware multicast or
any other system which provides for distributed delivery of
information to a specific group of destinations. It is expected
that special relationships with Intermet providers will be
established so that delivery of the audio steams can take
place with a guaranteed bandwidth and in the most efficient
way possible.

In the preferred embodiment, packets of information for
distribution use the UDP protocol under IP rather than the
TCP protocol. TCP provides for reliable stream delivery but
at the cost of retransmission and delays. For real-time
information. it is usually more appropriate to use UDP since
the information is time critical and low latency is more
important that reliability. Since TCP is a point-to-point
protocol. it is incompatible with IP multicasting. However,
TCP could be used on the IP unicast links between Media
Servers which are expected 10 have very low packet loss. In
order to handle out of order. lost, duplicate and corrupted
packets, the UDP packets arc serialized.
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In the preferred embodiment the size of the audio packets
being transmitted is variable and can change on a packet by
packet basis. It is expected that when using compression
schemes that have a fixed bit rate, such as ADPCM, all
packets for that stream would be the same size. Alternatively
when using a variable bit rate compression algorithm, it is
expected that packet size would vary so as to establish
approximately the same amount of time for cach sample. For
example. if each packet corresponds to a 20 millisccond
scgment of speech. this could carrespond to 100 bytes
during one time period and 200 bytes during another.

Additionally. the Media Server may choose to dynami-
cally vary the packet size to accommodate changes in
network conditions.

Since the resulting playback of audio information is
sensitive to packet loss and petwork congestion. software
running on the various computers which make up this
systemn monitor the ongoing situation and adapt to it in the
best possible way. This may invoive using different Media
Servers and/or lowering the data rate to the User. For
cxample. similar to analog dynamic signal quality negotia-
tion present in many analog radio receivers, the User soft-
ware may request a lower bitrate untl the situation is
improved. Also. note that the audio information being deliv-
ered to the User is preferably interleaved so that a contigu-
ous segment of the audiostream is distributed for transmis-
sion over several packets. As a result. the loss of one packet
is spread out over multiple andio samples and causes mini-
mal degradation in audio. Advantageously. a small degree of
redundancy may be incorporated within the andio stream to
further guard against packet loss.

Preferably. there are two bitrate options available to the
User for audio delivery. These are approximately 20Kbps for
standard audio and approximately 56Kbps for high quality
audio. Thus. a 28.8Kbps modem connection over ap analog
phonpe line is sufficient to listen to standard audio broadcasts.
To listen to high quality audio. an ISDN connection to the
Internet is required, or some other connection with greater
than 56Kbps bandwidth. It should be appreciated that higher
bandwidths are currently becoming available (o end Usess.
In particular the use of cable modems and residential fiber
networks are enhancing the bandwidths available to Users
and thus making broadcasts of higher bitrates more practi-
cal In addition to the content of the audio channel being
delivered. it is also possible to deliver out of band of side-bar
information such as graphics, images and text.

This side-bar information is synchronized with the audio
channel. This may only involve small increases in band-
width requirements, such as 1-2Kbps. For example a music
program could deliver images of an album cover, the text of
song lyrics. or URLs for use by a Web browser. The User can
preferably choose to have the side-bar information show up
automatically or be hidden. It is also possible to incorporate
two-way interaction into the system. such that for example
Users can participate in a global chat session during the
audio broadcast. Thesc and other details are explained in
more detail below under the description of the User inter-
face.

The delivery of paid commercial advertising information
is an important aspect of the present invention. Advertising
may be incorporated into the audio stream within the Net-
work Control Center as described above. It may also be
incorporated into the audio stream at the User level. or at
some intermediate point in the distribution architecnre. In
addition, the side-bar information discussed above can also
include advestising content. FIG. § illustrates the provision
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to the User of two separate streams 32, 34 of packets. one of
which may be used for advertising. In this case the insertion
of the stream of commercial advertising into the non-
cominercial stream occurs on the User’s computer. FIG. §
also illustrates packet stream 36 which identifics the User to
the system. This enables the system to monitor which Users
are listening to which channels and also allows the system
to vary. for example, the advertising content delivered to a
User.

Onc advantage of this alterpative is to allow targeted
commercial delivery based on the individual User.

That is, an individual User would receive the main audio
feed plus a particular advertising stream umique to his
demographic group. Note that the advertising stream typi-
cally is lower in overall bitratc and generally does not
require real-time delivery, thus lowering the overall load on
the network. For cxample, the advertising stream could be
delivered to the User in advance of the regular
programming. stored in a buffer in the User’s computer and
inserted into the stream of regular programming upon
receipt of a cueing signal embedded in the stream of regular
programming. Thus, a substantial number of targeted
groups, perhaps 10 or 100 or even more could be accom-
modated without an impractical increase in network load.

I1. Control Architecture

The control architecture described in this scction is
responsible for managing and administering the Users who
are receiving the information being delivered by the distri-
bution architecture described in the previous section. The
control architecturc handles new User registration. User
login, the starting and stopping of audio streams and the
monitoring of ongoing transmissions. The control architec-
ture is scalable just as is the distribution architecture so that
any number of Users can be managed.

This section describes the control protocol. which consists
of the format and sequence of control messages that are
exchanged among Users. Control Servers. Media Servers,
Primary Servers and the Administration Sexver. These mes-
sages are in the form of objects. which have specific data
formats. Objects are exchanged preferably using the TCP
protocol although other options are possible. Below we
describe the sequence of objects passed among the various
computers and detail the internal structure of cach object.

The major objects used in the present embodiment of the
invention are set forth in Table 1. For each object, Table 1
provides a brief description of its function, identification of
the names of the ficlds in the object. their types and a brief
description of their function.

TABLE 1
Ficld Type
Channel Activation Object

Field Name

Contains information weed for channel activation/deactivation. k is semt
to Media and Primary Servers 10 lell them to carry or stop carrying a
specific channel. Media Servess get the channel from another server in
the system hicrarchy and Primary Servers get and encode the feed from
the actual input source.

Token Security Token Object

Moniker Moniker Object unique channel identifier

Activete Im action flag (activate!
deactivate)

CompressType Int type of compression ©
use

Host Host Object host carrying the channel
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TABLE 1-continued TABLE 1-continued
Field Name Field Type Remarks Field Name Field Type Remarks
Channel Guide Object 5 to code
Lhanne” i Oject Security Token Object

Contains apalytcal snd descriptive information for an item requested
that is uniquely identified by a moniker. It is usually the reply to a
Channel Guide Request object.

Token Security Token Object
Type Int

Result
Channel Guide Request Object

type of content
the content data itsclf

Conveys a request for analytical and descriptive information about an
item uniquely identified by the contained moniker. The reply is in the
form of a Channet Guide object.

‘Token Security Token Object  ipherited from base class

Type Int type of content

Moniker Moniker Object unique identifier

Host Object

E l the attrib ofa ked p related to the

opemm or services it offers or requests.

Token Security Token Object

HostName Sting compuler name and
domain

PortNumber Int port number for service

DisplayName String descriptive computer
nsme

Logio Information Object

Encapsulates the neme and password by which a User is known to the
system.

Token Security Token Object

Login String User's system login
name

Password String User’s system password
(possibly encrypted)

Modia Control Interface (MCT) Roquest Object

Encapsulates a nultimedis control command, such 25 play and swop, and
any extra information that muy be necessary 1o perform the requested

service.

Token Secirity Token Object

Command Int multimedia command

String String command-specific extra
nfo

Moniker Object

A moniker encapsulates the name of an object or process with the
intellipence necessary w0 work with that name. In other words, it
provides naming and binding services. The Moniker Object is used m
ﬂ:syﬂemfornmnqmndqmﬁnuonofvmenmpmm,pmw
features, such as a ch L ad v, ora

4

Token Security Token Object

D Sting unique string identifier
DisplayName String User-readable name
Ping Objoct

Pmg is the name given to the “Are-You-Alive?” operation useful in
determining if a specific computer is up and running. This object is
wedmmesymwhnamahswbeqmedbrmopenmml

status. It can also provide timing nfor for purp
and quality of service evaluations.
Token Security Token Object
Date Date system date
Time Time System tume
Protocol List Object
Encapsulates 2 general purp llection object.
Token Security Token Object
I type of object List
Result Message Object
Acts as the acknowledgment for a req d service fully carried
that out or reports errors that occur in the system during a client/server
transaction.
Token Security Token Object
Code Int result code
Message Sting message corresponding
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Coutains the authorization key for a transaction. The key must be
validated before amy service is performed.
D String authorization key/
transaction ID.
Server Activation Object

Cootains imformation used in the server activation/deactivation process.
Used for announcement as well as command purposes (e.g., a server can
notify the administration database that is now activated or a server can

be ins d 1o . else}.

Token Secunty Token Object

Active action flag (activate/
deactivate)

Manage Int control flag (manage/
associate)

Type int server

Host Host Object host to be controlled

Sexver List Request Object

Encapsulates a request for a list of available server resources for an
identified service (e.g., a request for a list of Control Servers for a

specified channel).

Token Security Token Object

Type Int type of service

Moniker Moniker Object content/channe] unique
identificr

Host Host Object Jocal host mformation

Statistics Object

Contains system-relsted information that can be used by load-

Token Security Token Object

Load Int load on the system

Threads Int number of threads
running

Users Int number of Users being

Uptime Int serviced

Ni Int amount of time running

NumberAssociated Int number of managed
servers
nurmber of associated
servers

Statistics Request Object

2 request for syst lated inf that can be used

Token Security Token Object

Load Int tequest flag (on/off)

Threads Int request flag (on/off)

Users Int request flag (on/off)

Uptime Int request flag (on/off)

NumberManaged  Int request flag (on/off)

NumberAssociated Int request flag (on/off)

User Object

Users and Servers use this object to register themselves with the
administration database. They provide the information for subsequent
logins (name, password) and other system-related info. The end-Users
provide personal, demographic, and system-related information.

Token Security Token Object

Login Login Information Object login information{name,
password)

FirstName String User’s first name

LastName String User's last name

Title String User’s job title

Company String Uset's employer

Address1 String User’s home street
address

Address2 String User’s address extra

City String city, village

State String state, province or foreign
country

ZipCode Sting 2ip or postal code

Age String User’s age
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TABLE 1-continued

Field Name Field Type Remarks
Gender String User’s gender
PhoneNumber String tclephone number
FaxNumber String fax number
Demographics Dictionary market-targeting extra

User info
Systeminfo Dictionary system-related

information
Version Object

All components of the sysicin use this object to report their versioning
imformation to the party they transact with in order 10 use a protocol
they both understand. They are also given the chance w update
themselves if a newer version exists.

Token Security Token Object
oamber

Minor Int minor protocol version
amber

Type b sender type

Client ‘Version client version
nf y

Unlike traditional protocols based on state computers. the
control protocol of the present invention is a light-weight,
stateless protocol comprising simple sequences of objects. It
is light-weight in that in most sequences only two objects are
involved in the transaction and after a sequence is completed
the connection can be reused. It is also statcless in that the
server maintains no information about the client. Every
transaction is handled independently of the previous ones.
States exist in the lower levels, for example within the TCP
layer. to express logical states of a network connpection but
they are not actually part of the control protocol.

In the preferred embodiment. the software running on the
Coatrol Servers. Media Servers and Primary Servers is
programmed for Windows NT and UNIX eavironment using
the OLE environment. In addition. COM interfaces are used
between componeats. The Rogue Wave sysiem is used to
transfer objects between the applications running on the
various computers. The software running on the User com-
puter is preferably programmed for a Windows 32-bit
environment, so it will run on a Windows 95 or Windows NT
computer. Alternatively. Macintosh and UNIX environments
can be accommodated by other User software.

The basic process of a control transaction consists of a
version sequence followed by one or more protocol
sequences. The version sequence starts after the computer
initiating the transaction. the client. has established a con-
nection with the computer completing the transaction, the
server. The clicnt sends a Version Object (defined in Table 1)
and in response the server thea sends back its own Version
Object. This version sequence is used so that both client and
server are aware of the version numbers of the software they
are using. If a version number is older than expected, either
client or server can choose to conform to the previous
version or abort the trapsaction. depending on its needs and
capabilitics. If a version number is newer than expected. in
most cases the current transaction can be completed since
the software systems arc designed to be fully backward
compatible with previous versions. Additionally. in the case
that the server of the transaction is the Administration
Server. the client receives information about what the latest
version number is and thus the client can be informed that
a software update is needed. The process of handling auto-
matic updating of User software is described more fully
below.
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After the version sequence. one or more protocol
sequences occur in which other objects are exchanged
between client and server. When a particular protocol
sequence is completed. another independent protocol
sequence can be serviced. The protocol sequences that are
part of the control architecture of the present invention are
summarized in Table 2 and described below in conjunction
with FIGS. 6-17.

TABLE 2
—Summary of Protocol Sequences
Main Objects
Control Sequence Client Server Exchanged
User Registration User Administration  'Version Object
and Login User Object
(see Fig. 6) Channe] Guide
Object
User Login User Administration  Version Object
(sec Fig. 7) Login Information
Object
Charnel Guide
Object
Chamnel Phy User Administration  Version Object
(sce Figs 8a, 8B, Server List Object
8C) Control Version Object
Server List Object
Medis ‘Version Object
MC1 Objects -
OPEN/PLAY/
STOPACLOSE
Ping Objects
({TCP comnection
stays open)
Token Validstion Contol or Administration  Version Object
{see Figs. 9A, Moedia or or Control Security Token
9B) Primary Object
Server Madia or Administration  Version Object
Registration and  Control User Object
Login Server Activation
(see Fig. 10) Object
Server Login Media or Administration  Version Object
(see Fig. 11) Coutrol Login Object
Server Activation
Obyect
Control Server Administration Control Version Object
Activation Server Activation
(sce Fig. 12)
Media Server Control Meodia Version Object
Activation Server Activation
(see Fig. 13) Object
Ping Objects
(TCP connection
stays open)
Control Chapnel  Administration  Control Version Object
(sec Fig. 14) Object
Mediz Channel  Control Media (open TCP
Activation connection)
(see Fig. 15) Channel Activation
Objects
Distribution Media Media or Version Object
Activation Primary MCT Objects -
{see Fig. 16) OPEN/PLAY/
STOP/CLOSE
Ping Objects
{TCP connection
stays open)
Stutistics Request Administration Comu] or Version Object
(see Fig. 17) Statistics Object

The User registration and login sequences are the pro-
cesses by which a new User registers with the system. logs
in and retrieves programming information. The channel play
sequence takes place when a User asks to Listen to a
particular channel. The token validation sequence is used to
verify that a computer requesting a service is authorized to
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do so. The Server registration. login and activation
sequences are used by Control and Media Servers when they
become active. The Control Server and Media Server acti-
vation sequences are used to manage the Control and Media
Servers. The control channel, media channe] and distribution
activation sequences are used to cause a channel to be
distributed to a Media Server. Finally, the statistics request
is used for administrative purposes.

FIG. 6 illustrates the User registration and login scquence
in more detail. This sequence takes place after the User has
installed the User software on his/her computer. It is
expected that the User will download the software from the
Internet and then invoke it which in the preferred embodi-
ment will use the Windows Wizard interface. This will guide
the User through the installation process including filling out
the registration form, which we will describe more fully in
the next section. After the User has selected a name and
password and selected the option to register, the User
computer opens a TCP connection to the Administration
Server. Advantageously. the full domain name of the Admin-
istration Server is embedded into the User software,
although it could be discovered in other ways. The User and
Administration Server then exchange version objects with
the Administration Server as described above. If the version
numbers meet expectations. the User sends a User Object to
the Administration Server. The format of the User Object is
shown in Table 1. Once the Administration Sexver receives
the User Object. it verifies that the information is filled in
properly and that the sclected User name is umique. If the
User Object is invalid for any reason, the Administration
Server returns a Result Message Object with a code indi-
cating the reason. The format of the Result Message Object
is shown in Table 1. If the User information is valid. the
Administration Server updates the global database of User
names and passwords and then generates a security token for
that User. This security token is then returned to the User in
a Result Message Object. Upon receiving the Result Mes-
sage Object. the User saves the security token for future use.
This token is an identifier that allows the User to request
services from the Administration Server and other comput-
ers within the overall system. The security token is not saved
permanently or registered on the User computer. Normally.
the User software then immediately sends a Channel Guide
Request Object to the Administration Server and a Channel
Guide Object is returned.

The format of these objects is also shown in Table 1. Note
that in principle. this is a separate transaction and could take
place in a scparate TCP connection to the Administration
Server. In particular. once the User has registered and logged
in. he/she can request the Channel Guide Object again since
it may have becn updated since the previous request.

At this point the TCP connection to the Administration
server is closed.

The process of User registration only needs to take place
once for each User. However apyone can re-register at any
time, even after the software has been installed. In particular,
it is expected that if multiple persons use a computer, cach
person will register and obtain his’her own User name and
password. If the registration process is not completed
successfully, the User software saves the registration infor-
mation and ask the User if they would like to try again the
next time the software is invoked.

Since the security token is not permanently saved by the
User software, it is lost when the User software is closed,
and the sccurity token must again be retricved from the
Administration Server the next time the User wants to use
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the system. This process is the purpose of the login sequence
illustrated in FIG. 7. This sequence is used if a User has
already registered and needs only to retrieve a valid security
token. In this case the sequence consists of the User’s
sending a Login Information Object to the Administration
Server. The Administration Server then queries the User
database to validate the login name and password. If the
login name and password are correct. then a security token
is returned to the User. Normally the receipt of the security
token will immediately be followed by a channel informa-
tion request sequence, just as in the registration sequence
described previously.

The control sequence that takes place when a User
initiates a channel play operation is illustrated in FIGS. 8A.
8B and 8C. First the User software requests a Control Server
List from the Administration Server. Note that the Server
List Request Object, illustrated in Table 1 contains a channel
identifier. The Administration Server generates a sorted list
of Coatrol Servers based on overall system load and the
location of the User on the petwork and returns this list to the
User using a Protocol List Object. Once the Control Server
List is returned to the User, the Administration Server is no
longer needed and the TCP conpection is closed.

The User software then searches the list of Control
Servers and opens a TCP connection to the first host listed.

If that host computer does not respond. then the next
Control Server on the list is tested and so forth in succession.

Upon obtaining a response from a Control Server. the
User software uses a Server List Request Object to requests
a Media Server List from the Control Server. If the Control
Server is too busy to service the User. it returns a Result
Message Object so indicating and the User software tries the
next Control Server on the list. However. in the likely
scenario that the Control Server is able to handie the User’s
request, a sorted list of Media Sexvers is generated and
returned 1o the User computer using a Protocol List Object.
The TCP conncction to the Control Server is then closed by
the User software.

At this point the User software initiates a TCP connection
to the first Media Server on the list provided by the Control
Server. As in the previous case, it attempts to connect to the
first host on the list and if unsuccessful tries the next hosts
in succession. Once the Version Objects are exchanged. the
User software sends an MCI Request Object to the Media
Server. An MCI Request Object can be used for four basic
commands: OPEN. PLAY, STOP and CLOSE. The User
software must first send an OPEN command for the desired
channel. If the returned Result Message Object indicates
success. the User software then sends a PLAY command.
‘When the Media Server receives a valid PLAY command. it
initiates the delivery of audio information to the User as
described in the previous section. Note that this could be in
the form of broadcast, multicast or unicast packets to a
specific UDP part. The TCP connection through which the
MCI Request Objects were sent stays open during the audio
play operation. In addition, Ping Objects are sent to the User
on a periodic basis to verify that the computer is still
working and active. When the User software receives a Ping
Object, it simply returns it. The Media Server uses the Ping
Objects to measure round trip time and also to determine
when a User’s computer has terminated abnormally. In that
case the audio stream is terminated.

In the case of normal termination of the audic stream. the
User makes an explicit selection to stop and this causes a
STOP command to be seat to the Media Server in an MCI
Request Object. The Media Server then terminates the audio
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stream 10 that User. When the User closes the application
software or selects another channel to play. the User soft-
ware will send a CLOSE command to the Media Server in
an MCI Request Object and the TCP connection is closed.

The initiation of the audio stream by the Media Server
causes a log catry to be gencrated and sent to the Admin-
istration Server. This information is important so that the
Administration Server can update jts database to indicate
which Users are listening to which channels. The security
token is used to identify the User initiating the audio stream.
Additionally, when the audio stream is terminated to any
User, another log message is gencrated and seat to the
Administration Server.

FIG. 9A illustrates the process by which security tokens
are validated. The Administration Server is the only server
that can validate a security token. Thus, when a User
requests services from a Control Server or from a Media
Server. that server must go back to the Administration Server
with a token validation sequence. However, Control Servers
and Media Servers are allowed to cache validations of
security tokens so that they do not have to validate tokens
repeatedly once they have validated it the first time. In the
case where & Media Server receives a request. the token will
be validated with the Control Server that is managing that
Media Server. FIG. 9B identifics the various token valida-
tion scenarios.

FIG. 10 illustrates the process by which a new Server is
registered. This process is similar to new User registration.
It is expected, however, that the server installation will be
through a Web interface rather than a Wizard. The Admin-
istration Server. upon receiving a User Object from a Media
Server or Control Server validates the User pame and
password and generate a security token just as in the case of
User registration. Normally the Server then immediately
sends back a Server Activation Object indicating that it is
ready to be used as a system resource, Once this process has
been completed. the TCP connection to the Administration
Server is closed.

If a Media Server or Control Server that has sent a Sexrver
Activation Object to the Administration Server becomes
inactive. it will send another Server Activation Object indi-
cating this condition. In the casc of a Media Scrver, this
object is sent to the managing Control Server. In the case of
a Control Server. this object sent to the Administration
Server. As in the case of User registration, Media Server and
Control Server registration needs only take place once per
computer. However, if the computer is restarted. the server
must login and again retricve a security token. This is the
server login and activation sequence shown in FIG. 11.

Once a Control Sexver has indicated to the Administration
Server that it is ready. the Administration Server can activate
that Control Server by sending the Control Server a Server
Activation Object as illustrated in FIG. 12. This is a separate
transaction and is used to tell the Control Server which
Media Servers it is supposed to manage. Recall that a
Control Server and a number of Media Servers form a
cluster of Media Servers. The single Control Server that
manages that cluster must be given a list of bost computers
corresponding to the Media Servers in that cluster.

The process by which a Control Server activates the
Media Servers that it manages is illustrated in FIG. 13. The
Control Server sends a Server Activation Object to the
Media Server indicating that it is responsible for channel
management. This TCP connection between the Control
Server and the Media Server stays open during the time that
both servers are active. The Contro]l Server periodically
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sends Ping Objects to the Media Server across this open TCP
conaection to verify that the Media Server is still running.

FIG. 14 illustrates the process by which a given channel
is activated by the Administration Server. The Administra-
tion Server opens a connection to a Control Server that its
wishes to have carry a given channel and provide a Channel
Activation Object. This object indicates to the Control
Server which Media or Primary Server the Control Server
shouid direct its Media Servers to get the feed from. At this
point the Control Server is said to be carrying that channel
and it will be a valid host on a list of Control Servers
requested by a Channel Play sequence.

FIG. 15 ilustrates what happens when a Control Server
needs to provide a channel. First it sends a Channel Acti-
vation Object 1o one of the Media Servers that it manages
across the open TCP connection described previously. This
object indicates to the Media Server that it should start
receiving the channel identified and from where it should
receive it.

In FIGS. 16A and 16B depict how the Media Server
requests distribution of an audio channel from another
Media Server or from a Primary Server. This sequence is
much the same as that in which a User requests the distri-
bution of audio information from a Media Server. Note that
a Media Server receives a single incoming stream for each
channel that it is carrying and will then redistributes this
stream to all Users or other Media Servers that request it.

Finally. FIG. 17 illustrates the statistics request sequence.
This sequence is used by the Administration Server to gather
information from the Media Servers and Control Servers in
order to manage the overall system. It can use this infor-
mation to detect failures and to balance load as the dynamic
conditions change. As indicated above. it can also use this
information to monpitor which Users are listening to which
channel or whether Users stop listening to a channel at any
time, such as during the play of a particular song. It can also
use this information to control the advertising content that is
downloaded to a particular User in advance of receipt of
regular audio programming and/or monitor the delivery of
advertising to the Users.

The control architecture described in this section is scal-
able to handle any number of Users. Note that the User
registration process only happens once for each subscriber
and the login process only happens once per session. These
interactions, which require the Admipistration Server are
cxpected to constitute a very small percentage of the overall
system bandwidth. If the Administration Server were to
become a botteaeck, however, it would be possible to
duplicate it and to have the database it maintains distributed
and automatically updated to guarantec consistency.

The Control Servers are distributed throughout the net-
work and can handle the lower level interactions with the
Users and the Media Servers. A single Control Server can
handle preferably on the order of ten Media Servers up to
several hundred Users. The bitrate among the Users, the
Control Servers and the Media Servers is expected to be
small in comparison to the audio transmission bitrate. The
Ping Objects narmally only involve the User and the nearest
Media Server. They are also low in overhead since they are
small and only get transmitted infrequently.

IIL User Interface

The User interface is provided by the client application
running on an individual computer and its associated graphi-
cal intexface. In the preferred embodiment the User interface
is available for 32-bit Windows (95 and NT). Macintosh and
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UNIX platforms. Preferably anyonc on the Internet can
freely download a copy of the client software and install it
in their computer.

FIG. 18 illustrates the main User screen in the prefemred
cmbodiment. The screen is composed of three sections:
channel guide (upper left frame). program guide (upper right
frame), and multimedia frame (lower half of screen). The
channel guide lists, as a tree hierarchy, the channels that are
available from the system. The User selects a channel from
the list of those displayed on the channel guide. The program
guide provides information pertaining to the channel
selected. This information can be a detailed schedule of the
programming that has played or will be playing on the
channel selected. Additionally, other relevant information
will be displayed in this frame, for example, a notice
regarding an upcoming special event on another channel.
The multimedia frame provides an integrated web browser
that displays information via a series of tabbed sections.
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The information contained in the channel guide. program ,,

guide. and the tabs of the multimedia frame is dynamically
transmitted to the client. For example, if a new channel
begins operation, the client application can immediately
display it as being available. Furthermore, the tabs displayed
can be specifically relevant depending on what song is
playing. For examplie. tabs displaying the album cover.
information on the artist. song lyrics, tour dates can be
displayed. Additionally. as shown in the example in FIG. 18.
a tab can be available allowing the User to place an order for
the CD or allowing the User to participate in a chat session
related to the channel.

FIG. 19 illustrates the key pull-down menus available in
the main User screen in the preferred embodiment. Table 3
provides a description of each of the functions available
through the pull down menus, as shown in FIG. 19.

As will be apparent to those skilled in the art, pumerous
modifications may be made within the spirit and scope of the
invention.

TABLE 3
—Pul}-Down Megu Punctions
Memy
File Login Allows the User to login to
the system.

Logout Allows the User o logout
from the system.

Register Brings up a dialog so that
the User can register with
the system for the first
tirne.

Close Minimizes the screen.

Edit Copy Allows the User to copy the
selection on o the
clipboard.

Propertics Allows the User o set
various propertics.

Aundio Play Begins playing the selected
channel.

Stop Stops playing the selected
chanmel.

Mute Stops the playing of audio

View Tool Bar Display or hide the wol bar
(providing access to pull-
down menu functions).

Status Bar Display or hide the status
bar normally situated at
bottom of the acreen.

‘Web Bar Display or hidz the tool bar
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TABLE 3-continued
Pull-Down Menu Functions

Menu

section that provides access
to the web browser functions.
Brings up a list of available
Iine help tops
Displays sumanary infirmation
such as version number,
copyright information, and so
on.

Help Help Topics

What is claimed is:

1. A method for transmitting message packets over a
communications network comprising the steps of:

converting a plurality of streams of audio andfor visual

information into a plurality of streams of addressed
digital packets complying with the specifications of a
network communication protocol,

for cach stream. routing such stream to one or more users.

controlling the routing of the stream of packets in

response to selection signals received from the users.
and

monitoring the reception of packets by the users and

accumulating records that indicate which streams of

packets were received by which users, wherein at least

one strcam of Rackets comprises an audio and/or visual

selection and the records that are accumulated indicate

the time that a user starts receiving the audio and/or

visual selection and the time that the user stops receiv-
. ing the audio and/or visual selection.

2. The method of claim 1 further comprising the step of
including in at least onc strcam of packets at least some
advertising information.

3. The method of claim 2 further comprising the step of
varying the content of the advertising information with the
identity of the user to whom the advertising information is
provided.

4. The method of claim 2 wherein the advertising infor-
mation is inserted into the stream of audio and/or visual
information before such stream is converted into a stream of
packets.

5. The method of claim 2 wherein the records that arc
accamulated indicate how many users received specific
advertising information.

6. The method of claim 2 wherein the records that are
accumulated indicate which users received specific adver-
tising information.

7. The method of claim 1 further comprising the step of
generating an audio output and/or a visual display from the
stream of packets received by the user.

8. The method of claim 1 further comprising the steps of:

storing a first stream of packets received by the user at a

first time and at a later time, inserting the first stream
of packets into a second stream of packets received at
the user.

9. The method of claim 8 further comprising the step of
converting the combined first and second streams of packets
into an audio output and/or visual display.

10. The method of claim 8 wherein the first stream of
packets contains advertising information.

11. The method of claim 8 wherein the content of the
advertising information is varied depending on the identity
of the user.
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12. The method of claim 1 wherein at least one stream of
packets comprises copyrighted music selections and the
records that are accumulated indicate how many users
received specific music selections.

13. The method of claim 1 wherein at least one stream of
packets comprises music sclections and the reoords that are
accumulated indicate how many users did or did not listen
to the entire selection.

14. The method of claim 1 further comprising the steps of:

compressing the stream of packets in their passage from

source to user. and

decompressing the stream of packets near the user.

15. The method of daim 14 wherein the compressing step
uses a compression algorithm that is sclected in accordance
with the content of the information being communicated in
the stream of packets.

16. The method of claim 15 wherein the compressing step
inserts into each packet an identification of the compression
algorithm used and the decompressing step monitors each
packet to read such identification and to vary its decompres-
sion algorithm in response thereto.

17. The method of claim 1 wherein at least one stream of
packets comprises copyrighted music selections and the
records that are accumulated indicate which users received
specific music selections.

18. The method of claim 1 further comprising the steps of:

storing a first stream of packets received by the user at a

first ime and

inserting the first stream of packets into a plurality of

streams of packets received at the user at a plurality of
later times.

19. A method for transmitting at least one stream of audio
and/or visual information over a communications network to
a plurality of users comprising the steps of:

controlling the routing of the stream of information

through the network in response to selection signals
received from the users. and

monitoring the reception of the stream of information by

the users and accumulating records relating to the
reoccption of the strcam of information by the users
wherein at least one stream of information comprises
an audio and/or visual sclection and the records that arc
accumulated indicate the time that a user starts receiv-
ing the audio and/or visual selection and the time that
the user stops receiving the audio and/or visual sclec-
tion.

20. The method of claim 19 further comprising the step of
including in at lcast one stream of information at least some
advertising information.

21. The method of claim 26 further comprising the step of
varying the content of the advertising information with the
identity of the user to whom the advertising information is
provided.

22. The method of claim 26 wherein the records that are
accumulated indicatc how many users received specific
advertising information.

23. The method of claim 2@ whercin at least one stream
of information comprises copyrighted music sclections and
the records that are accumulated indicate how many users
received specific music selections.

24. The method of claim 20 wherein at least one stream
of information comprises music selections and the records
that are accumulated indicate how many users did or did not
listen to he entire selection.
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25. The method of claim 2@ further comprising the steps
of:

compressing the stream of information in its passage from

source to uscr. and

decompressing the stream of information near the user.

26. The method of claim 25 wherein the compressing step
uses a compression algorithm that is selected in accordance
with the conteat of the information being communicated in
the stream of information.

27. The method of claim 20 wherein the records that are
accumulated indicate which users received specific adver-
tising infarmation.

28. The method of claim 19 further comprising the steps
of:

storing a first stream of information reccived by the user

at a first time and

at a later time. inserting the first stream of information

into a second stream of information received by the
user.

29. The method of claim 28 wherein the first stream of
information contains advertising information.

30. The method of claim 19 wherein multiple streams of
audio and/or visual information are tramsmitted over the
communications network and the user can select which
stream to receive.

31. The method of claim 19 wherein at least ane stream
of information comprises copyrighted music sclections and
the records that are accumulated indicate which users
received specific music selections.

32. The method of claim 19 further comprising the steps
of:

storing a first stream of information reccived by the user

at a first time and

inserting the first stream of infarmation into a plurality of

streams of information reccived at the user at a plurality
of later times.

33. A communication system comprising:

means for converting at least one stream of audio and/or

visual information into a strcam of addressed digital
packets complying with the specifications of a2 network
communication protocol.

means for routing such stream via a communication

network to selected users,

mcans for controlling the routing of the stream of packets

in response to sclection signals reccived from the users.
and means for monitoring the reception of packets by
the user and for accumulating records that indicate
which streams of packets were received by which users,
wherein at least one stream of Rackets comprises an
audio and/or visual selection, and the means for moni-
toring further includes means for accumulating records
that indicate the time that a user starts receiving the
audio and/or visual selection and the time that the user
stops receiving the audio and/or visual sclection.

34. The communication system of claim 33 further com-
prising means for including in the stream of packets at least
some advertising information.

3S5. The communication system of claim 34 further com-
prising means for varying the content of the advertising
information with the identity of the user to whom the
advertising information is provided.

36. The communication system of claim 34 wherein the
mecans for monitoring further accumulates records that indi-
cate which users received specific advertising information.

37. The communication system of claim 33 whercin at
least one stream of packets comprises copyrighted music
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selections and the means for monitoring further accumulates
records that indicate which users received specific music
selections.

38. The method of claim 33 fusther comprising means for
storing packets received at the user during a first time period
and means for inserting such packets into other packets
received at the user at a plurality of later time periods.

39. The communication system of claim 33 further com-
prising means for generating from the stream of packets

received at the user an audio output and/or a visual display. 10

40. The communication system of claim 33 further com-
prising means for storing packets received at the user during
a first time period and means for inserting such packets into
other packets received at the user at a later time period.

41. The communication system of claim 40 wherein the
stream of packets received during the first time period
contains advertising information.

42. The communication system of claim 41 wherein the
cntent of the advertising information is varied depending on
the identity of the user.

43. The communication system of claim 33 further com-
prising:

means for compressing the stream of packets in their

passage from source to user. and

downstream of the compressing means, means for decom-

pressing the stream of packets.

44. The communication system of claim 43 wherein the
compressing means is located near the converting means and
the decompressing means is located at the user.

45. The communication system of claim 43 wherein the
compressing means uses a compression algorithm that is
selected in accordance with the content of the information
being communicated in the stream of packets.

46. The communication system of claim 43 wherein the
compressing means inserts into each packet an identification
of the compression algorithm used and the decompressing
means monitors cach packet to read such identification and
to vary its decompression algorithm in response thereto.

47. A method for transmitting message packets over a
communications network comprising the steps of:

converting a plurality of streams of audio and/or visual

information into a plurality of streams of addressed
digital packets complying with the specifications of a
network communication protocol,

for each stream. routing such stream to one or more users.

controlling the routing of the stream of packets in

response to selection signals received from the users,
and

monitoring the reception of packets by the users and

accumulating records that indicate which streams of
packets were received by which users. wherein at least
one stream of packets comprises music selections and
the records that are accumulated indicate how many
users did or did not listen to the entire selection.

48. A method for transmitting at least one stream of audio
and/or visual information over a communications network to
a plurality of users comprising the steps of:

controlling the routing of the stream of information

through the network i response to selection signals
received from the users. and
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monitoring the reception of the stream of information by
the users and accomulating records relating to the
reception of the stream of information by the users,
wherein at Jeast one stream of information comprises
music sclections and the records that are accumulated
indicate how many users did or did not listen to the
entire selection.

49. A method for transmitting message packets over a
communications network comprising the steps of:

converting a plurality of streams of audio and/or visual

information into a plurality of streams of addressed
digita] packets complying with the specifications of a
network communijcation protocol,

for each stream., routing such stream to one or more users,

controlling the routing of the streamm of packets in

response to sclection signals received from the users,
and

monitoring the reception of packets by the users and

accumulating records that indicate which streams of
packets were received by which users, wherein at least
one stream of packets comprises an audio and/or visual
selection and the records that are accumulated indicate
the clapsed time that a user reccived the audio and/or
visual selection.

50. A method for transmitting at jeast ope stream of audio
and/or visual information over a communications network to
a plurality of users comprising the steps of:

coptrolling the routing of the stream of information

through the network in response to selection signals
received from the users. and

monitoring the reception of the stream of information by
the users and accumulating records relating to the
reception of the stream of information by the users,
wherein at least one stream of information comprises
an audio and/or visual selection and the records that are
accumulated indicate the clapsed time that a user
received the audio and/or visual selection.

51. A communication system comprising:

means for converting at least one stream of audio and/or
visual information into a stream of addressed digital
packets complying with the specifications of a network
communication protocol,

means for routing such stream via a communication
network to selected users.

means for controlling the routing of the stream of packets
in response to selection signals received from the users.
and

means for monitoring the reception of packets by the user
and for accumwulating records that indicate which
strcams of packets were received by which users.
wherein at least ope stream of packets comprises an
audio and/or visual selection. and the means for moni-
toring further includes means for accumulating records
that indicate the clapsed time that a user received the
audio and/or visual selection.

* x * * x*
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MULTICASTING METHOD AND
APPARATUS

This is a continuation of application Ser. No. 08/644,072,
filed May 9, 1996, now U.S. Pat. No. 5,778,187 and such
application is bereby incorporated by reference.

FIELD OF THE INVENTION

This relates to a method and apparatus for providing audio
and/or visual communication services, in real-time to a
multiplicity of identifiable users on a communications
network, such as the Internet. In a preferred embodiment, the
invention monitors which users are receiving signals on
which one of a plurality of channels and modifies the content
of at least some signals in response thereto. A particular
application is to provide services akin to multi-channel radio
or television with commercial programming content
adjusted in accordance with the identity of the individual
user.

BACKGROUND OF THE INVENTION

Systems such as the Internet typically are point-to-point
(or unicast) systems in which a message is converted into a
series of addressed packets which are routed from a source
node through a plurality of routers to a destination node. In
most communication protocols the packet includes a header
which contains the addresses of the source and the destina-
tion nodes as well as a sequence number which specifies the
packet’s order in the message.

In general, these systems do not have the capability of
broadcasting a message from a source node to all the other
nodes in the network because such a capability is rarely of
much use and could easily overload the network. However,
there are situations where it is desirable for one node to
communicate with some subset of all the nodes. For
example, multi-party conferencing capability analogous to
that found in the public telephone system and broadcasting
to a limited number of nodes are of considerable interest to
users of packet-switched networks. To satisfy such demands,
packets destined for several recipients have been encapsu-
lated in a unicast packet and forwarded from a source to a
point in a network where the packets have been replicated
and forwarded on to all desired recipients. This technique is
known as IP Multicasting and the network over which such
packets are routed is referred to as the Multicast Backbone
or MBONE. More recently, routers have become available
which can route the multicast addresses (class D addresses)
provided for in communication protocols such as TCP/IP
and UDP/IP. A multicast address is essentially an address for
a group of host computers who have indicated their desire to
participate in that group. Thus, a multicast packet can be
routed from a source node through a plurality of multicast
routers (or mrouters) to one or more devices receiving the
multicast packets. From there the packet is distributed to all
the host computers that are members of the multicast group.

These techniques have been used to provide on the
Internet audio and video conferencing as well as radio-like
broadcasting to groups of interested parties. See, for
example, K. Savetz et al. MBONE Multicasting Tomorrow’s
Interner (IDG Books WorldWide Inc., 1996).

Further details concerning technical aspects of multicast-
ing may be found in the Internet documents Request for
Comments (RFC) 1112 and 1458 which are reproduced at
Appendices A and B of the Savetz book and in D. P.
Brutaman et al., “MBONE provides Audio and Video Across
the Internet,” JEEE Computer, Vol. 27, No. 4, pp. 30-36
(April 1994), all of which are incorporated herein by refer-
ence.
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Citation of the foregoing documents is not to be construed
as an admission that any of such documents is a prior art
publication relative to the present invention.

SUMMARY OF THE INVENTION

The present invention is a scalable architecture for deliv-
ery of real-time information over a communications net-
work. Embedded into the architecture is a control mecha-
nism that provides for the management and administration
of users who are to receive the real-time information.

In the preferred embodiment, the information being deliv-
ered is high-quality audio. However, it could also be video,
graphics, text or any other type of information that can be
transmitted over a digital network. This information is
delivered in real-time to any number of widely distributed
users. It is real-time in that for a given channel of
information, approximately the same information is being
sent at approximately the same time to everyone who is
enabled to receive the information.

Preferably, there are multiple channels of information
available simultancously to be delivered to users, each
channel consisting of an independent stream of information.
A user chooses 1o tune in or tune out a particular channel, but
does not choose the time at which the channel distributes its
information. Advantageously, interactive (two-way) infor-
mation can be incorporated into the system, multiple streams
of information can be integrated for delivery to a user, and
certain portions of the information being delivered can be
tailored to the individual user.

BRIEF DESCRIPTION OF THE DRAWING

These and other objects, features and advantages of our
invention will be more readily apparent from the following
Detailed Description of a Preferred Embodiment of our
invention in which

FIG. 1 is a schematic diagram depicting an overview of
the system of the present invention;

FIG. 2 is a schematic diagram depicting the network
control center for the system of FIG. 1;

FIG. 3 is a schematic diagram depicting a unicast distri-
bution structure;

FIG. 4 is a schematic diagram depicting a multicast
distribution structure;

FIG. 5 is a schematic diagram depicting the connection
between the media server and the user in the system of FIG.
1;

FIGS. 6-17 are timing diagrams which depict various
aspects of the operation of the system of FIG. 1; and

FIGS. 18 and 19 depict the user interface for control of the
system of FIG. 1.

Where the same reference numerals appear in multiple
drawings, the numerals refer to the same or corresponding
structure in such drawings.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring to FIG. 1, the system of the present invention
comprises a Network Control Center 10, a plurality of
Primary Servers 20, Media Servers 30, Users 40 and Control
Servers 50 and an Administration Server 60. The servers are
interconnected by a communications network, which in the
preferred embodiment is the global connected internetwork
known as the Internet. The Network Control Center 10 is the
source of the information being distributed. It receives audio
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feeds from satellite, over the air broadcast or in other ways
and processes this information for delivery over the network
on multiple channels of information. This processing con-
sists of optionally recording the information for future
broadcast and dynamically inserting paid comimercial adver-
tisements.

For each channel of information, there is a Primary Server
20 that receives the stream of information from the Network
Control Center 10 and compresses the information stream to
allow for more efficient transmission. The Primary Servers
20 are directly connected to the network.

The Primary Servers forward information via the network
to a number of Media Servers 30. There may be a large
number of Media Servers and in fact there may be many
levels of Media Servers. For example, a Media Server which
receives a stream of information from a Primary Server may
forward that stream via the network to another Media Server
which then forwards it to a User 40. This multilevel hier-
archical structure is described in more detail below.

The topology of the Internet dictates the ideal placement
of Media Servers, the fan-out of each Media Server and the
number of levels of Media Servers between the Primary
Server and Users. For example, the Media Servers which
feed from a Primary Server might be placed at a major points
of presence (POPs) of each of the large Intemet service
providers. These Media Servers might also be placed near
clouds which serve as high bandwidih exchange points
between the major carriers. Similarly, Media Servers which
feed to Users might be placed on or close to networks which
have a large number of subscribers to minimize the distance
and number of data streams being transmitted.

Control Servers 50 are responsible for keeping track of
which Users are listening to which channels and for direct-
ing the Media Servers to start and stop streams of informa-
tion to those Users. The Control Servers are also responsible
for handling other interactions among the various compo-
nents of the system as will be described in more detail below.
Each Control Server is responsible for managing a cluster of
Media Servers; and each Media Server is managed by a
single Control Server at any given time. As a result, the
Control Servers are distributed throughout the Intemnet,
preferably located close to the Media Servers.

The Administration Server 60 is responsible for register-
ing new Users, authenticating Users who want to log onto
the system, and maintaining audit logs for how many Users
are listening to which channels and at which times. Main-
taining audit logs and gathering statistics are features critical
to monitoring the delivery of paid commercial messages as
well as for other purposes. For example, for purposes of
assessing copyright royalties, the audit logs can record the
number of listeners for each musical or video selection that
is distributed by the system. Another application is to
determine the percentage of listeners who are interested in
listening to a particular musical selection by determining
how many listen to the entire selection and how many turn
it off.

The system of the present invention can be considered a
distribution architecture integrated with a control architec-
ture. The distribution architecture handles scalable real-time
delivery of information to any number of Users on a packet
switched network, such as the Internet. The control archi-
tecture represents a second scalable system integrated with
the distribution architecture for managing and administering
the delivery of that information.

The remainder of this description is divided into three
sections. In the next section the distribution architecture will
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4

be described in more detail. Following that, the control
architecture will be described. In the third section the User
interface will be illustrated.

Distribution Architecture

The distribution architecture provides for the delivery of
real-time information to any number of Users distributed
throughout a network. As will be described in detail below,
the distribution architecture is scalable to allow for efficient
delivery of multiple simultaneous information channels in
real-time to a large number of Users.

In the preferred embodiment, the information which is
being distributed consists of high-quality audio in addition
to other information. It should be appreciated that the basic
architecture and other general principles set forth herein
would also apply to the delivery of video, graphics, text or
any other type of information that can be delivered over a
digital network. In addition, it should be appreciated that an
information stream can consist of audio with supplemental
information such as text and graphic images and commands
to control software running on the User’s computer.

The source of information in the preferred embodiment is
the Network Control Center 10, depicted in the schematic
diagram of FIG. 2. Control Centers of this type of design are
available from Broadcast Electronics, Inc. and are similar to
what would be found in a conventional radio station serving
multiple frequencies.

Referring to FIG. 2, the incoming signal can be received
in a variety of ways such as from a satellite, over-the-air
broadcast, cable or hard disk. It is then processed by
Receiver/Decoder 110, which decodes the signal and pro-
vides an incoming audio stream. Routing Switcher 120 is
responsible for routing the incoming audio feed from the
Receiver to either Delay Recording Workstation 140 or to
one of the Playback/Control Workstations 130. Real-time
insertion of paid commercial advertising takes place at the
Playback/Control Workstations and the resulting integrated
audio stream is delivered to the Primary Servers. The Delay
Recording Workstation is responsible for recording an
incoming broadcast so that it can be played back at a later
time.

Supervisory Workstation 150 is responsible for managing
and controlling the Playback/Control Workstations, Delay
Recording Workstations and other computers as may be
connected to the local area network within the Network
Control Center. Production Workstation 160 and
AudioVAULT-NFS Server 170 are used to manipulate audio
samples, such as commercial messages for use by the
Playback/Control Workstations. The audio being delivered
can coasist of syndicated TV or radio programs, such as
would be received over satellite or cable and delivered as
described above. These can be delivered live and/or played
back at a later time. It is also possible for the delivery of
information, such as music, to take place from information
that is all stored locally such as on a hard disk. A new play
list and its associated music data can then be downloaded
periodically to update the channel. Additionally, it is pos-
sible to deliver commercial-free programming, for example
public service announcements or label-specific music.

In the preferred embodiment the Primary Servers are
responsible for compressing the audio stream using an
advanced perceptual technique developed and licensed by
AT&T Corp. and Lucent Technologies, Inc. This highly
sophisticated algorithm is used to maximize the benefit of
the bandwidth available. Advantageously, two bitrates are
available, a first rate of approximately 20 Kbps and a second
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rate of approximately 56 Kbps. Using the perceptual
.technique, the quality of the first rate is similar to FM
monaural (with a sampling rate of approximately 22,000
16-bit samples per second) and the second rate is close to
CD quality stereo (with a sampling rate of approximately
32,000 16-bit samples in stereo each second). The signals at
the two different bitrates comprise two different audio chan-
nels and thus require two different compression processes.

The computational requirements of compressing an audio
stream in real time using techniques such as the advanced
perceptual technique are approximately 100% of a Pentium-
Pro 200 Mhz computer and the computational requirements
of decompressing an audio stream in real time are approxi-
mately 30% of a Pentium 75 Mhz computer. Future
improvements and/or changes to the algorithm could sig-
nificantly change these requirements. For the present, a
dedicated computer is required within the Primary Server to
compress the audio stream. The decompression process
takes place on end Users’ computers and preferably would
use only a portion of the computers’ computational
requirements, allowing the computers to be used for other
tasks while they are processing the audio stream.

It is important to appreciate that the compression and
decompression techniques employed by the present inven-
tion are not critical to the overall operation of the system and
the advantages obtained therefrom could be obtained with
other compression methodologies. Advantageously, the
identity of the compression technique used can be encoded
into the audio stream in the packet header. This makes it
possible to identify to the receiver the nature of the decom-
pression algorithm to use; and thereby make it possible for
the computer within the Primary Server to select an opti-
mum compression algorithm depending on the nature of the
audio stream to be compressed.

The remainder of the distribution architecture comprises
the multilevel hierarchy of data transmission originating at
the Primary Server 20 and terminating at the Users 40 as
shown in FIG. 3. In the preferred embodiment, the network
is the global connected Internet. It can also include private
networks which are connected to the Internet and it could be
implemented on any packet switched network, cable-
modem-based or satellite-based cable system. It is possible
that certain links within the overall system, for example, the
link between the Primary Server and the first level of Media
Servers, are private data links which carry only data asso-
ciated with this system. This could also be true of other data
transmission paths in the distribution architecture. The User
receiving the information preferably can be anyone who has
access to the Internet with sufficient bandwidth to receive the
resulting audio data.

It should be appreciated that the distribution architecture
of the present invention provides for scalability. Using such
a structure, any number of Users, and as widely distributed
as necessary, can be accommodated. In the preferred
embodiment, the fan-out at each level of Media Server
(given the state of technology today) is on the order of ten,
but the same structure could be applied with other fan-outs.
The location and fan-out of the Media Servers is chosen to
minimize overall network bandwidth consumed.

The flow of information from Primary Server 20 through
network to User 40 is based on the delivery of a continuous
sequence of individual pieces of information., or packets.
Thus the distribution architecture implements a form of
multicast packet delivery to a group. The group in this case
is the set of all Users who are listening to a given channel
at a given time. Group membership is dynamic, Users can
start and stop listening to a channel at any time.
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Multicasting can be implemented in a variety of ways, any
or all of which can be used in the present invention. In the
preferred embodiment, the Media Servers receive unicast
packet streams and they then duplicate these streams into
more unicast streams to other Media Servers which are in the
membership group for that stream. The lowest level Media
Servers use hardware broadcast, multicast and/or unicast to
reach all Users served by that Media Server.

If the Media Server is directly connected to the same
physical network as the User, hardware broadcast or multi-
cast can be used to transmit the packet stream to all Users
listening at that time on that network. In this case the Media
Servers can iranslate the incoming packets into broadcast or

. multicast packets for transmission on the local network.

Only a single packet is transmitted at-a-time on the local
network and any computer directly connected to the local
network can receive that packet. Hardware multicast is built
into most networks and it is lower in overall overbead than
hardware broadcast since computers not interested in a
transmission do not have to process the packets. In the case
that a Media Server is serving a User who is not on the same
physical network, a unicast transmission is used to reach that
User, which requires a separate packet transmission for each
User so connected. In the preferred embodiment, the assign-
ment of Users to Media Servers is done using control
transactions among the User 40, Control Servers 50, and
Administration Server 60. This system will be described
more fully in the following section.

Multicasting can also be implemented within the Internet
at the IP level using IP class D addresses and the IGMP
group control protocol. FIG. 4 illustrates how the multilevel
hierarchical distribution architecture would operate using IP
multicast delivery. Under this system, a packet is transmitted
with a multicast address for a destination and each router
maintains group membership lists for each interface that it is
connected to and will forward packets across the Internet to
other routers such that all Users within the global group
eventually receive a copy of the packet. Unless and until all
routers within the Internet understand multicasting in this
way, it is necessary to supplement it with IP tunneling in
which multicast packets are encapsulated in unicast packets
and routed by unicast routers to a multicast routers. The
present invention can and will be able to take advantage of
IP multicasting as it becomes widely available. Each channel
of information would be given its own class D address and
the Media Server would then simply transmit packets using
the appropriate IP destination address. In this case no Media
Servers would be used as this function would be accom-
plished by the routers in use to store and forward other IP
packets.

Thus it can be appreciated that the implementation of the
multicast delivery structure can be implemented using a
combination of IP unicast, IP multicast and hardware mul-
ticast or any other system which provides for distributed
delivery of information to a specific group of destinations. It
is expected that special relationships with Internet providers
will be established so that delivery of the audio steams can
take place with a guaranteed bandwidth and in the most
efficient way possible.

In the preferred embodiment, packets of information for
distribution use the UDP protocol under IP rather than the
TCP protocol. TCP provides for reliable stream delivery but
at the cost of retransmission and delays. For real-time
information, it is usually more appropriate to use UDP since
the information is time critical and low latency is more
important that reliability. Since TCP is a point-to-point
protocol, it is incompatible with IP multicasting. However,
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TCP could be used on the IP unicast links between Media.
Servers which are expected 10 have very low packet loss. In
order to handle out of order, lost, duplicate and corrupted
packets, the UDP packets are serialized.

In the preferred embodiment the size of the audio packets
being transmitted is variable and can change on a packet by
packet basis. It is expected that when using compression
schemes that have a fixed bit rate, such as ADPCM, all
packets for that stream would be the same size. Alternatively
when using a variable bit rate compression algorithm, it is
expected that packet size would vary so as to establish
approximately the same amount of time for each sample. For
example, if each packet corresponds to a 20 millisecond
segment of speech, this could correspond to 100 bytes
during one time period and 200 bytes during another.
Additionally, the Media Server may choose to dynamically
vary the packet size to accommodate changes in network
conditions.

Since the resulting playback of audio information is
sensitive to packet loss and network congestion, software
running on the various computers which make up this
system monitor the ongoing situation and adapt to it in the
best possible way. This may involve using different Media
Servers and/or lowering the data rate to the User. For
example, similar to analog dynamic signal quality negotia-
tion present in many analog radio receivers, the User soft-
ware may request a lower bitrate until the situation is
improved. Also, note that the audio information being deliv-
ered to the User is preferably interleaved so that a contigu-
ous segment of the audiostream is distributed for transmis-
sion over several packets. As a result, the loss of one packet
is spread out over multiple audio samples and causes mini-
mal degradation in audio. Advantageously, a small degree of
redundancy may be incorporated within the audio stream to
further guard against packet loss.

Preferably, there are two bitrate options available to the
User for audio delivery. These are approximately 20 Kbps
for standard audio and approximately 56 Kbps for high
quality audio. Thus, a 28.8 Kbps modem connection over an
analog phone line is sufficient to listen to standard audio
broadcasts. To listen to high quality audio, an ISDN con-
nection to the Internet is required, or some other connection
with greater than 56 Kbps bandwidth. It should be appreci-
ated that higher bandwidths are currently becoming avail-
able to end Users. In particular the use of cable modems and
residential fiber networks are enhancing the bandwidths
available to Users and thus making broadcasts of higher
bitrates more practical.

In addition to the content of the audic channel being
delivered, it is also possible to deliver out of band of side-bar
information such as graphics, images and text. This side-bar
information is synchronized with the audio channel. This
may only involve small increases in bandwidth
requirements, such as 1-2 Kbps. For example a music
program could deliver images of an album cover, the text of
song lyrics, or URLs for use by a Web browser. The User can
preferably choose to have the side-bar information show up
automatically or be hidden. It is also possible to incorporate
two-way interaction into the system, such that for example
Users can participate in a global chat session during the
audio broadcast. These and other details are explained in
more detail below under the description of the User inter-
face.

The delivery of paid commercial advertising information
is an important aspect of the present invention. Advertising
may be incorporated into the audio stream within the Net-
work Control Center as described above. It may also be
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incorporated into the audio stream at the User level, or at
some intermediate point in the distribution architecture. In
addition, the side-bar information discussed above can also
include advertising content. FIG. 5 illustrates the provision
to the User of two separate streams 32, 34 of packets, one of
which may be used for advertising. In this case the insertion
of the stream of commercial advertising into the mon-
commercial stream occurs on the User’s computer. FIG. §
also illustrates packet stream 36 which identifies the User to
the system. This enables the system to monitor which Users
are listening to which channels and also allows the system
1o vary, for example, the advertising content delivered to a
User.

One advantage of this alternative is to allow targeted
commercial delivery based on the individual User. That is,
an individual User would receive the main audio feed plus
a particular advertising stream unique to his demographic
group. Note that the advertising stream typically is lower in
overall bitrate and generally does not require real-time
delivery, thus lowering the overall load on the network. For
example, the advertising stream could be delivered to the
User in advance of the regular programming, stored in a
buffer in the User’s computer and inserted into the stream of
regular programming upon receipt of a cueing signal embed-
ded in the stream of regular programming. Thus, a substan-
tial pumber of targeted groups, perhaps 10 or 100 or even
more could be accommodated without an impractical
increase in network load.

Control Architecture

The control architecture described in this section is
responsible for managing and administering the Users who
are receiving the information being delivered by the distri-
bution architecture described in the previous section. The
control architecture handles new User registration, User
login, the starting and stopping of audio streams and the
monitoring of ongoing transmissions. The control architec-
ture is scalable just as is the distribution architecture so that
any number of Users can be managed.

This section describes the control protocol, which consists
of the format and sequence of control messages that are
exchanged among Users, Control Servers, Media Servers,
Primary Servers and the Administration Server. These mes-
sages are in the form of objects, which have specific data
formats. Objects are exchanged preferably using the TCP
protocol although other options are possible. Below we
describe the sequence of objects passed among the various
computers and detail the internal structure of each object.

The major objects used in the present embodiment of the
invention are set forth in Table 1. For each object, Table 1
provides a brief description of its function, identification of
the names of the fields in the object, their types and a brief
description of their function.

TABLE 1
Channel Activation Object
Contains information used for channel activation/deactivation. It is sent
to Media and Primary Servers to tell them to carry or stop carrying a
specific channel. Media Servers get the channel from another server in
the system hierarchy and Primary Servess get and encode the feed from
the actual input source
Field Name Field Type Remarks
Token Security Token Object
Moniker Moniker Object unique channel identifier
Activate Int action flag (activate/de-

activate)
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TABLE 1-continued

10

TABLE 1-continued

CompressType Int type of compression to
use
Host Host Object host carrying the channel

Channel Guide Object
Contains analytical and descriptive information for an item requested
that is uniquely identified by a moniker. It is usually the reply to &
Channel Guide Request object.

Field Name Field Type Remarks

Token Security Token Object

Type Int type of content
Result the content data itself

Channel Guide Request Object
Conveys a request for analytical and descriptive information about an
item uniquely identified by the contained moniker. The reply is in the
form of a Channel Guide object.

Field Name Field Type Remarks
Token Security Token Object  inherited from base class
Type Int type of content
Moniker Moniker Object unique identifier
Host Object

Encapsulates the attnibutes of a networked computer related to the
operation or services it offers or requests.

Field Name Field Type Remarks

Token Security Token Object

HostName String computer name and
domain

PortNumber Int port number for service

DisplayName String descriptive computer

name

Login Information Object
Encapsulates the name and password by which a User 1s known to the

system.
Field Name Field Type Remarks
Token Secunty Token Object
Login String User’s system login
name
Password String User’s system password

(possibly encrypted)

Media Control Interface (MCI) Request Object
Encapsulates a multimedia control command, such as play and stop, and
any extra information that may be necessary to perform the requested

service.
Field Name Ficld Type Remarks
Token Security Token Object
Command Int multimedia command
String String command-specific extra

info

Moniker Object
A moniker encapsulates the name of an object or process with the
intelligence necessary to work with that name. In other words, it
provides naming and binding services. The Moniker Object is used in
the system for unique identification of various components, parts or

features, such as a channel, a directory, or a computer list.
Field Name Field Type Remarks
Token Security Token Object
D String unique string identifier
DisplayName String User-readable name
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Ping Object
Ping is the name given to the “Are-You-Alive?” operation useful in

determining if a specific computer is up and running. This object is
used in the system when a server has to be queried for its operational
status. It can also provide timing information for statistical purposes
and quality of service evaluations.
Field Name Field Type Remarks
Token Security Token Object
Date Date system date
Time Time system time
Protocol List Object
Encapsulates a general purpose collection object.
Field Name Field Type Remarks
Token Security Token Object
Type Int type of object list
Result Message Object
Acts as the acknowledgment for a requested service successfully carried
that out or reports erfors that occur in the system during 2 client/server
transaction.
Ficld Name Field Type Remarks
Token Security Token Object
Code Int result code
Message String message comresponding
to code
Security Token Object
Contains the authorization key for a transaction. The key must be
validated before any service is performed.
Field Name Field Type Remarks
ID String authorization key/trans-
action ID,
Server Activation Object
Contains information used in the server activation/deactivation process.
Used for announcement as well as command purposes (¢.g,, a server can
notify the administration database that is now activated or a server can
be instructed to manage someone else).
Field Name Field Type Remarks
Token Security Token Object
Active Int action flag (activate/de-
activate)
Manage Int control flag (manage/
associate)
Type Int server type
Host Host Object host to be controlled
Service List Request Object
Encapsulates a request for a list of available server resources for an
identificd service (e.g., a request for a list of Control Servers for a
specified channel).
Field Name Field Type Remarks
Token Security Token Object
Type Int type of service
Moniker Moniker Object content/channe] unique
identifier
Host Host Object local host information
Statistics Object
Contains system-related information that can be used by load-
balancing algorithms and for statistical purposes.
Field Name Field Type Remarks
Token Security Token Object
Load Int load on the system
Threads Int number of threads
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TABLE 1-continued transaction is handled independently of the previous ones.
- States exist in the lower levels, for example within the TCP
Tunning . .
Users ot number of Users being layer, to express logical states of a network connection but
Uptime Int serviced 5 they are not actually part of the control protocol.
N i i . .
Nz:;g:f:;“f;i d iﬁ: :T;‘;:: ‘;ﬁ ﬂ:ﬂ;‘;ﬂm& In the preferred embodiment, the software running on the
servers Control Servers, Media Servers and Primary Servers is
number of associated programmed for Windows NT and UNIX environment using
servers 10 the OLE environment. In addition, COM interfaces are used
Statistics Request Object between components. The Rogue WaYc system is used to
Encapsulates a request for system-related information that can be used transfer objects between the applications running on the
by load-balancing algorithms and statistical purposes. various computers. The software running on the User com-
Field N Field Remarks puter is preferably programmed for a Windows 32-bit
L ¢ ame ield Type emar ; environment, so it will run on a Windows 95 or Windows NT
Token Security Token Object 15 computer. Alternatively, Macintosh and UNIX environments
Load Int request flag (on/off) can be accommodated by other User software.
Threads Int request flag (on/off) . . .
Users Int request flag (on/off) Tl}e basic process of a control transaction consists of a
Uptime Int request flag (on/off) version sequence followed by ome or more protocol
:“mgefMﬂnagedd {n‘ request 38 (on/off) 20 sequences. The version sequence starts after the computer
umberAssociated  [at request fiag (on/off) initiating the transaction, the client, has established a con-
User Object nection with the computer completing the transaction, the
Users and Servers use this object to register themselves with the server. The client sends a Version Object (defined in Table 1)
l"dmi“iz‘t“m“ d"“b”:j T”:Y provide the i“f°wmd‘:‘f’° f;’; subsequent and in response the server then sends back its own Version
ogins (name, password) and other system-related info. The end-Users Object. This versi : d so that both client and
rovide personal, demographic, and system-related information. 25 ject. ©rsion sequence 1S used So (ha client an
E £ £ server are aware of the version numbers of the software they
Field Name Freld Type Remarks are using. If a version number is older than expected, either
by PS——— client or server can choose to conform to the previous
oken ecunty loken et . - . .
Login Login Information Object login information (game, version or abort the transaction, d_ependmg on its needs and
password) 30 capabilities. If a version numbe.r is pewer than expccte(?, in
FirstName String User's first name most cases the current transaction can be completed since
]I-_BstNﬂme guﬂis SW:S !ﬂsb‘ g;me the software systems are designed to be fully backward
1tle g '8e1’5 1Ol 3 2 3 . - s .
Company String User's employer compatible with previous versions. Additionally, in the case
Address1 String User’s home street that the server of ll!e transaction is the Administration
address 35 Server, the client receives information about what the latest
Address2 String User’s address extra version number is and thus the client can be informed that
Sy String city, village . a software update is needed. The process of handling auto-
tate String state, province or foreign . X R .
country matic updating of User software is described more fully
ZipCode String zip or postal code below.
Age Strin User’s age .
ngder Slrin: User’s ggndcr 40 After the version sequence, one or more protocol
PhoneNumber String telephone number sequences occur in which other objects are exchanged
gﬂf‘fl‘-‘mb“ g“'}ns fax !illuﬂ‘li?f between client and server. When a particular protocol
mal. erg emall address : H
Demographics Dictionary ‘market-targeting extsa sequence is comple}ed, another independent protocol
User info sequence can be serviced. The protocol sequences that are
SystemInfo Dictionary system-related informa- 45 part of the control architecture of the present invention are
tion summarized in Table 2 and described below in conjunction
Version Object with FIGS. 6-17.
All components of the system use this object to report their versioning
information to the party they transact with in order to use a protocol TABLE 2
they both understand. They are also given the chance to update 50
themselves if a newer version exists. Summary of Protocol Sequences
Field Name Field Type Remarks Control Sequence Client Server Msin Objects Exchanged
Token Secunty Token Object User Registration User Adminis-  Version Object
Major Int major protocol version 55 and Login tration User Object
pumber (see FIG. 6) Channel Guide Object
Minor Int minor protocol version User Login User Adminis-  Version Object
number (see FIG. 7) tration Login Information Object
¢ Int sender type Channel Guide Object
Client Version client version informa- Channel Play User Adminis-  Version Object
tion 60 (sce FIGS. 8a, tration Server List Object
8B, 8C) Control Version Object
Server List Object
Unlike traditional protocols based on state computers, the Media Version Object
control protocol of the present invention is a light-weight, gpcé:bﬁ'; S TOP/CLOSE
stateless protocol comprising simple sequences of objects. It Ping égjem/ #CLO
is light-weight in that in most sequences only two objects are 65

involved in the transaction and after a sequence is completed
the connection can be reused. It is also stateless in that the

(TCP connection stays open)

Token Validation Control or Adminis- Version Object
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TABLE 2-continued

Summary of Protocol Sequences

Control Sequence Client Server Main Objects Exchanged
(see FIGS. 9A, Media or tration or  Security Token Object
9B) Primary  Control
Server Media or Adminis- Version Object
Registration and ~ Control tration User Object
Login Server Activation Object
(see FIG. 10)
Server Login Media or Adminis- Version Object
(see FIG. 11) Control tration Login Object

Server Activation Object
Control Server Adminis- Control Verston Object
Activation tration Server Activation Object
(see FIG. 12)
Media Server Control Media Version Object
Activation Server Activation Object
(see FIG 13) Ping Objects

(TCP connection stays open)
Control Channel  Adminis- Control ~ Version Object
Activation tration Channel Activation Object
(see FIG. 14)
Media Channel Control Media (open TCP connection)
Activation Channel Activation Objects
(see FIG. 15)
Distribution Media Media or  Version Object
Activation Primary  MCI Objects -
(see FIG. 16) OPEN/PLAY/STOP/CLOSE

Ping Objects

(TCP connection stays open)
Statistics Request Adminis- Control ~ Version Object
(see FIG. 17) tration or Statistics Object

Media

The User registration and login sequences are the pro-
cesses by which a new User registers with the system, logs
in and retrieves programming information. The channel play
sequence takes place when a User asks to listen to a
particular channel. The token validation sequence is used to
verify that a computer requesting a service is authorized to
do so. The Server registration, login and activation
sequences are used by Control and Media Servers when they
become active. The Control Server and Media Server acti-
vation sequences are used to manage the Control and. Media
Servers. The control channel, media channel and distribution
activation sequences are used to cause a channel to be
distributed to a Media Server. Finally, the statistics request
is used for administrative purposes.

FIG. 6 illustrates the User registration and login sequence
in more detail. This sequence takes place after the User has
installed the User software on his/her computer. It is
expected that the User will download the software from the
Internet and then invoke it which in the preferred embodi-
ment will use the Windows Wizard interface. This will guide
the User through the installation process including filling out
the registration form, which we will describe more fully in
the next section. After the User has sclected a name and
password and selected the option to register, the User
computer opens a TCP connection to the Administration
Server. Advantageously, the full domain name of the Admin-
istration Server is embedded into the User software,
although it could be discovered in other ways. The User and
Administration Server then exchange version objects with
the Administration Server as described above. If the version
numbers meet expectations, the User sends a User Object to
the Administration Server. The format of the User Object is
shown in Table 1. Once the Administration Server receives
the User Object, it verifies that the information is filled in
properly and that the selected User name is unique. If the
User Object is invalid for any reason, the Administration
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Server returns a Result Message Object with a code indi-
cating the reason. The format of the Result Message Object
is shown in Table 1. If the User information is valid, the
Administration Server updates the global database of User
names and passwords and then generates a security token for
that User. This security token is then returned to the User in
a Result Message Object.

Upon receiving the Result Message Object, the User
saves the security token for future use. This token is an
identifier that allows the User to request services from the
Administration Server and other computers within the over-
all system. The security token is not saved permanently or
registered on the User computer. Normally, the User soft-
ware then immediately sends a Channel Guide Request
Object 10 the Administration Server and a Channel Guide
Object is returned. The format of these objects is also shown
in Table 1. Note that in principle, this is a separate transac-
tion and could take place in a separate TCP connection to the
Administration Server. In particular, once the User has
registered and logged in, he/she can request the Channel
Guide Object again since it may have been updated since the
previous request. At this point the TCP connection to the
Administration server is closed.

The process of User registration only needs to take place
once for each User. However anyone can re-register at any
time, even after the software has been installed. In particular,
it is expected that if multiple persons use a computer, each
person will register and obtain his/her own User name and
password. If the registration process is not completed
successfully, the User software saves the registration infor-
mation and ask the User if they would like to try again the
next time the software is invoked.

Since the security token is not permanently saved by the
User software, it is lost when the User software is closed,
and the security token must again be retrieved from the
Administration Server the next time the User wants to use
the system. This process is the purpose of the login sequence
illustrated in FIG. 7. This sequence is used if a User has
already registered and needs only to retrieve a valid security
token. In this case the sequence conmsists of the User’s
sending a Login Information Object to the Administration
Server. The Administration Server then queries the User
database to validate the login name and password. If the
login pame and password are correct, then a security token
is returned to the User. Normally the receipt of the security
token will immediately be followed by a channel informa-
tion request sequence, just as in the registration sequence
described previously.

The control sequence that takes place when a User
initiates a channel play operation is illustrated in FIGS. 8A,
8B and 8C. First the User software requests a Control Server
List from the Administration Server. Note that the Server
List Request Object, illustrated in Table 1 contains a channel
identifier. The Administration Server generates a sorted list
of Control Servers based on overall system load and the
location of the User on the network and returas this list to the
User using a Protocol List Object. Once the Control Server
List is returned to the User, the Administration Server is no
longer needed and the TCP connection is closed.

The User software then searches the list of Control
Servers and opens a TCP connection to the first host listed.
If that host computer does not respond, then the next Control
Server on the list is tested and so forth in succession. Upon
obtaining a response from a Control Server, the User soft-
ware uses a Server List Request Object to requests a Media
Server List from the Control Server. If the Control Server is
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too busy to service the User, it returns a Result Message
Object so indicating and the User software tries the next
Control Server on the list. However, in the likely scenario
that the Control Server is able to handle the User’s request,
a sorted list of Media Servers is generated and returned to
the User computer using a Protocol List Object. The TCP
connection to the Control Server is then closed by the User
software.

At this point the User software initiates a TCP connection
to the first Media Server on the list provided by the Control
Server. As in the previous case, it attempts to connect to the
first host on the list and if unsuccessful tries the next hosts
in succession. Once the Version Objects are exchanged, the
User software sends an MCI Request Object to the Media
Server. An MCI Request Object can be used for four basic
commands: OPEN, PLAY, STOP and CLLOSE. The User
software must first send an OPEN command for the desired
channel. If the returned Result Message Object indicates
success, the User software then sends a PLAY command.

When the Media Server receives a valid PLAY command,
it initiates the delivery of audio information to the User as
described in the previous section. Note that this could be in
the form of broadcast, multicast or unicast packets to a
specific UDP port. The TCP connection through which the
MCT Request Objects were sent stays open during the audio
play operation. In addition, Ping Objects are sent to the User
on a periodic basis to verify that the computer is still
working and active. When the User software receives a Ping
Object, it simply returns it. The Media Server uses the Ping
Objects to measure round trip time and also to determine
when a User’s computer has terminated abnormally. In that
case the audio stream is terminated.

In the case of normal termination of the audio stream, the
User makes an explicit selection to stop and this causes a
STOP command to be sent to the Media Server in an MCI
Request Object. The Media Server then terminates the audio
stream to that User. When the User closes the application
software or selects another channel to play, the User soft-
ware will send a CLOSE command to the Media Server in
an MCI Request Object and the TCP connection is closed.

The initiation of the audio stream by the Media Server
causes a log entry to be generated and sent to the Admin-
istration Server. This information is important so that the
Administration Server can update its database to indicate
which Users are listening to which channels. The security
token is used to identify the User initiating the audio stream.
Additionally, when the audio stream is terminated to any
User, another log message is generated and sent to the
Administration Server.

FIG. 9A illustrates the process by which security tokens
are validated. The Administration Server is the only server
that can validate a security token. Thus, when a User
requests services from a Control Server or from a Media
Server, that server must go back to the Administration Server
with a token validation sequence. However, Control Servers
and Media Servers are allowed to cache validations of
security tokens so that they do not have to validate tokens
repeatedly once they have validated it the first time. In the
case where a Media Server receives a request, the token will
be validated with the Control Server that is managing that
Media Server. FIG. 9B identifies the various token valida-
tion scenarios.

FIG. 10 illustrates the process by which a new Server is
registered. This process is similar to new User registration.
It is expected, however, that the server installation will be
through a Web interface rather than a Wizard. The Admin-
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istration Server, upon receiving a User Object from a Media
Server or Control Server validates the User pame and
password and generate a security token just as in the case of
User registration. Normally the Server then immediately
sends back a Server Activation Object indicating that it is
ready to be used as a system resource. Once this process has
been completed, the TCP connection to the Administration
Server is closed.

If a Media Server or Control Server that has sent a Server
Activation Object to the Administration Server becomes
inactive, it will send another Server Activation Object indi-
cating this condition. In the case of a Media Server, this
object is sent to the managing Control Server. In the case of
a Control Server, this object sent to the Administration
Server. As in the case of User registration, Media Server and
Control Server registration needs only take place once per
computer. However, if the computer is restarted, the server
must login and again retrieve a security token. This is the
server login and activation sequence shown in FIG. 11.

Once a Control Server has indicated to the Administration
Server that it is ready, the Administration Server can activate
that Control Server by sending the Control Server a Server
Activation Object as illustrated in FIG. 12. This is a separate
transaction and is used to tell the Control Server which
Media Servers it is supposed to manage. Recall that a
Control Server and a number of Media Servers form a
cluster of Media Servers. The single Control Server that
manages that cluster must be given a list of host computers
corresponding to the Media Servers in that cluster.

The process by which a Control Server activates the
Media Servers that it manages is illustrated in FIG. 13. The
Control Server sends a Server Activation Object to the
Media Server indicating that it is responsible for channel
management. This TCP connection between the Control
Server and the Media Server stays open during the time that
both servers are active. The Control Server periodically
sends Ping Objects to the Media Server across this open TCP
connection to verify that the Media Server is still running.

FIG. 14 illustrates the process by which a given channel
is activated by the Administration Server. The Administra-
tion Server opens a connection to a Control Server that its
wishes to have carry a given channel and provide a Channel
Activation Object. This object indicates to the Control
Server which Media or Primary Server the Control Server
should direct its Media Servers to get the feed from. At this
point the Control Server is said to be carrying that channel
and it will be a valid bhost on a list of Control Servers
requested by a Channel Play sequence.

FIG. 15 illustrates what happens when a Control Server
needs to provide a channel. First it sends a Channel Acti-
vation Object to one of the Media Servers that it manages
across the open TCP connection described previously. This
object indicates to the Media Server that it should start
receiving the channel identified and from where it should
receive it.

In FIGS. 16A and 16B depict how the Media Server
requests distribution of an audio channel from another
Media Server or from a Primary Server. This sequence is
much the same as that in which a User requests the distri-
bution of audio information from a Media Server. Note that
a Media Server receives a single incoming stream for each
channel that it is carrying and will then redistributes this
stream to all Users or other Media Servers that request it.

Finally, FIG. 17 illustrates the statistics request sequence.
This sequence is used by the Administration Server to gather
information from the Media Servers and Control Servers in
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order to manage the overall system. It can use this infor-
mation to detect failures and to balance load as the dynamic
conditions change. As indicated above, it can also use this
information to monitor which Users are listening to which
channel or whether Users stop listening to a channel at any
time, such as during the play of a particular song. It can also
use this information to control the advertising content that is
downloaded to a particular User in advance of receipt of
regular audio programming and/or monitor the delivery of
advertising to the Users.

The control architecture described in this section is scal-
able to handle any number of Users. Note that the User
registration process only happens once for each subscriber
and the login process only happens once per session. These
interactions, which require the Administration Server are
expected to constitute a very small percentage of the overall
system bandwidth. If the Administration Server were to
become a bottleneck, however, it would be possible to
duplicate it and to have the database it maintains distributed
and automatically updated to guarantee consistency.

The Control Servers are distributed throughout the net-
work and can handle the lower level interactions with the
Users and the Media Servers. A single Control Server can
handle preferably on the order of ten Media Servers up to
several hundred Users. The bitrate among the Users, the
Control Servers and the Media Servers is expected to be
small in comparison to the audio transmission bitrate. The
Ping Objects normally only involve the User and the nearest
Media Server. They are also low in overhead since they are
small and only get transmitted infrequently.

User Interface

The User interface is provided by the client application
running on an individual computer and its associated graphi-
cal interface. In the preferred embodiment the User interface
is available for 32-bit Windows (95 and NT), Macintosh and
UNIX platforms. Preferably anyone on the Internet can
freely download a copy of the client software and install it
in their computer.

FIG. 18 illustrates the main User screen in the preferred
embodiment. The screen is composed of three sections:
channel guide (upper left frame), program guide (upper right
frame), and multimedia frame (lower half of screen). The
channel guide lists, as a tree hierarchy, the channels that are
available from the system. The User selects a channel from
the list of those displayed on the channel guide. The program
guide provides information pertaining to the channel
selected. This information can be a detailed schedule of the
programming that has played or will be playing on the
channel selected. Additionally, other relevant information
will be displayed in this frame, for example, a notice
regarding an upcoming special event on another channel.
The multimedia frame provides an integrated web browser
that displays information via a series of tabbed sections.

The information contained in the channel guide, program
guide, and the tabs of the multimedia frame is dynamically
transmitted to the client. For example, if a new channel
begins operation, the client application can immediately
display it as being available. Furthermore, the tabs displayed
can be specifically relevant depending on what song is
playing. For example, tabs displaying the album cover,
information on the artist, song lyrics, tour dates can be
displayed. Additionally, as shown in the example in FIG. 18,
a tab can be available allowing the User to place an order for
the CD or allowing the User to participate in a chat session
related to the channel.
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FIG. 19 illustrates the key pull-down menus available in
the main User screen in the preferred embodiment. Table 3
provides a description of each of the functions available
through the pull down menus, as shown in FIG. 19.

As will be apparent to those skilled in the art, numerous
modifications may be made within the spirit and scope of the
invention.

TABLE 3

Pull-Down Menu Functions

Menu

Choice Menu Sub-Choice Description

File Login Allows the User to login to
the system.

Logout Allows the User to logout
from the system.

Register Brings up a dialog so that
the user can register with
the system for the first
time.

Close Minimizes the screen.

Edit Copy Allows the User to copy the
selection on to the
clipboard.

Properties Allows the User to set
various properties.

Audio Play Begins playing the selected
channel.

Stop Stops playing the selected
channel.

Mute Stops the playing of audio

View Tool Bar Display or lude the tool bar
(providing access to pull-
down menu functions).

Status Bar Display or hide the status
bar normally situated at
bottom of the screen.

‘Web Bar Display or hide the tool bar
section that provides access
to the web browser functions.

Help Help Topics Brings up a list of available
online help topics

About . . . Displays summary infirmation

regarding this application,
such as version number,
copyright information, and so
on.

What is claimed is:

1. A method for transmitting message packets over a
communications network comprising the steps of:

converting at least one stream of audio and/or visual

information into at least one stream of addressed digital
packets complying with the specifications of a network
communication protocol,

for each stream, routing such stream to one or more users,

controlling the routing of the stream of packets in

response to selection signals received from the users,
and

monitoring the reception of packets by the users and

accumulating records that indicate which streams of
packets ware received by which users, wherein at least
one stream of packets comprises an audio and/or visual
selection and the records that are accumulated indicate
the time that a user starts receiving the audio and/or
visual selection.

2. The method of claim 1 further comprising the stop of
varying the information content of at least one stream of
packets with the identity of the user to whom the at least one
stream of packets are delivered.

3. The method of claim 2 wherein the varied information
content is inserted into the stream of audio and/or visual
information before such stream is converted into a stream of
packets.
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4. The method of claim 2 wherein the varied information
contains advertising information.

5. The method of claim 4 wherein the records that are
accumulated indicate how many users received specific
advertising information.

6. The method of claim 1 further comprising the step of
generating an audio output and/or a visual display from the
stream of packets received by the user.

7. The method of claim 1 further comprising the stops of:

storing a first stream of packets received by the user at a

first time and

at a later time, inserting the first stream of packets into a

second stream of packets received by the user.

8. The method of claim 7 wherein the content of the first
stream of packets is varied depending on the identity of the
users to whom the first stream of packets are delivered.

9. The method of claim 7 further comprising the step of
converting the combined first and second streams of packets
into an audio output and/or visual display.

10. The method of claim 7 wherein the content of the first
stream of packets is varied depending on the identity of the
user.

11. The method of claim 10 wherein the first stream of
packets contains advertising information.

12. The method of claim 1 further comprising the steps of:

storing a first stream of packets at an intermediate point in

the distribution architecture at a first time and

at a later time, inserting the first stream of packets into a

second stream of packets.

13. The method of claim 12 wherein the content of the
first stream of packets is varied depending on the identity of
one Of MOre Users.

14. The method of claim 13 wherein the first stream of
packets contains advertising information.

15. The method of claim 1 wherein at least one stream of
packets comprises copyrighted selections and the records
that are accumulated indicate which users received specific
copyrighted selections.

16. The method of claim 1 wherein at least one stream of
packets comprises audio and/or visual selections and the
records that are accumulated indicate which users did or did
not listen to and/or view the entire selection.

17. The method of claim 1 further comprising the steps of:

compressing the stream of packets in their passage from

source to user, and

decompressing the stream of packets near the user.

18. The method of claim 17 wherein the compressing step
uses a compression algorithm that is selected in accordance
with the content of the information being communicated in
the stream of packets.

19. The method of claim 18 wherein the compressing step
inserts into each packet an identification of the compression
algorithm used and the decompressing step monitors each
packet to read such identification and to vary its decompres-
sion algorithm in response thereto.

20. The method of claim 17 wherein the compressing step
uses a compression algorithm and the decompression step
uses a decompression algorithm that varies with the user to
whom the stream of packets are delivered.

21. The method of claim 17 wherein the compressing step
uses a compression algorithm that varies with the charac-
teristics of the communications network.

22. The method of claim 17 wherein the decompressing
step uses a decompression algorithm that varies with the
characteristics of the communications network.

23. The method of claim 1, further comprising the step of
varying the information content of at least one stream of
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packets with the identity of the users to whom the at least
one stream of packets are delivered.

24. The method of claim 1, wherein the records that are
accumulated include user information and system-related
information.

25. A method for transmitting at least one stream of audio
and/or visual information over a communications network to
one or more users comprising the steps of:

controlling the routing of the stream of information

through the network in response to selection signals
received from the users, and

monitoring the reception of the stream of information by
the users and accumulating records relating to the
reception of the stream of information by the users,
wherein at least one stream of information comprises
an audio and/or visual selection and the records that are
accumulated indicate the time that a user starts receiv-
ing the audio and/or visual selection.

26. The method of claim 25 further comprising the step of
varying the information content of at least one stream of
information with the identity of the user to whom the at least
one stream of information is delivered.

27. The method of claim 26 wherein the varied informa-
tion content is inserted into the stream of audio and/or visual
information.

28. The method of claim 25 further comprising the steps
of:

storing a first stream of information received by the user

at a first time and

at a later time, inserting the first stream of information

into a second stream of information received by the
user, wherein the content of the first stream of infor-
mation is varied depending on the identity of the user.

29. The method of claim 28 wherein the first stream of
information contains advertising information.

30. The method of claim 25 further comprising the steps
of:

storing a first stream of information at an intermediate
point in the distribution architecture at a first time and
at a later time, inserting the first stream of information
into a second stream of information, wherein the con-
tent of the first stream of information is varied depend-
ing on the identity of one or more users.
31. The method of claim 30 wherein the first stream of
information contains advertising information.
32. The method of claim 25 further comprising the steps
of:
storing a first stream of information received by the user
at a first time and
at a later time, inserting the first stream of information
into a second stream of information received by the
uscr, wherein the content of the first stream of infor-
mation is varied depending on the identity of the users
to whom the first stream of information is delivered.
33. The method of claim 25, further comprising the step
of varying the information content of at least one stream of
information with the identity of the users to whom the at
least one stream of information is delivered.
34. The method of claim 25 further comprising the steps
of:
compressing the stream of information in its passage from
source to user, and
decompressing the stream of information near the user.
35. The method of claim 34 wherein the compressing step
uses a compression algorithm that is selected in accordance
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with the content of the information being communicated in
the stream of information.

36. The method of claim 34 wherein the compressing step
uses a compression algorithm and the decompression step
uses a decompression algorithm that varies with the user to
whom the stream of packets are delivered.

37. The method of claim 34 wherein the compressing step
uses a compression algorithm that varies with the charac-
teristics of the communications network.

38. The method of claim 34 wherein the decompressing
step uses a decompression algorithm that varies with the
characteristics of the communications network.

39. The method of claim 25 wherein multiple streams of
audio and/or visual information are transmitted over the
communications network and the user can select which
stream to receive.

40. The method of claim 25, wherein the records that are
accumulated include user information and system-related
information.

41. The method of claim 26 wherein the records that are
accumulated indicate how many users received specific
advertising information.

42. The method of claim 26 wherein at least one stream
of information comprises copyrighted selections and the
records that are accumulated indicate which users received
specific selections.

43. The method or claim 26 wherein at least one stream
of information comprises audio and/or visual selections and
the records that are accumulated indicate which users did or
did not listen to and/or view the entire selection.

44. A communication system comprising:

means for converting at least one stream of audio and/or

visual information into a stream of addressed digital
packets complying with the specifications of a network
communication protocol,

means for routing such stream via a communication

network to selected users,

means for controlling the routing of the stream of packets

in response to selection signals received from the users,
and

means for monitoring the reception of packets by the user

and for accumulating records that indicate which
streams of packets were received by which users,
wherein at least one stream of packets comprises an
audio and/or visual selection, and the means for moni-
toring further includes means for accumulating records
that indicate the time that a user starts receiving the
audio and/or visual selection.

45. The method of claim 44 further comprising means for
varying the information content of at least one stream of
packets with the identity of the user to whom the at least one
stream of packets are delivered.

46. The method of claim 45 wherein the varied informa-
tion content is inserted into the stream of audio and/or visual
information before such stream is converted into a stream of
packets.

47. The method of claim 45, wherein the varied informa-
tion contains advertising information.

48. The communication system of claim 44 further com-
prising means for generating from the stream of packets
received at the user an audio output and/or a visual display.

49. The communication system of claim 44 further com-
prising means for storing packets received at the user during
a first time period and means for inserting such packets into
other packets received at the user at a later time period.

50. The communication system of claim 49 wherein the
content of the stream of packets received during the first
time period is varied depending on the identity of the user.
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51. The communication system of claim 50 wherein the
stream of packets received during the first time period
contains advertising information.

52. The communication system of claim 44 further com-
prising means for storing packets at an intermediate point in
the distribution architecture at a first time and means for
inserting such packets into other packets to be received by
one or more users at a later time period.

53. The communication system of claim 52 wherein the
content of the stream of packets received during the first
time period is varied depending on the identity of the one or
more users.

54. The communication system of claim 53 wherein the
stream of packets received during the first time period
contains advertising information.

55. The communication system of claim 52 wherein the
content of the stream of packets received during the first
time period is varied depending on the identity of the users
to whom the stream of packets are delivered.

56. The communication system of claim 44 further com-
prising:

means for compressing the stream of packets in their

passage from source to user, and

downstream of the compressing means, means for decom-

pressing the stream of packets.

57. The communication system of claim 56 wherein the
compressing means is located near the converting means and
the decompressing means is located at the user.

58. The communication system of claim 56 wherein the
compressing means uses a compression algorithm that is
selected in accordance with the content of the information
being communicated in the stream of packets.

59. The communication system of claim 56 wherein the
compressing means inserts into each packet an identification
of the compression algorithm used and the decompressing
means monitors each packet to read such identification and
to vary its decompression algorithm in response thereto.

60. The method of claim §6 wherein the compressing
means uses a compression algorithm and the decompression
means uses a decompression algorithm that varies with the
user to whom the stream of packets are delivered.

61. The method of claim 56 wherein the compressing
means uses a compression algorithm that varies with the
characteristics of the communications network.

62. The method of claim 56 wherein the decompressing
means uses a decompression algorithm that varies with the
characteristics of the communications network.

63. The method of claim 44 further comprising means for
varying the information content of at least one stream of
packets with the identity of the users to whom the at least
one stream of packets are delivered.

64. The method of claim 44, wherein the records that are
accumulated include user information and system-related
information.

65. A method for transmitting message packets over a
communications network comprising the steps of:

converting at least onc stream of audio and/or visual

information into at least stream of addressed digital
packets complying with the specifications of a network
communication protocol,

for each stream, routing such stream to one or more users,

controlling the routing of the stream of packets in

response 1o selection signals received from the users,
and

monitoring the reception of packets by the users and

accumulating records that indicate which streams of
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packets were received by which users, wherein at least
one stream of packets comprises audio and/or visual
selections and the records that are accumulated indicate
how many users did or did not listen to and/or view the
entire selection.

66. A method for transmitting at least one stream of audio
and/or visual information over a communications network to
a plurality of users comprising the steps of:

controlling the routing of the stream of information

through the network in response to selection signals
received from the users, and

monitoring the reception of the stream of information by
the users and accumulating records relating to the
reception of the stream of information by the users,
wherein at least one stream of information comprises
audio and/or visual selections and the records that are
accumulated indicate how many users did or did not
listen to and/or view the entire selection.

67. A method for transmitting message packets over a

communications network comprising the steps of:

converting at least one stream of audio and/or visual
information into at least stream of addressed digital
packets complying with the specifications of a network
communication protocol,

for each stream, routing such stream to one or more users,
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controlling the routing of the stream of packets in
response to selection signals received from the users,
and

monitoring the reception of packets by the users and
accumulating records that indicate which streams of
packets were received by which users, wherein at least
one stream of packets comprises audio and/or visual
selections and the records that are accumulated indicate
which users did or did not listen to and/or view the
entire selection.

68. A method for transmitting at least one stream of audio
and/or visual information over a communications network to
a plurality of users comprising the steps of:

controlling the routing of the stream of information

through the network in response to sclection signals
received from the users, and

monitoring the reception of the stream of information by

the users and accumulating records relating to the
reception of the stream of information by the users,
wherein at least one stream of information comprises
audio and/or visual selections and the records that are
accumulated indicate which users did or did not listen
to and/or view the entire selection.
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MULTICASTING METHOD AND
APPARATUS

This is a continuation, of application Ser. No. 09/435,
732, filed Nov. 8, 1999, now U.S. Pat. No. 6,119,163 which
is a continuation of application Ser. No.09/110,369, filed Jul.
6, 1998 (now U.S. Pat. No. 5,983,005), which is a continu-
ation of application Ser. No. 08/644,072, filed May 9, 1996
(now U.S. Pat. No. 5,778,187), and such applications are
hereby incorporated by reference.

FIELD OF THE INVENTION

This relates to a method and apparatus for providing audio
and/or visual communication services, in real-time to a
nultiplicity of identifiable users on a communications
network, such as the Internet. In a preferred embodiment, the
invention monitors which users are receiving signals on
which one of a plurality of channels and modifies the content
of at least some signals in response thereto. A particular
application is to provide services akin to multi-cbanne] radio
or television with commercial programming content
adjusted in accordance with the identity of the individual
user.

BACKGROUND OF THE INVENTION

Systems such as the Internet typically are point-to-point
(or unicast) systems in which a message is converted into a
series of addressed packets which are routed from a source
node through a plurality of routers to a destination node. In
most communication protocols the packet includes a header
which contains the addresses of the source and the destina-
tion nodes as well as a sequence number which specifies the
packet’s order in the message.

In general, these systems do not have the capability of
broadcasting a message from a source node to all the other
nodes in the network because such a capability is rarely of
much use and could easily overload the network. However,
there are situations where it is desirable for one node to
communicate with some subset of all the nodes. For
example, multi-party conferencing capability analogous to
that found in the public telephone system and broadcasting
to a limited number of nodes are of considerable interest to
users of packet-switched networks. To satisfy such demands,
packets destined for several recipients have been encapsu-
lated in a unicast packet and forwarded from a source to a
point in a network where the packets have been replicated
and forwarded on to all desired recipients. This technique is
known as IP Multicasting and the network over which such
packets are routed is referred to as the Multicast Backbone
or MBONE. More recently, routers have become available
which can route the multicast addresses (class D addresses)
provided for in communication protocols such as TCP/IP
and UDP/IP. A multicast address is essentially an address for
a group of host computers who have indicated their desire to
participate in that group. Thus, a multicast packet can be
routed from a source node through a plurality of multicast
routers (or mrouters) to one or more devices receiving the
multicast packets. From there the packet is distributed to all
the host computers that are members of the multicast group.

These techniques have been used to provide on the
Internet audio and video conferencing as well as radio-like
broadcasting to groups of interested parties. See, for
example, K. Savetz et al. MBONE Multicasting Tomorrow’s
Internet (IDG Books WorldWide Inc., 1996).

Further details concerning technical aspects of multicast-
ing may be found in the Internet documents Request for
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Comments (RFC) 1112 and 1458 which are reproduced at
Appendices A and B of the Savetz book and in D. P.
Brutaman et al., “MBONE provides Audio and Video Across
the Internet,” IEEE Computer, Vol. 27, No. 4, pp. 30-36
(April 1994), all of which are incorporated herein by refer-
ence.

Citation of the foregoing documents is not to be construed
as an admission that any of such documents is a prior art
publication relative to the present invention.

SUMMARY OF THE INVENTION

The present invention is a scalable architecture for deliv-
ery of realtime information over a communications net-
work. Embedded into the architecture is a control mecha-
nism that provides for the management and administration
of users who are to receive the real-time information.

In the preferred embodiment, the information being deliv-
ered is high-quality audio. However, it could also be video,
graphics, text or any other type of information that can be
transmitted over a digital network. This information is
delivered in real-time to any number of widely distributed
users. It is real-time in that for a given channel of
information, approximately the same information is being
sent at approximately the same time to everyone who is
enabled to receive the information.

Preferably, there are multiple channels of information
available simultaneously to be delivered to users, each
channel consisting of an independent stream of information.
A user chooses to tune in or tune out a particular channel, but
does not choose the time at which the channel distributes its
information. Advantageously, interactive (two-way) infor-
mation can be incorporated into the system, multiple streams
of information can be integrated for delivery to a user, and
certain portions of the information being delivered can be
tailored to the individual user.

BRIEF DESCRIPTION OF THE DRAWING

These and other objects, features and advantages of our
invention will be more readily apparent from the following
Detailed Description of a Preferred Embodiment of our
invention in which

FIG. 1 is a schematic diagram depicting an overview of
the system of the present invention;

FIG. 2 is a schematic diagram depicting the network
control center for the system of FIG. 1;

FIG. 3 is a schematic diagram depicting a unicast distri-
bution structure;

FIG. 4 is a schematic diagram depicting a multicast
distribution structure;

FIG. § is a schematic diagram depicting the connection
between the media server and the user in the system of FIG.
1

FIGS. 6-17 are timing diagrams which depict various
aspects of the operation of the system of FIG. 1; and

FIGS. 18 and 19 depict the user interface for control of the
system of FIG. 1.

Where the same reference numerals appear in multiple
drawings, the numerals refer to the same or corresponding
structure in such drawings.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring to FIG. 1, the system of the present invention
comprises a Network Control Center 10, a plurality of
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Primary Servers 20, Media Servers 30, Users 40 and Control
Servers 50 and an Administration Server 60. The servers are
interconnected by a communications network, which in the
preferred embodiment is the global connected internetwork
known as the Internet. The Network Control Cenpter 10 is the
source of the information being distributed. It receives audio
feeds from satellite, over the air broadcast or in other ways
and processes this information for delivery over the network
on multiple channels of information. This processing con-
sists of optionally recording the information for future
broadcast and dynamically inserting paid commercial adver-
tiscments.

For each channel of information, there is 2 Primary Server
20 that receives the stream of information from the Network
Control Center 10 and compresses the information stream to
allow for more efficient transmission. The Primary Servers
20 are directly connected to the network.

The Primary Servers forward information via the network
to a number of Media Servers 30. There may be a large
number of Media Servers and in fact there may be many
levels of Media Servers. For example, a Media Server which
receives a stream of information from a Primary Server may
forward that siream via the network to another Media Server
35 which then forwards it to a User 40. This multilevel
hierarchical structure is described in more detail below.

The topology of the Internet dictates the ideal placement
of Media Servers, the fan-out of each Media Server and the
number of levels of Media Servers between the Primary
Server and Users. For example, the Media Servers which
feed from a Primary Server might be placed at a major points
of presence (POPs) of each of the large Internet service
providers. These Media Servers might also be placed near
clouds which serve as high bandwidth exchange points
between the major carriers. Similarly, Media Servers which
feed to Users might be placed on or close to networks which
have a large number of subscribers to minimize the distance
and number of data streams being transmitted.

Control Servers 50 are responsible for keeping track of
which Users are listening to which channels and for direct-
ing the Media Servers to start and stop streams of informa-
tion to those Users. The Control Servers are also responsible
for handling other interactions among the various compo-
nents of the system as will be described in more detail below.
Each Control Server is responsible for managing a cluster of
Media Servers; and each Media Server is managed by a
single Control Server at any given time. As a result, the
Control Servers are distributed throughout the Internet,
preferably located close to the Media Servers.

The Administration Server 60 is responsible for register-
ing new Users, authenticating Users who want to log onto
the system, and maintaining audit logs for how many Users
are listening to which channels and at which times. Main-
taining audit logs and gathering statistics are features critical
to monitoring the delivery of paid commercial messages as
well as for other purposes. For example, for purposes of
assessing copyright royalties, the audit logs can record the
number of listeners for each musical or video selection that
is distributed by the system. Another application is to
determine the percentage of listeners who are interested in
listening to a particalar musical selection by determining
how many listen to the entire selection and how many turn
it off.

The system of the present invention can be considered a
distribution architecture integrated with a control architec-
ture. The distribution architecture handles scalable real-time
delivery of information to any mumber of Users on a packet
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switched network, such as the Internet. The control archi-
tecture represents a second scalable system integrated with
the distribution architecture for managing and administering
the delivery of that information.

The remainder of this description is divided into three
sections. In the next section the distribution architecture will
be described in more detail. Following that, the control
architecture will be described. In the third section the User
interface will be illustrated.

I. Distribution Architecture

The distribution architecture provides for the delivery of
real-time information to any number of Users distributed
throughout a network. As will be described in detail below,
the distribution architecture is scalable to allow for efficient
delivery of multiple simultaneous information channels in
real-time to a large number of Users.

In the preferred embodiment, the information which is
being distributed consists of high-quality audio in addition
1o other information. It should be appreciated that the basic
architecture and other general principles set forth herein
would also apply to the delivery of video, graphics, text or
any other type of information that can be delivered over a
digital network. In addition, it should be appreciated that an
information stream can consist of audio with supplemental
information such as text and graphic images and commands
to control software running on the User’s computer.

The source of information in the preferred embodiment is
the Network Control Center 10, depicted in the schematic
diagram of FIG. 2. Control Centers of this type of design are
available from Broadcast Electronics, Inc. and are similar to
what would be found in a conventional radio station serving
multiple frequencies.

Referring to FIG. 2, the incoming signal can be received
in a variety of ways such as from a satellite, over-the-air
broadcast, cable or hard disk. It is then processed by
Receiver/Decoder 110, which decodes the signal and pro-
vides an incoming audio stream. Routing Switcher 120 is
responsible for routing the incoming audio feed from the
Receiver to either Delay Recording Workstation 140 or to
one of the Playback/Control Workstations 130. Real-time
insertion of paid commercial advertising takes place at the
Playback/Control Workstations and the resulting integrated
audio stream is delivered to the Primary Servers. The Delay
Recording Workstation is responsible for recording an
incoming broadcast so that it can be played back at a later
time.

Supervisory Workstation 150 is responsible for managing
and controlling the Playback/Control Workstations, Delay
Recording Workstations and other computers as may be
connected to the local area network within the Network
Control Center. Production Workstation 160 and
AudioVAULT-NFS Server 170 are used to manipulate audio
samples, such as commercial messages for use by the
Playback/Control Workstations. The audio being delivered
can consist of syndicated TV or radio programs, such as
would be received over satellite or cable and delivered as
described above. These can be delivered live and/or played
back at a later time. It is also possible for the delivery of
information, such as music, to take place from information
that is all stored locally such as on a hard disk. A new play
list and its associated music data can then be downloaded
periodically to update the channel. Additionally, it is pos-
sible to deliver commercial-free programming, for example
public service announcements or label-specific music.

In the preferred embodiment the Primary Servers are
responsible for compressing the audio stream using an
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advanced perceptual technique developed and licensed by
AT&T Corp. and Lucent Technologies, Inc. This highly
sophisticated algorithm is used to maximize the benefit of
the bandwidth available. Advantageously, two bitrates are
available, a first rate of approximately 20 Kbps and a second
rate of approximately 56 Kbps. Using the perceptual
technique, the quality of the first rate is similar to FM
monaural (with a sampling rate of approximately 22,000
16-bit samples per second) and the second rate is close to
CD quality stereo (with a sampling rate of approximately
32,000 16-bit samples in stereo each second). The signals at
the two different bitrates comprise two different audio chan-
nels and thus require two different compression processes.

The computational requirements of compressing an audio
stream in real time using techniques such as the advanced
perceptual technique are approximately 100% of a Pentium-
Pro 200 Mhz computer and the computational requirements
of decompressing an audio stream in real time are approxi-
mately 30% of a Pentium 75 Mhz computer. Future
improvements and/or changes to the algorithm could sig-
nificantly change these requirements. For the present, a
dedicated computer is required within the Primary Server to
compress the audio stream. The decompression process
takes place on end Users’ computers and preferably would
use only a portion of the computers’ computational
requirements, allowing the computers to be used for other
tasks while they are processing the audio stream.

It is important to appreciate that the compression and
decompression techniques employed by the present inven-
tion are not critical to the overall operation of the systern and
the advantages obtained therefrom could be obtained with
other compression methodologies. Advantageously, the
identity of the compression technique used can be encoded
into the audio stream in the packet header. This makes it
possible to identify to the receiver the nature of the decom-
pression algorithm to use; and thereby make it possible for
the computer within the Primary Server to select an opti-
mum compression algorithm depending on the nature of the
audio stream to be compressed.

The remainder of the distribution architecture comprises
the multilevel hierarchy of data transmission originating at
the Primary Server 20 and terminating at the Users 40 as
shown in FIG. 3. In the preferred embodiment, the network
is the global connected Internet. It can also include private
networks which are connected to the Internet and it could be
implemented on any packet switched network, cable-
modem-based or satellite-based cable system. It is possible
that certain links within the overall system, for example, the
link between the Primary Server and the first level of Media
Servers, are private data links which carry only data asso-
ciated with this system. This could also be true of other data
transmission paths in the distribution architecture. The User
receiving the information preferably can be anyone who has
access to the Internet with sufficient bandwidth 1o receive the
resulting audio data.

1t should be appreciated that the distribution architecture
of the present invention provides for scalability. Using such
a structure, any number of Users, and as widely distributed
as necessary, can be accommodated. In the preferred
embodiment, the fan-out at each level of Media Server
(given the state of technology today) is on the order of ten,
but the same structure could be applied with other fan-outs.
The location and fan-out of the Media Servers is chosen to
minimize overall network bandwidth consumed.

The flow of information from Primary Server 20 through
network to User 40 is based on the delivery of a continuous
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sequence of individual pieces of information, or packets.
Thus the distribution architecture implements a form of
multicast packet delivery to a group. The group in this case
is the set of all Users who are listening to a given channel
at a given time. Group membership is dynamic, Users can
start and stop listening to a channel at any time.

Multicasting can be implemented in a variety of ways, any
or all of which can be used in the present invention. In the
preferred embodiment, the Media Servers receive unicast
packet streams and they then duplicate these streams into
more unicast streams to other Media Servers which are in the
membership group for that stream. The lowest level Media
Servers use hardware broadcast, multicast and/or unicast to
reach all Users served by that Media Server.

If the Media Server is directly connected to the same
physical network as the User, hardware broadcast or multi-
cast can be used to transmit the packet stream to all Users
listening at that time on that network. In this case the Media
Servers can translate the incoming packets into broadcast or
multicast packets for transmission on the local network.
Only a single packet is transmitted at-a-time on the local
network and any computer directly connected to the local
network can receive that packet. Hardware multicast is built
into most networks and it is lower in overall overhead than
hardware broadcast since computers not interested n a
transmission do not have to process the packets. In the case
that 2 Media Server is serving a User who is not on the same
physical network, a unicast transmission is used to reach that
User, which requires a separate packet transmission for each
User so connected. In the preferred embodiment, the assign-
ment of Users to Media Servers is done using control
transactions among the User 40, Control Servers 50, and
Administration Server 60. This system will be described
more fully in the following section.

Multicasting can also be implemented within the Internet
at the IP level using IP class D addresses and the IGMP
group control protocol. FIG. 4 illustrates how the multilevel
hierarchical distribution architecture would operate using IP
multicast delivery. Under this system, a packet is transmitted
with a multicast address for a destination and each router
maintains group membership lists for each interface that it is
connected to and will forward packets across the Internet to
other routers such that all Users within the global group
eventually receive a copy of the packet. Unless and until all
routers within the Internet understand multicasting in this
way, it is necessary to supplement it with IP tunneling in
which multicast packets are encapsulated in unicast packets
and routed by unicast routers to a multicast routers. The
present invention can and will be able to take advantage of
IP multicasting as it becomes widely available. Each channel
of information would be given its own class D address and
the Media Server would then simply transmit packets using
the appropriate IP destination address. In this case no Media
Servers would be used as this function would be accom-
plished by the routers in use to store and forward other IP
packets.

Thus it can be appreciated that the implementation of the
multicast delivery structure can be implemented using a
combination of IP unicast, IP multicast and hardware mul-
ticast or any other system which provides for distributed
delivery of information to a specific group of destinations. It
is expected that special relationships with Internet providers
will be established so that delivery of the audio steams can
take place with a guaranteed bandwidth and in the most
cfficient way possible.

In the preferred embodiment, packets of information for
distribution use the UDP protocol under IP rather than the
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TCP protocol. TCP provides for reliable stream delivery but
at the cost of retransmission and delays. For real-time
information, it is usually more appropriate to use UDP since
the information is time critical and low latency is more
important that reliability. Since TCP is a point-to-point
protocol, it is incompatible with IP multicasting. However,
TCP could be used on the IP unicast links between Media
Servers which are expected to have very low packet loss. In
order to handle out of order, lost, duplicate and corrupted
packets, the UDP packets are serialized.

In the preferred embodiment the size of the audio packets
being transmitted is variable and can change on a packet by
packet basis. It is expected that when using compression
schemes that have a fixed bit rate, such as ADPCM, all
packets for that stream would be the same size. Alternatively
when using a variable bit rate compression algorithm, it is
expected that packet size would vary so as to establish
approximately the same amount of time for each sample. For
example, if each packet corresponds to a 20 millisecond
segment of speech, this could correspond to 100 bytes
during one time period and 200 bytes during another.
Additionally, the Media Server may choose to dynamically
vary the packet size to accommodate changes in network
conditions.

Since the resulting playback of audio information is
sensitive to packet loss and network congestion, software
running on the various computers which make up this
system monitor the ongoing situation and adapt to it in the
best possible way. This may involve using different Media
Servers and/or lowering the data rate to the User. For
example, similar to analog dynamic signal quality negotia-
tion present in many analog radio receivers, the User soft-
ware may request a lower bitrate until the situation is
improved. Also, note that the audio information being deliv-
ered 1o the User is preferably interleaved so that a contigu-
ous segment of the audiostream is distributed for transmis-
sion over several packets. As a result, the loss of one packet
is spread out over multiple audio samples and causes mini-
mal degradation in audio. Advantageously, a small degree of
redundancy may be incorporated within the audio stream to
further guard against packet loss.

Preferably, there are two bitrate options available to the
User for audio delivery. These are approximately 20 Kbps
for standard audio and approximately 56 Kbps for high
quality audio. Thus, a 28.8 Kbps modem connection over an
analog phone line is sufficient to listen to standard audio
broadcasts. To listen to high quality audio, an ISDN con-
nection to the Internet is required, or some other connection
with greater than 56 Kbps bandwidth. It should be appreci-
ated that higher bandwidths are currently becoming avail-
able to end Users. In particular the use of cable modems and
residential fiber networks are enhancing the bandwidths
available to Users and thus making broadcasts of higher
bitrates more practical.

In addition to the content of the audio channel being
delivered, it is also possible to deliver out of band of side-bar
information such as graphics, images and text. This side-bar
information is synchronized with the audio channel. This
may only involve small increases in bandwidth
requirements, such as 1-2 Kbps. For example a music
program could deliver images of an album cover, the text of
song lyrics, or URLs for use by a Web browser. The User can
preferably choose to have the side-bar information show up
automatically or be hidden. It is also possible to incorporate
two-way interaction into the system, such that for example
Users can participate in a global chat session during the
audio broadcast. These and other details are explained in
more detail below under the description of the User inter-
face.

The delivery of paid commercial advertising information
is an important aspect of the present invention. Advertising
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may be incorporated into the audio stream within the Net-
work Control Center as described above. It may also be
incorporated into the audio stream at the User level, or at
some intermediate point in the distribution architecture.

In addition, the side-bar information discussed above can
also include advertising content. FIG. § illustrates the pro-
vision to the User of two separate streams 32, 34 of packets,
one of which may be used for advertising. In this case the
insertion of the stream of commercial advertising into the
non-commercial stream occurs on the User’s computer. FIG.
§ also illustrates packet stream 36 which identifies the User
to the system. This enables the system to monitor which
Users are listening to which channels and also allows the
system to vary, for example, the advertising content deliv-
ered to a User.

One advantage of this alternative is to allow targeted
commercial delivery based on the individual User. That is,
an individual User would receive the main audio feed plus
a particular advertising stream unique to his demographic
group. Note that the advertising stream typically is lower in
overall bitrate and generally does not require real-time
delivery, thus lowering the overall load on the network. For
example, the advertising stream could be delivered to the
User in advance of the regular programming, stored in a
buffer in the User’s computer and inserted into the stream of
regular programming upon receipt of a cueing signal embed-
ded in the stream of regular programming. Thus, a substan-
tial number of targeted groups, perhaps 10 or 100 or even
more could be accommodated without an impractical
increase in network load.

11. Control Architecture

The control architecture described in this section is
responsible for managing and administering the Users who
are receiving the information being delivered by the distri-
bution architecture described in the previous section. The
control architecture handies new User registration, User
login, the starting and stopping of audio streams and the
monitoring of ongoing transmissions. The control architec-
ture is scalable just as is the distribution architecture so that
any number of Users can be managed.

This section describes the control protocol, which consists
of the format and sequence of control messages that are
exchanged among Users, Conirol Servers, Media Servers,
Primary Servers and the Administration Server. These mes-
sages are in the form of objects, which have specific data
formats. Objects are exchanged preferably using the TCP
protocol although other options are possible. Below we
describe the sequence of objects passed among the various
compuiers and detail the internal structure of each object.

The major objects used in the present embodiment of the
invention are set forth in Table 1. For each object, Table 1
provides a brief description of its function, identification of
the names of the fields in the object, their types and a brief
description of their function.

TABLE 1

Field Type

Channel Activation Object
Contains information used for channe] activation/deactivation. It is sent
to Media and Primary Servers to tell them to carry or stop carrying a
specific channel. Media Servers get the channel from another server 1n
the system hierarchy and Primary Servers get and encode the feed from
the actual mput source.

Field Name Remarks

Token
Moniker

Security Token Object

Moniker Object unique channel 1dentifier
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TABLE 1-continued

Field Name Field Type Remarks Field Name Field Type Remarks
Activate Int action flag (activate/ 5 Protocol List Object
deactivate) Encapsulates a g | purpose collection object
CompressType Int type of compression to
use Token Security Token Object
Host Host Object host carrying the channel Type Int type of object list
Channel Guide Object 10 Result Message Object
Contains analytical and descriptive information for an item requested Acts as the acknowledgment for a requested service successfully carried
that is uniquely 1dentified by a moniker. It is usually the reply to a that out or reports errors that occur in the system during a client/server
Channel Guide Request object. transaction.
Token Security Token Object Token Security Token Object
Type Int type of content . 15 Code Int result code
Result the content data itself Message String message corresponding
Channel Guide Request Object o code
Conveys a request for analytical and descriptive information about an . .
item uZiquclyqidcnﬁﬁed by the contained miniker. The reply is in the . S?cunty Token Object .
form of a Channel Guide object 20 Contamns the alft.honzanon key for a t.mn§acuon The key must be
validated before any service is performed.
Token Security Token Object  inherited from base class i .
Type Int type of content ID String authorization key/
Moniker Moniker Object unique identifier transaction ID,
Host Object Server Activation Object
Encapsulates the attributes of a networked computer related to the 25 Contains information used in the server activation/deactivation process.
operation or services it offers or requests. Used for announcement as well as command purposes (¢.g., a server can
notify the administration database that is now activated or a server can
Token Security Token Object be instructed to manage someane clsc).
HostName String computer name and
domain ] Token Security Token Object
PortNumber Int port numbes for service 30 Active Int action flag (activate/
DisplayName String descriptive computer deactivate)
name Manage Int contro] flag (manage/
Login Information Object assaciate)
Encapsulates the name and password by which a User is known to the Type Int . server type
system. 15 Host Host Object host to be controlied
Token Secunty Token Object Server List Request Object
Login String User’s system login Encapsulates a request for a list of available server resources for an
name identified service (e.g., 2 request for a list of Control Servers for a
Password String Uset’s system password specified channel).
(possibly encrypted) 40
Token Security Token Object
Media Control Interface (MCT) Request Object Type Int type of service
Encapsulates a multimedia control command, such as play and stop, and Moniker Moniker Object content/channel unique
any extra information that may be necessary to perform the requested identifier
service. Host Host Object local host 1nformation
Token Security Token Object o 45 Statistics Object
Command Int multimedia command . ) N
Strin, Strin command-specific extra Contains system-related information that can be used by load-
& € . pec balancing algorithms and for statistical
info g alg s and for statistical purposes.
Moniker Object Token Security Token Object
A moniker encapsulates the name of an object or process with the 5q Load Int load on the system
intelligence necessary to work with that name. In other words, it Threads Int number of threads
provides naming and binding services. The Moniker Object is used in running
the system for unique identification of various components, parts or Users Int number of Users bemg
features, such as a channel, a directory, or a computer list. serviced
Uptime Int amount of time running
Token Security Token Object 55 NumberManaged  Int number of managed
ID String unique string identifier NumberAssociated Int servers
DisplayName String User-readable name aumber of associated
servers
Ping Object
Ping is the name given to the “Are-you-Alive?” operation useful in ‘s .
determining if a sf;leciﬁc computer is up and runmng. This object is 60 E late timtlsuct: R_eq;xe;td(?b%ect tion that b g
used in the system when a server has to be queried for its operation ncapsu ates a request for system-refatec wmliormation thal can be use
status. It can also provide timuing information for statistical purposes by load-balancing algorithms and statistical purposes.
and quality of service evaluations. 5 A
Token Security Token Object
Token Security Token Object Load Int request flag (on/off)
Date Date system date Threads Int request flag (on/off)
Time Time system time 65 Users Int request flag (on/off)
Uptime Int request flag (on/off)
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TABLE 1-continued
Field Name Field Type Remarks
NumberManaged Int request flag (on/off)
NumberAssociated  Int request flag (on/off)
User Object

Users and Servers use this object to register themselves with the
administration database. They provide the information for subsequent
logins (name, password) and other system-related info. The end-Users

provide personal, demographic, and system-related information.

Token Secunity Token Object

Login Login Information Object login information
(name, password)

FirstName String User’s first name

LastName String User’s last name

Title String User’s job title

Company String User’s employer

Address1 String User's home street
address

Address2 String User’s address extra

City String city, village

State String state, province or
foreign country

ZipCode String zip or postal code

Age String User’s age

Gender String User’s gender

PhoneNumber String telephone number

FaxNumber String fax number

Email String email address

Demographics Dictionary market targeting extra
User info

SystemInfo Dictionary system-related
information

Version Object
All components of the system use this object to report their versioning
information to the party they transact with in order to use a protocol
they both understand. They are also given the chance to update
themselves if a newer version exists.

Token Security Token Object

Major Int major protocol version
number

Minor Int minor protocol version
number

Type Int sender type

Client Version client version
information

Unlike traditional protocols based on state computers, the
control protocol of the present invention is a light-weight,
stateless protocol comprising simple sequences objects. It is
light-weight in that in most sequences only two objects are
involved in the transaction and after a sequence is completed
the connection can be reused. It is also stateless in that the
server maintains no information about the client. Every
transaction is handled independently of the previous ones.
States exist in the lower levels, for example within the TCP
layer, to express logical states of a network connection but
they are not actually part of the control protocol.

In the preferred embodiment, the software-running on the
Control Servers, Media Servers and Primary Servers is
programmed for Windows NT and UNIX environment using
the OLE environment. In addition, COM interfaces are used
between components. The Rogue Wave system is used to
transfer objects between the applications running on the
various computers. The software running on the User com-
puter is preferably programmed for a Windows 32-bit
environment, so it will run on a Windows 95 or Windows NT
computer. Alternatively, Macintosh and UNIX environments
can be accommodated by other User software.

The basic process of a control transaction consists of a
version sequence followed by one or more protocol
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sequences. The version sequence starts after the computer
initiating the transaction, the client, has established a con-
nection with the computer completing the transaction, the
server. The client sends a Version Object (defined in Table 1)
and in responsc the server then sends back its own Version
Object. This version sequence is used so that both client and
server are aware of the version numbers of the software they
are using. If a version number is older than expected, either
client or server can choose to conform to the previous
version or abort the transaction, depending on its needs and
capabilities. If a version number is newer than expected, in
most cases the current transaction can be completed since
the software systems are designed to be fully backward
compatible with previous versions. Additionally, in the case
that the server of the transaction is the Administration
Server, the client receives information about what the latest
version number is and thus the client can be informed that
a software update is needed. The process of handling auto-
matic updating of User software is described more fully
below.

After the version sequence, one or more protocol
sequences occur in which other objects are exchanged
between client and server. When a particular protocol
sequence is completed, another independent protocol
sequence can be serviced. The protocol sequences that are
part of the control architecture of the present invention are
summarized in Table 2 and described below in conjunction
with FIGS. 6-17.

TABLE 2

Summary of Protocol Sequences

Main Objects

Control Sequence Client Server Exchanged

User Registration User Administration Version Object

and Login User Object

(see FIG. 6) Channel Guide
Object

User Login User Administration Version Object

(see FIG. 7) Login Inform-
ation Object
Channel Guide
Object

Channe] Play User Administration ~ Version Object

(see FIGS. 8a, Server List Object

8B, 8C)

Control Version Object
Server List Object
Media Version Object

MCI Objects-
OPEN/PLAY/
STOP/CLOSE
Ping Objects
(TCP Connection
stays open)

Token Validation Control or Administration or Version Object

(see FIGS. 9A,  Media or Control Security Token

9B) Primary Object

Server Media or Administration ~ Version Object

Registration and  Control User Object

Login Server Activation

(see FIG. 10) ' Object

Server Login Media or Administration Version Object

(see FIG. 11) Control Login Object
Server Activation
Object

Control Server Administration Control
Activation

(see FIG. 12)

Version Object
Server Activation
Object
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TABLE 2-continued
Summary of Protocol Sequences
Main Objects
Control Sequence Client Server Exchanged
Media Server Control Media Version Object
Activation Server Activation
(sec FIG. 13) Object
(TCP connection
stays open)
Control Channel Administration Control Version Object
Activation Channel
(sce FIG. 14) Activation Object
Media Channel ~ Control Media (open TCP
Activation connection)
(see FIG. 15) Channel Activ-
ation Objects
Distribution Media Media or Version Object
Activation Primary MCI Objects-
(see FIG. 16) OPEN/PLAY/
STOP/CLOSE
Ping Objects
(TCP connection
stays open)
Statistics Request Administration Control or Version Object
(see FIG. 17) Media Statistics Object

The User registration and login sequences are the pro-
cesses by which a new User registers with the system, logs
in and retrieves programming information. The channel play
sequence takes place when a User asks to listen to a
particular channel. The token validation sequence is used to
verify that a computer requesting a service is authorized to
do so. The Server registration, login and activation
sequences are used by Control and Media Servers when they
become active. The Control Server and Media Server acti-
vation sequences are used to manage the Control and Media
Servers. The control channel, media channel and distribution
activation sequences are used to cause a channel to be
distributed to a Media Server. Finally, the statistics request
is used for administrative purposes.

FIG. 6 illustrates the User registration and login sequence
in more detail. This sequence takes place after the User has
installed the User software on his/her computer. It is
expected that the User will download the software from the
Internet and then invoke it which in the preferred embodi-
ment will use the Windows Wizard interface. This will guide
the User through the installation process including filling out
the registration form, which we will describe more fully in
the next section. After the User has selected a name and
password and selected the option to register, the User
computer opens a TCP connection to the Administration
Server. Advantageously, the full domain name of the Admin-
istration Server is embedded into the User software,
although it could be discovered in other ways. The User and
Administration Server then exchange version objects with
the Administration Server as described above. If the version
numbers meet expectations, the User sends a User Object to
the Administration Server. The format of the User Object is
shown in Table 1. Once the Administration Server receives
the User Object, it verifies that the information is filled in
properly and that the sclected User name is unique. If the
User Object is invalid for any reason, the Administration
Server returns a Result Message Object with a code indi-
cating the reason. The format of the Result Message Object
is shown in Table 1. If the User information is valid, the
Administration Server updates the global database of User
names and passwords and then generates a security token for
that User. This security token is then returned to the User in
a Result Message Object.
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Upon receiving the Result Message Object, the User
saves the security token for future use. This token is an
identifier that allows the User to request services from the
Administration Server and other computers within the over-
all system. The security token is not saved permanently or
registered on the User computer. Normally, the User soft-
ware then immediately sends a Channel Guide Request
Object to the Administration Server and a Channel Guide
Object is returned.

The format of these objects is also shown in Table 1. Note
that in principle, this is a separate transaction and could take
place in a separate TCP connection to the Administration
Server. In particular, once the User has registered and logged
in, he/she can request the Channel Guide Object again since
it may have been updated since the previous request. At this
point the TCP connection to the Administration server is
closed.

The process of User registration only peeds to take place
once for each User. However, anyone can re-register at any
time, even after the software has been installed. In particular,
it is expected that if multiple persons use a computer, each
person will register and obtain his/her own User name and
password. If the registration process is not completed
successfully, the User software saves the registration infor-
mation and asks the User if they would like to try again the
next time the software is invoked.

Since the security token is not permanently saved by the
User software, it is lost when the User software is closed,
and the security token must again be retrieved from the
Administration Server the next time the User wants to use
the system. This process is the purpose of the login sequence
illustrated in FIG. 7. This sequence is used if a User has
already registered and needs only to retrieve a valid security
token. In this case the scquence consists of the User’s
sending a Login Information Object to the Administration
Server. The Administration Server then queries the User
database to validate the login name and password. If the
login name and password are correct, then a security token
is returned to the User. Normally the receipt of the security
token will immediately be followed by a channel informa-
tion request sequence, just as in the registration sequence
described previously.

The control sequence that takes place when a User
initiates a channel play operation is illustrated in FIGS. 8A,
8B and 8C. First the User software requests a Control Server
List from the Administration Server. Note that the Server
List Request Object, illustrated in Table 1 contains a channel
identifier. The Administration Server generates a sorted list
of Control Servers based on overall system load and the
location of the User on the network and returns this list to the
User using a Protocol List Object. Once the Control Server
List is returned to the User, the Administration Server is no
longer needed and the TCP connection is closed.

The User software then searches the list of Control
Servers and opens a TCP connection to the first host listed.
If that host computer does not respond, then the next Control
Server on the list is tested and so forth in succession. Upon
obtaining a response from a Control Server, the User soft-
ware uses a Server List Request Object to request a Media
Server List from the Control Server. If the Control Server is
too busy to service the User, it returns a Result Message
Object so indicating and the User software tries the next
Control Server on the list. However, in the likely scenario
that the Control Server is able to handle the User’s request,
a sorted list of Media Servers is generated and returned to
the User computer using a Protocol List Object. The TCP
connection to the Control Server is then closed by the User
software.
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At this point the User software initiates a TCP connection
to the first Media Server on the list provided by the Control
Server. As in the previous case, it atternpts to connect to the
first host on the list and if unsuccessful tries the next hosts
in succession. Once the Version Objects are exchanged, the
User software sends an MCI Request Object 1o the Media
Server. An MCI Request Object can be used for four basic
commands: OPEN, PLAY, STOP and CLOSE. The User
software must first send an OPEN command for the desired
channel. If the returned Result Message Object indicates
success, the User software then sends a PLAY command.

When the Media Server receives a valid PLAY command,
it initiates the delivery of audio information to the User as
described in the previous section. Note that this could be in
the form of broadcast, multicast or unicast packets to a
specific UDP port. The TCP connection through which the
MCI Request Objects were sent stays open during the audio
play operation. In addition, Ping Objects are sent to the User
on a periodic basis to verify that the computer is still
working and active. When the User software receives a Ping
Object, it simply returns it. The Media Server uses the Ping
Objects to measure round trip time and also to determine
when a User’s computer has terminated abnormally. In that
case the audio stream is terminated.

In the case of normal termination of the audio stream, the
User makes an explicit sclection to stop and this causes a
STOP command to be sent to the Media Server in an MCI
Request Object. The Media Server then terminates the audio
stream to that User. When the User closes the application
software or selects another channel to play, the User soft-
ware will send a CLOSE command to the Media Server in
an MCI Request Object and the TCP connection is closed.

The initiation of the audio stream by the Media Server
causes a log entry to be generated and sent to the Admin-
istration Server. This information is important so that the
Administration Server can update its database to indicate
which Users are listening to which channels. The security
token is used to identify the User initiating the audio stream.
Additionally, when the audio stream is terminated to any
User, another log message is genecrated and sent to the
Administration Server.

FIG. 9A illustrates the process by which security tokens
are validated. The Administration Server is the only server
that can validate a security token. Thus, when a User
requests services from a Control Server or from a Media
Server, that server must go back to the Administration Server
with a token validation sequence. However, Control Servers
and Media Servers are allowed to cache validations of
security tokens so that they do not have to validate tokens
repeatedly once they have validated it the first time. In the
case where a Media Server reccives a request, the token will
be validated with the Control Server that is managing that
Media Server. FIG. 9B identifies the various token valida-
tion scenarios.

FIG. 10 illustrates the process by which a new Server is
registered. This process is similar to new User registration.
It is expected, however, that the server installation will be
through a Web interface rather than a Wizard. The Admin-
istration Server, upon receiving a User Object from a Media
Server or Control Server validates the User name and
password and generate a security token just as in the case of
User registration. Normally the Server then immediately
sends back a Server Activation Object indicating that it is
ready to be used as a system resource. Once this process has
been completed, the TCP connection to the Administration
Server is closed.
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If 2a Media Server or Control Server that has sent a Server
Activation Object to the Administration Server becomes
inactive, it will send another Server Activation Object indi-
cating this condition. In the case of a Media Server, this
object is sent to the managing Control Server. In the case of
a Control Server, this object sent to the Administration
Server. As in the case of User registration, Media Server and
Control Server registration needs only take place once per
computer. However, if the computer is restarted, the server
must login and again retrieve a security token. This is the
server login and activation sequence shown in FIG. 11.

Once a Control Server has indicated to the Administration
Server that it is ready, the Administration Server can activate
that Control Server by sending the Control Server a Server
Activation Object as illustrated in FIG. 12. This is a separate
transaction and is used to tell the Control Server which
Media Servers it is supposed to manage. Recall that a
Control Server and a number of Media Servers form a
cluster of Media Servers. The single Control Server that
manages that cluster must be given a list -of host computers
corresponding to the Media Servers in that cluster.

The process by which a Control Server activates the
Media Servers that it manages is illustrated in FIG. 13. The
Control Server sends a Server Activation Object to the
Media Server indicating that it is responsible for channel
management. This TCP connection between the Control
Server and the Media Server stays open during the time that
both servers are active. The Control Server periodically
sends Ping Objects to the Media Server across this open TCP
connection to verify that the Media Server is still running.

FIG. 14 illustrates the process by which a given channel
is activated by the Administration Server. The Administra-
tion Server opens a connection to a Control Server that its
wishes to have carry a given channel and provide a Channel
Activation Object. This object indicates to the Conirol
Server which Media or Primary Server the Control Server
should direct its Media Servers to get the feed from. At this
point the Control Server is said to be carrying that channel
and it will be a valid host on a list of Control Servers
requested by a Channel Play sequence.

FIG. 15 illustrates what happens when a Control Server
needs to provide a channel. First it sends a Channel Acti-
vation Object to one of the Media Servers that it manages
across the open TCP connection described previously. This
object indicates to the Media Server that it should start
receiving the channel identified and from where it should
receive it.

In FIGS. 16A and 16B depict how the Media Server
requests distribution of an audio channel from another
Media Server or from a Primary Server. This sequence is
much the same as that in which a User requests the distri-
bution of audio information from a Media Server. Note that
a Media Server receives a single incoming stream for each
channel that it is carrying and will then redistributes this
stream to all Users or other Media Servers that request it.

Finally, FIG. 17 illustrates the statistics request sequence.
This sequence is used by the Administration Server to gather
information from the Media Servers and Control Servers in
order to manage the overall system. It can use this infor-
mation to detect failures and to balance load as the dynamic
conditions change. As indicated above, it can also use this
information to monitor which Users are listening to which
chanmel or whether Users stop listening to a channel at any
time, such as during the play of a particular song. It can also
use this information to control the advertising content that is
downloaded to a particular User in advance of receipt of
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regular audio programming and/or monitor the delivery of
advertising to the Users.

The control architecture described in this section is scal-
able to handle any number of Users. Note that the User
registration process only happens once for each subscriber
and the login process only happens once per session. These
interactions, which require the Administration Server are
expecied to constitute a very small percentage of the overall
system bandwidth. If the Administration Server were to
become a bottleneck, however, it would be possible to
duplicate it and to have the database it maintaios distributed
and automatically updated to guarantee consistency.

The Control Servers are distributed throughout the net-
work and can handle the lower level interactions with the
Users and the Media Servers. A single Control Server can
handle preferably on the order of ten Media Servers up to
several hundred Users. The bitrate among the Users, the
Control Servers and the Media Servers is expected to be
small in comparison to the audio transmission bitrate. The
Ping Objects normally only involve the User and the nearest
Media Server. They are also low in overhead since they are
small and only get transmitted infrequently.

HI. User Interface

The User interface is provided by the client application
running on an individual computer and its associated graphi-
cal interface. In the preferred embodiment the User interface
is available for 32-bit Windows (95 and NT), Macintosh and
UNIX platforms. Preferably anyone on the Internet can
freely download 2 copy of the client software and install it
in their computer.

FIG. 18 illustrates the main User screen in the preferred
embodiment. The screen is composed of three sections:
channel guide (upper left frame), program guide (upper right
frame), and multimedia frame (lower half of screen). The
chanpel guide lists, as a tree hierarchy, the channels that are
available from the system. The User sclects a channel from
the list of those displayed on the channel guide. The program
guide provides information pertaining to the channel
selected. This information can be a detailed schedule of the
programming that has played or will be playing on the
channel selected. Additionally, other relevant information
will be displayed in this frame, for example, a notice
regarding an upcoming special event on another channel.
The multimedia frame provides an integrated web browser
that displays information via a series of tabbed sections.

The information contained in the channel guide, program
guide, and the tabs of the multimedia frame is dynamically
transmitted to the client. For example, if a new channel
begins operation, the client application can immediately
display it as being available. Furthermore, the tabs displayed
can be specifically relevant depending on what song is
playing. For example, tabs displaying the album cover,
information on the artist, song lyrics, tour dates can be
displayed. Additionally, as shown in the example in FIG. 18,
a tab can be available allowing the User to place an order for
the CD or allowing the User to participate in a chat session
related to the channel.

FIG. 19 illustrates the key pull-down menus available in
the main User screen in the preferred embodiment. Table 3
provides a description of each of the functions available
through the pull down menus, as shown in FIG. 19.

As will be apparent to those skilled in the art, numerous
modifications may be made within the spirit and cope of the
invention.
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TABLE 3

Pull-Down Menu Functions

Menu
Sub-Choice

Menu

Choice Description

File Login Allows the User to login to
the system.

Allows the User to logout
from the system.

Brings up a dialog so that
the User can register with
the system for the first
time.

Minimizes the screen.
Allows the User to copy the
selection on to the
clipboard.

Allows the User to set
various properties.

Begins playing the selected
channel.

Stops playing the selected
channel.

Stops the playing of audio
Display or hide the tool bar
{providing access to pull-
down menu functions).
Display or hide the status
bar normally situated at
bottom of the screen.
Display or hide the tool bar
section that provides access
to the web browser functions.
Brings up a list of available
online help topics.

Displays summary information
regarding this application,
such as version number,
copyright information, and so
on.

Logout

Register

Close
Copy

Properties
Audio Play

20 Stop

Mute

View Tool Bar

25 Status Bar

‘Web Bar
30

Help Help Topics

About . ..

35

What is claimed is:

1. A method for monitoring the forwarding of real-time
information to at least one user having access to a commu-
nications network comprising:

generating delivery-commencement indications of real-

time information forwarded to the user by means of the
communications network, wherein the real-time infor-
mation comprises a plurality of packets forwarded over
the communications network to the user,

verifying the operational status of the user’s access to the

communications network during delivery of the real-
information, and

generating delivery-termination indications of the real-

time information forwarded to the user.

2. The method of claim 1 wherein the verifying step
indicates abnormal termination of the user’s access to the
communications network, and wherein the generated
delivery-termination indications then also comprises indica-
tions of the abnormal termination.
ss 3. The method of claim 1 further comprising updating a
database with information provided by the delivery-
commencement and the delivery-termination indications.

4. The method of claim 1 wherein the commencement and
termination indications further comprise time information.

5. The method of claim 1 wherein the operational status
comprises an active/working status.

6. The method of claim 1 wherein the step of verifying
further comprises forwarding over the communications net-
work messages concerning the operational status of the
user’s access to the communications network.

7. The method of claim 6 wherein the messages concern-
ing the operational status of the user’s access to the com-
munications network are initiated by the user.

40

45

50

60

65
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8. The method of claim 6 wherein the messages concern-
ing the operational status of the user’s access to the com-
munications network are received by the user and responded
to by the user.

9. The method of claim 6 wherein the communications
network further comprises at least one server computer, and
wherein the messages concerning the operational status of
the user access to the communications network are initiated
by the server computer.

10. The method of claim 6 wherein the indications of
delivery-commencement and of delivery-termination are
stored on the server computer.

11. The method of claim 1 wherein the indications of
delivery-commencement and of delivery-termination are
stored at the user.

12. The method of claim 11 wherein the indications that
are stored at the user are later forwarded over the commu-
nications network to the server computer.

13. The method of claim 1 further comprising a step of
determining the total delivery time of the real-time infor-
mation to the user from the delivery-commencement and the
delivery-termination indications.

14. The method of claim 13 further comprising a the step
of determining the content of the real-time information
delivered during the total delivery time.

15. The method of claim 13 wherein the total delivery
time is determined as the total elapsed time between
delivery-commencement and delivery-termination indica-
tions during which the user’s access to the communications
network was also verified to be in an active/working opera-
tional status.

16. The method of claim 1 wherein the real-time infor-
mation comprises audio information, or video information,
or advertising information.

17. The method of claim 1 further comprising generating
indications of the content of the real-time information.

18. The method of claim 1 wherein an identifier is
provided for the user.

19. The method of claim 18 wherein commencement and
termination indications are associated with the identifier.

20. The method of claim 1 wherein the communications
network includes the Internet.

21. The method of claim 1 wherein the communications
network includes a satellite network.

22. The method of claim 1 wherein the communications
network includes a cable TV network.

23. The method of claim 1 wherein the communications
network includes a private data network.

24. A method for monitoring the forwarding of real-time
information to at least one user having access to a commu-
nications network comprising:

generating delivery-commencement indications of real-

time information to the user, wherein the real-time
information comprises a plurality of packets compris-
ing audio information, or video information and is
forwarded over the communications network to the
user, and wherein the commencement indications fur-
ther comprise time information,

verifying the operational status of the user’s access to the

communications network during delivery of the real-
information, wherein the operational status includes
abnormal termination,

generating delivery-termination indications of the real-

time information to the user, wherein the termination
indications further comprise time information and indi-
cations of any abnormal termination, and

updating a database with information provided by the

delivery-commencement and the delivery-termination
indications.
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25. The method of claim 24 wherein the step of verifying
further comprises forwarding over the commumications net-
work messages concerning the operational status of the
user’s access to the communications network.
26. The method of claim 24 further comprising a step of
determining the total delivery time of the real-time infor-
mation to the user from the delivery-commencement and the
delivery-termination indications.
27. The method of claim 26 wherein the total delivery
time is determined as the total elapsed time between
delivery-commencement and delivery-termination indica-
tions during which the user’s access to the communications
network was also verified to be in an active/working opera-
tional status.
28. The method of claim 24 further comprising generating
indications of the content of the real-time information, and
wherein the database is updated with information provided
by the content indications.
29. A method for forwarding real-time information to one
or more users having access to a communications network
comprising:
processing one or more streams of audio or visual infor-
mation into one or more streams of packets for for-
warding over the communications network, wherein at
least one stream of packets comprises audio or video
information,
forwarding the digital packets to the users in response to
information selection signals received from the users,

verifying the operational status of the users’ access to the
communications network during delivery of the real-
time information, and

updating a database with indications of: (i) which streams

of packets were received by which users, (ii) the time
when delivery of each stream to each user commenced,
and (iii) the time when delivery of each stream to each
user terminated.

30. The method of claim 29 wherein the operational status
includes abnormal termination, and wherein the termination
time of each data stream further comprises indications of
any abnormal termination.

31. The method of claim 29 wherein the step of verifying
further comprises forwarding over the communications net-
work to the users messages querying the operational status
of the users’ access to the communications network.

32. The method of claim 29 wherein the messages con-
cerning the operational status of the users’ access to the
communications network are initiated by the users.

33. The method of claim 32 wherein the messages con-
cerning the operational status of the users’ access to the
communications network are received by the user and
responded to by the user.

34. A method for a user having access to a communica-
tions network to obtain real-time information comprising:

forwarding selection signals over the communications

network from the user indicating the real-time infor-
mation desired,

receiving one or more streams of packets forwarded to the

user over the communications network in response to
the selection signals, wherein at least one stream of
packets comprises audio or video information, and
verifying the operational status of the communications
network access during delivery of the real-information.

35. The method of claim 34 wherein an identifier is
provided by the user.

36. The method of claim 34 wherein the step of verifying
further comprises responding to messages forwarded to the
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user concerning the operational status of the user’s access to
the communications network.

37. The method of claim 34 further comprising the step of
forwarding termination signals from the user indicating that
termination of the streams of packets is requested.

38. The method of claim 37 wherein the termination
signals from the user are voluntary.

39. The method of claim 37 wherein the termination
signals from the user are involuntary.

40. A system for a user to obtain real-time information
over a communications network information comprising a
programmable device,

wherein the programmable device has access to the com-

munications network, and

wherein the programmable device includes user software

for causing the computer to forward selection signals
from the programmable device indicating the real-time
information desired,

receive one or more streams of packets forwarded to the

programmable device in response to the selection
signals, wherein at least one stream of packets com-
prises audio or video information, and

verify the operational status of the programmable device

during delivery of the real-time information.

41. The system of claim 40 wherein the programmable
device comprises a personal computer, or a personal digital
assistant, or a telephone, or a mobile phone, or a terminal
device, or a television set-top box, or a game console.

42. The system of claim 40 wherein the user software
further causes the programmable device to initiate and
forward over the communications network messages con-
cerning the programmable device’s operational status.

43. The system of claim 40 wherein the user software
further causes the programmable device to respond to mes-
sages forwarded to the programmable device concerning the
programmable device’s operational status.

44. The system of claim 40 wherein the user software
forwards over the communication network a unique identi-
fier.

45. The system of claim 44 wherein the identifier is
provided by the programmable device.
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46. The system of claim 44 wherein the identifier is
provided by the user software.

47. The system of claim 40 wherein the user software
comprises an Internet browser.

48. The system of claim 40 wherein the user software
further causes the programmable device to display a channel
guide, a program guide, or a multimedia frame.

49. The system of claim 40 wherein the programmable
device’s operational status comprises its access to the com-
munication network.

50. A software product comprising user software on a
computer readable medium for causing a programmable
device having access to a communications network to for-
ward selection signals from a user indicating real-time
information desired,

receive one or more streams of packets forwarded to the

user in response to the selection signals, wherein at
least one stream of packets comprises audio or video
information, and

verify the operational status of the computer during

delivery of the real-information.

51. The product of claim 50 wherein the user software
further causes the programmable device to respond to mes-
sages forwarded to the programmable device concerning the
programmable device’s operational status.

52. The product of claim 50 wherein the user software
further causes the programmable device to initiate and
forward over the communications network messages con-
cerning the programmable device’s operational status.

53. The product of claim 50 wherein the user software
forwards over the communication network a unique identi-
fier.

54. The product of claim 50 wherein the user software
comprises an Internet browser.

55. The product of claim 50 wherein the user further
causes the programmable device to display a channel guide,
a program guide, or 2 multimedia frame.

56. The product of claim 50 wherein the user software is
provided in a form that is downloadable over the commu-
nications network.
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Online Holiday Listening Exceeds Seven Million Hours in
December According to Arbitron Internet Broadcast
Ratings 012004

NEW YORK, January 20, 2004 - Listening to holiday music over the Internet was
7 million hours on 11 stations, seven of which were in the top 50, during the month
of December, according to Arbitron Internet Broadcast Ratings.

AOL Classic Holiday was ranked number one with 3,206,211 hours of Total Time
Spent Listening (TTSL), the sum total of hours tuned by listeners to a given station
or network. AOL Pop Holiday was ranked number four with 957,766 hours of
TTSL. MUSICMATCH Contemporary Christmas was ranked number 15 with
577,845 hours of TTSL. AOL R&B Holiday was ranked number 16 with 569,465
hours of TTSL. AOL Country Holiday was ranked number 17 with 568,388 hours
of TTSL. AOL Jazz was ranked number 21 with 534,114 hours of TTSL.
MUSICMATCH Contemporary Christmas was ranked number 25 with 468,979
hours of TTSL.

MUSICMATCH Artist Match was the top non-commercial Internet Broadcast
Station with 2,998,150 hours of TTSL.

Radio@AOL Network and LAUNCH were the top-ranked commercial Internet
Broadcasters with 26,235,642 and 15,554,967 hours of Total Time Spent
Listening, respectively. AOL reported problems with their server data during
December, resulting in ratings that are lower than in prior months. MUSICMATCH
was the top-ranked non-commercial Internet Broadcaster with 9,028,512 hours of
TTSL. The Adsertion Network was ranked the top sales network with 3,027,913
hours of TTSL. Due to a switch in Content Delivery Networks, tuning for The
Adsertion Network is lower for the month. In addition, incomplete data was
received for AccuRadio, Beethoven.com and WLS-AM during December.

The top Content Delivery Networks (CDN) were Live385 with 10,265,588 hours of
TTSL and StreamGuys with 2,139,438 hours of TTSL. The Total Time Spent
Listening for these Content Delivery Networks is the sum of all tuning to stations
streamed by the CDN, including commercial and non-commercial stations.

Top Internet Broadcasters and Sales Networks (December 2003)

Rank Company Type TTSL CUME
1 AOL Radio@Network commercial 26,235,642 4,530,338
2 LAUNCH commercial 15,564,967 2,598,710
3 MUSICMATCH non-commercial 9,028,512 1,638,587
4 The Adsertion sales network 3,027,913 312,169
Network
5 Virgin Radio commercial 2,182,112 244,674
6 AccuRadio commercial 1,450,989 401,792
7 Educational Media  non-commercial 1,332,487 134,410
Foundation
8 ABC Radio Network commercial 1,205,232 163,369
9 KillerOldies.com commercial 558,067 55,862
10 KPLU non-commercial 362,581 36,283
11 WXPN-FM non-commercial 339,121 33,390
12 WOXY-FM commercial 304,440 40,161
13 Emap commercial 276,442 89,010
14 Beethoven.com commercial 258,880 32,725

15 WBUR non-commercial 233,600 57,789
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Arbitron Internet Broadcast Stations Monthly Top 50 (December 2003)

Rank Station/Type/lFormat Owner/Network/URL TTSL Cume

1 AOL Classic Holiday AOL Radio@Network 3,206,211 849,840
(commercial) music.netscape.com/radio/
Miscellaneous

2 MUSICMATCH Artist MUSICMATCH 2,998,150 792,786
Match www.musicmatch.com
(non-commercial}
Miscellaneous

3 Virgin Radio/1215 AM Virgin Radio 1,209,936 167,540
& 105.8 FM www.virginradio.co.uk
(commercial)
Adult Contemporary

4 K-LOVE Educational Media 1,007,382 93,314
(non-commercial) Foundation
Contemporary www.klove.com
Christian

5 AOL Pop Holiday AOL Radio@Network 957,766 326,834
(commercial) music.netscape.com/radio/
Pop

6 AOL Top Country AOL Radio@Network 827,722 327,559
(commercial) music.netscape.com/radio/
Country

7 AOL Top Pop AOL Radio@Network 788,389 446,891
(commercial) music.netscape.com/radio/
Top 40

8 MUSICMATCH Top  MUSICMATCH 745,758 298,407
Hits www.musicmatch.com
(non-commercial) -
Contemporary Hit
Radio / Top 40

9 AOL Smooth Jazz AOL Radio@Network 708,807 148,182
(commercial) music.netscape.com/radio/
Smooth Jazz

10  WLS-AM/880 ABC Radio Networks 699,130 88,115
(commercial) music.netscape.com/radio/
News / Talk

11 Virgin Radio Classic  Virgin Radio 657,907 82,448
Tracks www.virginradio.co.uk
(commercial)
Classic Rock

12  AOL Classic Rock AOL Radio@Network 650,653 198,626
(commercial) music.netscape.com/radio/
Classic Rock

13  AOL Awesome 80s  AOL Radio@Network 643,275 206,598
(commercial) music.netscape.com/radio/
80s

14  MUSICMATCH Artist MUSICMATCH 642,546 130,368
On Demand www.musicmatch.com
(non-commercial)
Miscellaneous

15 MUSICMATCH MUSICMATCH 577,845 161,727
Traditional Christmas www.musicmatch.com
(non-commercial)
Miscellaneous

16  AOL R&B Holiday AOL Radio@Network 569,465 192,114
(commercial) music.netscape.com/radio/

R&B
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AOL Country Holiday

(commercial)
Country

AOL Lite Rock
(commercial)
Soft Rock

Killer Oldies
(commercial)
Adult Alternative
AOL Top Jams
(commercial)
Miscellaneous
AOL Jazz Holiday
(commercial)
Miscellaneous
AOL Love Songs
(commercial)
Love Songs

AOL Top Alternative

(commercial)
Alternative

AOL Pop Rock
(commercial)
Rock

MUSICMATCH
Contemporary
Christmas
(non-commercial)
Miscellaneous

AOL Oldies
(commercial)
Oldies

AOL R&B SlowJams

(commercial)
R&B

AOL R&B Fresh
(commercial)
R&B

AOL Super 70s
(commercial)
70s

The Sean Hannity
Show
(commercial)
News / Talk

AOL New Age
(commerciat)
New Age

MUSICMATCH
GenreMatch
(non-commercial)
Miscellaneous
WXPN-FM
(non-commercial)
Adult Alternative
MUSICMATCH
Country Hits
(non-commercial)
Country

Document 1  Filed in THSDvonvaarbiitod.céraipe w@0ahitchive/ WCRO1

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

KillerOldies.com
www killeroldies.com

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

AQL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

MUSICMATCH
www.musicmatch.com

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

ABC Radio Network
music.netscape.com/radio/

AOL Radio@Network
music.netscape.com/radio/

MUSICMATCH
www.musicmatch.com

WXPN-FM
WWW.Xpn.org

MUSICMATCH
www.musicmatch.com

568,388 258,484

567,640

98,695

558,067

55,862

542,036 414,281

534,114 169,057

525,184 164,137

509,416 263,672

473,953 148,525

468,979 128,914

437,414 161,005

391,865 156,867

385,278 141,361

383,022 113,167

370,256 74,465

362,208 82,253

358,094 130,120

339,121 33,390

335,633 68,124
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35 Air1 Educational Media 325,105 44,150
(non-commercial) Foundation
Contemporary www.air1.com
Christian

36 AOL 90s Country AOL Radio@Network 323,060 133,852
(commercial) music.netscape.com/radio/
90s

37 MUSICMATCH Soft MUSICMATCH 321,412 70,014
Hits www.musicmatch.com
(non-commercial)
Soft Rock

38 WOXY-FM WOXY-FM 304,440 40,161
(commercial) WWW.WOoXy.com
Modern Rock

39 AOL 90s Alternative  AOL Radio@Network 276,108 121,540
(commercial) music.netscape.com/radio/
Alternative

40 KPLU KPLU 263,511 24,389
(non-commercial) www.kplu.org
Miscellaneous

41 Beethoven.com Beethoven.com 258,880 32,725
(commercial) www.beethoven.com
Classical

42 AOL Modern Gospel AOL Radio@Network 255,326 58,154
(commercial) music.netscape.com/radio/
Modern Gospel

43  AOL Acoustic Rock  AOL Radio@Network 242952 77,152
(commercial) music.netscape.com/radio/
Rock

44  AOL Classical 101 AOL Radio@Network 235,131 74,052
(commercial) music.netscape.com/radio/
Classical

45  Virgin Radio The Virgin Radio 232,887 37,971
Groove www.virginradio.co.uk
(commercial)
Black / Urban R&B

46 MUSICMATCH MUSICMATCH 231,995 52,805
Classic Rock www.musicmatch.com
(non-commercial)
Rock

47 MUSICMATCH80's MUSICMATCH 228,978 64,207
Hits www.musicmatch.com
(non-commercial)
80s

48 WBUR WBUR 227,937 56,837
(non-commercial) www.wbur.org
Miscellaneous

49  AOL Christian AOL Radio@Network 224311 72,219
(commercial) music.netscape.com/radio/
Christian

50 AOL XtremeAltRock  AOL Radio@Network 220,798 164,883
(commercial) music.netscape.com/radio/
Rock

Notes:

1. TTSL (Total Time Spent Listening), sometimes referred to as Aggregate
Tuning Hours (ATH), is the total number of hours tuned to a given station
or network in the reported time period.

2. Cume Persons is an estimate of the total number of unique listeners who
had one or more listening sessions lasting five minutes or longer during the
reported time period. This estimate is derived using an algorithm that takes
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into account unique media player GUIDs, unique IP addresses and other
variables during the reported time period.

3. The ratings may not reflect all tuning for the measured stations or channels
since Arbitron may have received incomplete or unusable server data.

4. As Arbitron Internet Broadcast Ratings (powered by MeasureCast
technology) transitions to a subscription-only service, some stations
previously reported in the ratings have elected not to subscribe to the
service and will no longer be included.

5. The 128K MP3 and all Ogg streams for Virgin Radio/1215 AM & 105.8 FM
are not currently measured by Arbitron Internet Broadcast Ratings.

6. AOL reported problems with their server data during December, resulting
in ratings that are lower than prior weeks.

7. Due to a switch in Content Delivery Networks, tuning for The Adsertion
Network is lower for the month.

8. Incomplete data was received for AccuRadio, Beethoven.com and
WLS-AM.

About Arbitron

Arbitron Inc. (NYSE: ARB) is an international media and marketing research firm
serving radio broadcasters, cable companies, advertisers, advertising agencies
and outdoor advertising companies in the United States, Mexico and Europe.
Arbitron’s core businesses are measuring network and local market radio
audiences across the United States; surveying the retail, media and product
patterns of local market consumers; and providing application software used for
analyzing media audience and marketing information data. Arbitron Internet
Broadcast Services measures the audiences of audio and video content on the
Internet, commonly known as webcasts. The Company is developing the Portable
People Meter, a new technology for radio, television and cable ratings.

Arbitron’s marketing and business units are supported by a world-renowned
research and technology organization located in Columbia, Maryland. Arbitron has
approximately 825 full-time employees; its executive offices are located in New
York City.

Through its Scarborough Research joint venture with VNU, Inc., Arbitron also
provides media and marketing research services to the broadcast television,
magazine, newspaper, outdoor and online industries.

#i#

All names are the property of their respective owners.
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Get CD-quality music with
Radio@AOL for Broadband.
R Enlarge screenshot

&
Listen to music, news, talk and
sports on Radio@AOL. And
AOL® for Broadband members get
it all commercial-free and in
CD-quality sound.

Features Overview

Catch original programming on AOL.
Listen to oniginal in-studio performances and guest celebnty DJs
Or tune In topical talk programs

Worth talking about.
Live chat programs feature experts on topics as varied as
Hollywood, travel, finance and health.

Stream more smoothly at any speed.
Ultravox™ technology enhances clarity via dial-up. Dolby AAC
technology gives high-speed users CD-quality sound

Powered by an improved AOL® Media Player.
AOL® 9 0 Optimized integrates an updated med:a player that lets
you save and share more medta formats

Get amped.
AOL leverages Winamp® technology for powerful MP3 digital
playback capabilities

It's included and easy-to-use.
Radio@AOL is included at no additronal charge for AOL members

SlgnlpNow

Try AOL 9.0 Optimized
and get 1099 hours
FREE for 5o days.

No credit card required.

Need help joining AOL?
& G0

Or call an AOL consultant 24/7
1-800+392:5180

/‘ ~
Trlaine] B0 IS ey
B Video@AOL
B Sessions@AOL and
Broadband Rocks ™ Concerts
& AOL® News
B AOL® Sports

Chat Live Onhine

Fast, Mot Frustrating

- Ctimized Ferformance

America Online, Inc. | AOL International | Get AOL Now | Member Services | Accessibility Policy
Get Net Wise | Legal Notices | Privacy Policy | Unsolicited Bulk E-Mail Policy | Advertise with Us

©2004 Amenca Oniine, Inc All Rights Reserved.
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America Online's Radio@ Network Will Now Be Measured
in Arbitron's Internet Broadcast Ratings os 1003

NEW YORK, June 10, 2003 - Arbitron Inc. (NYSE: ARB) announced today that

America Online®s Radio@ Network has subscribed to, and will now be measured
in, Arbitron’s Internet Broadcast Ratings (powered by MeasureCast technology).

The AOL® Radio@ Network encompasses Radio@AOL, Radio@AOL for
Broadband, Radio@Netscape and Spinner.com. For the week of May 19 — 25, the
AOL Radio@ Network had 1,249,774 Cume Persons, the estimated number of
unique listeners tuning in for more than five minutes. Also, the AOL Radio@
Network had 4,888,916 hours of Total Time Spent Tuning, the sum total of hours
tuned by listeners to a given station or network. The AOL Radio@ Network will be
included among Arbitron’s Top Internet Broadcast Networks and internet stations
beginning with data for the week of May 26 — June 1 to be released on June 12.

The Radio@AOL Network offers more than 175 “best-of-breed” music, news,
sports, entertainment, and seasonal stations, as well as celebrity stations from
today's hottest stars and terrestriai streams from some of the most respected
names in broadcasting.

“America Online is one of the world's foremost consumer brands. Its subscription
to Arbitron’s Internet Broadcast Ratings sends an important signal to advertisers

that the AOL Radio@ Network is serious about their plans for Internet Broadcast
advertising,” said Steve Morris, president and chief executive officer, Arbitron Inc.

“A healthy and growing Internet Broadcast advertising market requires credible
third party ratings and the AOL Radio@ Network is playing a crucial role in leading
the industry forward,” said Bill Rose, vice president and general manager, Arbitron
internet Broadcast Services.

“The number of online radio listeners is growing tremendously and we are thrilled
that so many are tuning into the AOL Radio@ Network to enjoy a top quality
listening experience and our broad selection of premier programming. As our
audience expands, this new relationship with Arbitron helps us provide advertisers
with the credible independent audience measurement they need,” said Jim Van
Huysse, general manager, the AOL Radio@ Network.

Designed to transform the conventional radio experience, the AOL Radio@
Network offers convenient 24/7 access to a vast selection of original and
third-party programming, contextual information, and integrated commerce In
addition to over 175 “best-of-breed stations,” recently enhanced versions of
Radio@AOL and Radio@AOL for Broadband provide listeners with new features
that promote convenience and sharing, and offer dramatically improved sound

quality.

About AOL® Entertainment

AOL Entertainment, a part of America Online, Inc., delivers a wide range of
programming, products, and services across the entertainment spectrum,
including games, movies, music, radio, sports, television, and ticketing. AOL
Entertainment provides unique and compelling ways for the Internet's largest and
most-engaged audience to experience exclusive premieres, get the latest news
and reviews, access their favorite celebrities and even behind-the-scenes, and
interact with fans from around the world. AOL Entertainment provides
programming to AOL's flagship service, AOL® for Broadband service, and leading
Web properties. America Online, Inc. is a wholly owned subsidiary of AOL Time
Warner Inc. (NYSE: AOL). Based in Dulles, Virginia, America Online is the world's
leader in interactive services, Web brands, Internet technologies, and
e-commerce services.

About Arbitron
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Arbitron Inc. (NYSE: ARB) is an international media and marketing research firm
serving radio broadcasters, cable companies, advertisers, advertising agencies
and outdoor advertising companies in the United States, Mexico and Europe.
Arbitron’s core businesses are measuring network and local market radio
audiences across the United States; surveying the retail, media and product
patterns of local market consumers; and providing appiication software used for
analyzing media audience and marketing information data. Arbitron Internet
Broadcast Services measures the audiences of audio and video content on the
Internet, commonly known as webcasts. The Company is developing the Portable
People Meter, a new technology for radio, television and cable ratings.

Arbitron’s marketing and business units are supported by a world-renowned
research and technology organization located in Columbia, Maryland. Arbitron has
approximately 825 full-time employees; its executive offices are located in New
York City.

Through its Scarborough Research joint venture with VNU, Inc., Arbitron also
provides media and marketing research services to the broadcast television,
magazine, newspaper, outdoor and online industries.

#i#
All names are the property of their respective owners.

This press release is available on the Arbitron Web site at www.arbitron.com and
the KCSA Web site at www kcsa.com. You may register to receive Arbitron’s
future press releases or {0 download a complete Digital Investor Kit™ inciuding
press releases, regulatory filings and corporate materials by clicking on the “Digital
Investor Kit” icon at www.kcsa com.

This press release contains forward-looking statements within the meaning of the
Private Securities Litigation Reform Act of 1995. The statements regarding
Arbitron in this document that are not historical in nature, particularly those that
utilize terminology such as “may,” "will,” “should,” ‘likely,” “expects,” "anticipates,”
“estimates,” “believes” or ‘plans,” or comparable terminology, are forward-looking
statements based on current expectations about future events, which Arbitron has
derived from information currently available to it. These forward-looking
statements involve known and unknown risks and uncertainties that may cause
our results to be materially different from resuits implied in such forward-looking
statements. These risks and uncertainties include whether we will be able fo:

® renew contracts with large cusfomers as they expire;

® successiully execute our business strategies, including timely
implementation of our Portable People Meter and our MeasureCast
Ratings services, as well as expansion of international operations;

o effectively manage the impact of further consolidation in the radio industry;

® keep up with rapidly changing technological needs of our customer base,
including creating new products and services that meet these needs; and

® successfully manage the impact on our business of any economic
downturn generally and in the advertising market in particular, and the
impact on costs of data collection due to privacy concerns.

Additional important factors known to Arbitron that could cause forward-looking
statements to turn out to be incorrect are identified and discussed from time fo
time in Arbitron’s filings with the Securities and Exchange Commission, including
in particular the risk factors discussed under the caption “ITEM 1. BUSINESS -~
Business Risks” in our Annual Report on Form 10-K.

The forward-looking statements contained in this document speak only as of the
date of this release, and Arbitron undertakes no obligation to correct or update any
forward-looking statements, whether as a resuit of new information, future events
or otherwise.
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