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SKJERVEN MORRILL MACPHERSON LLP
25 Metro Drive, Suite 700

San Jose, California 95110

Phone: (408) 453-9200

Facsimile: (408)453-7979

Attorneys for

IKOS SYSTEMS, INC. and
MASSACHUSETTS INSTITUTE OF TECHNOLOGY

UNITED STATES DISTRICT COURT
NORTHERN DISTRICT OF CALIFORNIA

SAN JOSE DIVISION
IKOS SYSTEMS, INC., a Delaware Case No.: 01-21079 JW
Corporation, and MASSACHUSETTS
INSTITUTE OF TECHNOLOGY, a SECOND AMENDED COMPLAINT FOR
Massachusetts Corporation, PATENT INFRINGEMENT

AND DEMAND FOR TRIAL BY JURY
Plaintiffs,

VS.

AXIS SYSTEMS, INC., a Delaware
Corporation,

Defendant.

Plaintiffs IKOS Systems, Inc. and Massachusetts Institute of Technology state the
following allegations for their second amended complaint of patent infringement against
Defendant Axis Systems, Inc.

The Parties

1. Plaintiff IKOS Systems, Inc. (“IKOS™) is a corporation organized under the laws of

the state of Delaware, having an office and principal place of business at 79 Great Oaks Blvd., San

Jose, California 95119.
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2. Plaintiff Massachusetts Institute of Technology (“M.L.T.”) is a corporation
organized under the laws of the state of Massachusetts, located in Cambridge, Massachusetts
02138.

3. Defendant Axis Systems, Inc. (“Axis”) is a corporation organized under the laws of
the state of Delaware, having an office and principal place of business at 209 Java Dr., Sunnyvale,
California 94089.

Jurisdiction And Venue

4. This action arises under the patent laws of the United States, Title 35 of the United
States Code, including, but not limited to, 35 U.S.C. §§ 271 and 281.

5. Defendant Axis has and continues to commit, actively induce, and contribute to
acts of patent infringement throughout the United States.

6. Subject matter jurisdiction is proper in this Court under 28 U.S.C. §§ 1331 and
1338(a).

7. Personal jurisdiction over Defendant Axis is proper under the United States
Constitution and because Defendant Axis has its principal place of business in the state of
California. Thus, this Court has personal jurisdiction over Defendant Axis.

8. Venue in this Court is pursuant to an Order from the District of Delaware, dated
September 18, 2001, granting Defendant Axis’s Motion to Transfer Venue to the Northern District
of California Pursuant to 28 U.S.C. § 1404(a).

First Claim For Relief

9. Plaintiffs IKOS and M.LT. incorporate the allegations stated in paragraphs 1
through 8 in this first claim for relief.

10. M.LT. is the owner of United States Patent No. 5,596,742 (“the 742 patent”)
entitled “Virtual Interconnections For Reconfigurable Logic Systems.” IKOS is the exclusive
licensee of the 742 patent with full rights in and to the claims and causes of action involved in
this suit. The "742 patent duly and legally issued on January 21, 1997. A true and correct copy of

the ‘742 patent is attached to this Second Amended Complaint as Exhibit A.

SECOND AMENDED COMPLAINT FOR PATENT INFRINGEMENT 2
AND DEMAND FOR TRIAL BY JURY- Case No. 01-21079 JW
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11. Axis has been and is directly infringing the ‘742 patent, contributorily infringing
the *742 patent, and inducing infringement of the *742 patent throughout the United States, by
making, using, selling, offering for sale, and/or importing infringing products that are covered by
the €742 patent, including, but not limited to, products designated as Xtreme, Xcite 2000, and
Xcite 1000.

12. Axis’s infringement of the ‘742 patent is willful, wanton, deliberate, without
license, and with full knowledge of M.1.T. and IKOS’s rights.

13.  Unless restrained and enjoined by this Court, Axis will continue its acts of
infringement and the resulting damage to IKOS and M.L.T. will be substantial, continuing, and
irreparable.

WHEREFORE, IKOS and M.L.T. pray for judgment as set forth in the prayer for relief.

Second Claim For Relief

14.  IKOS incorporates the allegations stated in paragraphs 1 through 13 in this second
claim for relief.

15. IKOS is the owner of United States Patent No. 5,649,176 (“the ‘176 patent™)
entitled “Transition Analysis And Circuit Resynthesis Method And Device For Digital Circuit
Modeling,” with full rights in and to the claims and causes of action involved in this suit. The
176 patent duly and legally issued on July 15, 1997. A true and correct copy of the ‘176 patent is
attached to this Second Amended Complaint as Exhibit B.

16. Axis has been and is directly infringing the ‘176 patent, contributorily infringing
the “176 patent, and inducing infringement of the *176 patent throughout the United States, by
making, using, selling, offering for sale, and/or importing infringing products that are covered by
the *176 patent, including, but not limited to. products designated as Xtreme, Xcite 2000, and
Xcite 1000.

17.  Axis’s infringement of the ‘176 patent is willful, wanton, deliberate, without
license, and with full knowledge of IKOS’s rights.

18.  Unless restrained and enjoined by this Court, Axis will continue its acts of

infringement and the resulting damage to IKOS will be substantial, continuing, and irreparable.
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WHEREFORE, IKOS prays for judgment as set forth in the prayer for relief.
Third Claim For Relief

19.  IKOS and M.LT. incorporate the allegations stated in paragraphs 1 through 18 in
this third claim for relief.

20. M.LT. is the owner of United States Patent No. 5,761,484 (“the ‘484 patent”)
entitled “Virtual Interconnections For Reconfigurable Logic Systems.” IKOS is the exclusive
licensee of the ‘484 patent with full rights in and to the claims and causes of action involved in
this suit. The ‘484 patent duly and legally issued on June 2, 1998. A true and correct copy of the
“484 patent is attached to this Second Amended Complaint as Exhibit C.

21.  Axis has been and is directly infringing the ‘484 patent, contributorily infringing
the ‘484 patent, and inducing infringement of the *484 patent throughout the United States, by
making, using, selling, offering for sale, and/or importing infringing products that are covered by
the ‘484 patent, including, but not limited to, products designated as Xtreme, Xcite 2000, and
Xcite 1000.

22. Axis’s infringement of the ‘484 patent is willful, wanton, deliberate, without
license, and with full knowledge of M.1.T. and IKOS’s rights.

23.  Unless restrained and enjoined by this Court, Axis will continue its acts of
infringement and the resulting damage to IKOS and M.L.T. will be substantial, continuing, and
irreparable.

WHEREFORE, IKOS prays for judgment as set forth in the prayer for relief.

Praver For Relief

IKOS and M.L.T. request that this Court enter judgment that:

24. Axis, its officers, directors, employees, agents, licensees, servants, Successors, and
assigns, and any and all persons acting in privity or in concert with them, be preliminary and
permanently restrained and enjoined from further infringement of the ‘742 patent, ‘176 patent, and

‘484 patent (35 U.S.C. § 283),

SECOND AMENDED COMPLAINT FOR PATENT INFRINGEMENT 4
AND DEMAND FOR TRIAL BY JURY- Case No. 01-21079 JW
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25.  Damages be awarded to IKOS and M.L.T. against Axis in an amount adequate to
compensate IKOS and M.L.T. for Axis’s infringement of the ‘742 patent and ‘484 patent 35
U.S.C. § 284);

26.  Damages be awarded to IKOS against Axis in an amount adequate to compensate
IKOS for Axis’s infringement of IKOS’s ‘176 patent (35 U.S.C. § 284);

27. Damages be increased three times the amount found or assessed due to Axis’s
willful infringement (35 U.S.C. §284);

28.  This is an exceptional case and IKOS and M.L.T. be awarded their costs, expenses,
and disbursements in this action, including reasonable attorneys’ fees (35 U.S.C. § 285);

29. IKOS and M.LT. be awarded their costs, expenses, and disbursements in this action
(Fed. R. Civ. P. 54(d));

30. IKOS and M.LT. be awarded interest on the amount of damages found, including
pre-judgment and post-judgment interest (35 U.S.C. §284); and

31. IKOS and M.I.T. be awarded such other and further relief as this Court may deem
just and proper.

Jury Demand

Plaintiffs IKOS and M.I.T. demand trial by jury on all issues so triable.

DATED: January 9, 2002 SKJERVEN MORRILL MACPHERSON LLP

By

Matthew J. Brigham

Attorneys for Plaintiffs

IKOS SYSTEMS, INC. and MASSACHUSETTS
INSTITUTE OF TECHNOLOGY

833545 vl
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VIRTUAL INTERCONNECTIONS FOR
RECONFIGURABLE LOGIC SYSTEMS

GOVERNMENT SUPPORT

The invention described berein was supported in whole or
in part by Navy Contract No. N00014-91-]-1698 and Grant
No. MIP-9012773 from the National Science Foundation
(NSF).

BACKGROUND OF THE INVENTION

Field Programmable Gate Ammay (FPGA) based logic
emulators are capable of emulating complex logic designs at
clock speeds four to six orders of magnitude faster than even
am accelerated software simmlator. Once configured, an
FPGA-based emulator is a helerogeneous network of special
purpose processors, each FPGA processor being specifically
designed 0 cooperatively execute a partition of the overall
characterized by their interconnection topology (network),
target FPGA (processor), and supporting software (com-
piler). The interconnection topology describes the arrange-
ment of FPGA devices and routing resources (ie. full
crossbar, two dimension mesh, ctc). Important target FPGA
propesties include gate count (computational resources), pin
count (communication resources), and mapping cificiency.
Supp(xmgmﬁwmumve.con'bmngnahstmh
tors, logic optimizers, technology mappers, global and
FPGA-specific partitioners, placers, and routers.

FPGA-based logic emulation systems have becn devel-
oped for design complexity ranging from several thousand
to several million gates. Typically, thc software for these
system is considered the most complex component. Emula-
tion systems have been developed that interconnect FPGAs
in a two-dimensional mesh and in a partial crossbar topol-
ogy. In addition, a hicrarchical approach to interconnection
has been developed. Another approach uses a combination
of pearcst ncighbor and crossbar interconnections. Logic
partitions are typically hardwired to FPGAs following par-
tition placement.

Statically routed networks can be used whenever com-
munication can be predetermined. Static refers to the fact
that all data movement can be determined and optimized at
compile-time. This mechanism has beea used in scheduling
realHime communication in a multiprocessor environment.
Other related uses of static routing include FPGA-based
systolic arrays and in the very large simulation subsystem
(VLSS), a massively parallel simulation engine which uses

SUMMARY OF THE INVENTION

Existing FPGA-based logic ermlators suffer from limited
inter-chip communication bandwidth, resulting in low gate
utilization (10 to 20 percems). This resource imbalance
increases the mumber of chips needed 10 cmulate a particular
logic design and thereby decreases emunlation speed, because
signals must cross more chip boundaries, and increases
system cost Prior art emulators only use a fraction of
potential communication bandwidth because the prior art
cmulnstors dedicate each FPGA pin (physical wire) to a
single comulated signal (logical wire). These logical wires are
not active simultaneously and are only switched at camla-
tion clock speeds.

10

2

A preferred embodiment of the inveation presents a
compxlanmlednquetoovuwmedcvwepmhxmtmom
using virtal interconnections. This method can be applied
to any topology and FPGA device, although some benefit
substantially more than others. Although a preferred
embodiment of the invention focuses on logic emmlation, the
technique of virtual interconnections is also applicable o
other areas of reconfigurable Jogic.

Virtual interconnections overcome pin limitations by
intelligently maltiplexing each physical wire among mul-
tiple logical wires and pipelining these connections at the
maximum clocking frequency of the FPGA. A virtual inter-
coanection represents a connection from a logical output on
one FPGA to a logical input on another FPGA. Virtual
interconnections not only increase usable bandwidth, but
also relax the absolute limits imposed on gate utilization.
The resulting improvement in bandwidth reduces the need
for global interconnect, allowing effective use of Jow dimen-
sion inter-chip connections (such as nearest-neighbor). In a
preferred embodiment, a “softwire™ compiler utilizes static
routing and relics on minimal hardware support. Virtual
interconmections can increase FPGA gate utilization beyond
80% without a significant slowdown in coulation speed.

In a preferred embodiment of the invention, a FPGA logic
emulation system comprises a plurality of FPGA chips. Each
chip has 2 oumber of pins for communicating signals
the FPGA pins. In addition, a software or hardware compiler
programs cach FPGA chip to emulate a partition of an
emulated circuit with interconmections between partitions of
the emulated circuit being provided through FPGA pins and
interchip connections. A partition of the emulated circuit has
a numbcr of interconnections to other partitions that exceed
the number of pins on the FPGA chip. The chip is pro-
grammed to commaunicate through virtual interconnections
in a time-multiplexed fashioa through the pins.

The FPGA chips may comprisc gatcs that are pro-
grammed 0 serve as a multiplexer for
through the virtual interconnections. Alternatively, the
FPGA chips may comprise hardwire multiplexers that are
seperate from the programmable gates. The pins of the
FPGA chips may be directly connected to pins of other
FPGA chips, where routing of signals between the chips is
through intermediate FPGAs. The FPGA chips may also be
programmed to operate in phases within an emulation clock
within each phase.
division of an cmulated circuit based on interpartition
dependencies.

Data may also be accessed from memory elements exter-
nal to the FPGAs during each phase by multiplexing the data
on the virtnal interconnections.

In a preferred embodiment of the invention, the FPGA
chips comprise an amay of gates, shift registers, and several
multiplexers. The gates are programmable to eamlate a Jogic
circuit. Bach shift register receives plural outputs from the
program gate array and comnmnicaics the outputs throogh a
single pin in a multiplexed fashion. Some fraction of the
gates in an FPGA chip may be programmed to serve as shift
connections.

In 2 preferred embodiment of the invention, a compiler
programs a FPGA logic cmulation system using a means for

ioning &0 Isted logic circuit into itions and
means for programming cach FPGA to emulate a partition of
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an emulated circuit. The partitions are to be programmed
into individual FPGA chips. The compiler produces virtual
interconnections between partitions of the emulated circuit
that correspond lo One Or more common pins with signals
along the virual interconnections being time-nultiplexed
through thc common pin.

The compiler may comprise a dependency analyzer and
means for dividing an emulation clock into phases, the phase
division being a function of partition dependencies and
memory assignments. During the phases, program logic
functions arc performed and signals are transmitted between
the FPGA chips. The compiler may also comprise a router
for programming the FPGA chips to route signals between
chips through intermediate chips. In particular, the routed
signals are virtual interconnections.

Results from compiling two complex designs, the 18K
gatc SPARCLE microprocessor and the 86K gate Alewife
Cache Compiler (A-1000), show that the use of virtual
interconnections decreases FPGA chip count by a factor of
3 for SPARCLE and 10 for the A-1000, assuming a crossbar
interconnect. With virtal interconnections, a two dimea-
sional torus interconnect can be used for only a small
increase in chip count (17 percent for the A-1000 and 0
percent for SPARCLE). Without virtual interconnections,
the cost of a replacing the full crossbar with a torus inter-
connect is over 300 percent for SPARCLE, and virtually
impossible for the A-1000. Emulation speeds are compa-
rable with the no virtual interconnections case, ranging from
2 to 8 MHZ for SPARCLE and 1 to 3 MHZ for the A-1000.
Nﬂﬂnchngnwmbamlmdlhhunmd,hnmham-

proportional to the network diameter; a factor of 2 for
SPARCLE and 6 for the A-1000 on a two dimensional torus.

BRIEF DESCRIPTION OF THE DRAWINGS

The above and other features of the invention, including
various novel details of coostruction and combinations of
parts, will now be more particularly described with reference
to the accompanying drawings and pointed out in the claims.
It will be understood that the particular virtual interconnec-
tion technique embodying the invention is shown by way of
illustration only and not as a limitation of the invention. The
principles and fcatores of this invention may be employed in
varied and pumerous embodiments without departing from
the scope of the invention. |

FIG. 1 is a block diagram of a typical prior art logic
emulation system.

FIG. 2 is a block diagram of a prior art hardwire inter-
connect system between Field Programmable Gate Arrays
(FPGA) 10 of FIG. 1.

FIG. 3 is a block diagram of a virtual intercoanection
imerconnect system between FPGAs 10 of FIG. 1.

FIG. 4 is a graphical representation of an emulation phase
clocking scheme.

FIG. 5 is a flowchart of a preferred software compiler.

FIG. 6 is a block diagram of a preferred shift register or
shift loop architecture.

FIG. 7 is a block diagram of the intermediate hop, single
bit, pipeline stage of FIG. 6.

FIG. 8 is a graph illustrating pin count as a function of

FIG. 9 is a graph illustrating a determination of optimal
peartition size.
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FIG. 10 is a graph illustrating emulation speed vs. pin
count for a torus and a crosshar coafiguration.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS OF THE INVENTION

FIG. 1 is a block diagram of a typical prior arnt logic
emnlation system 5. The performance of the system § is
achieved by partitioning a logic design, described by a
netlist, across an interconnected array of FPGAs 10. This
array is connected 10 a host wockstation 2 which is capable
of downloading design configurations, and is directly wired
into the target system 8 for the logic design. Memory
clements 6 may also be connected to the array of FPGAs 10.
The netlist partition on each FPGA (hereinafler FPGA
partition), configured directly into logic circuitry. can then
be exccuted at hardware speeds.

In existing architectures, shown in FIG. 2, both the logic
configuration and the network connectivity remain fixed for
the duration of the emulation. FIGS. 2 shows an example of
six logical wires 11a—f, 19'a—f allocated to six physical wires
15af. Each emulated gate is mapped 10 onc FPGA equiva-
lent gate and each emulated signal is allocated to one FPGA
pin. Thus, for a partition to be feasible, the partition gate and
pin requirements must be no greater that the available FPFGA
resources. This constraint yields the following possible
scenarios for cach FPGA partition:

1. Gate limited: no unused gates, but some unused pins.

2. Pin limited: no unused pins, but some unused gates.

3. Not limited: unused FPGA pins and gates.

4. Balanced: no unused pins or gates.

For mapping typical circuits omio availablc FPGA
devices, partitions are predominately pin limited; all avail-
able gates cannot be utilized due to a lack of pin resources
to support them. Low utilization of gate resources increases
both the number of FPGAs 10 nceded for emulation and the
time required to emulate a particular design. Pin limits set a
hard upper bound on the maximum usable gate count any
FPGA gate size can provide. This discrepancy will only get
worse as technology scales; trends (and geometry) indicate
that available gaic counts are increasing faster than available
pin coumts.

In a preferred embodiment of the invention, shown in
FIG. 3, virmal interconnections are used to overcome pin
limitations in FPGA-based logic emulators. FIG. 3 shows an
example of six logical wires 11a—f sharing a single physical
wire 15x. The plrysical wire 15x is multiplexed 13 between
two pipelined shifi loops 20, 205, which arc discusscd in
detail below. Pipelining refers to signal streams in a par-
ticular phase and multiplexing refers to signals across
phases. A virtual interconnection a connection
between a logical output 11a on one FPGA 10 and a logical
input 19'a on another FPGA 1¢'. Established via a pipelined,
mallymnedmmnnnnmnetmk,tmcmumlm
connections increase available off-chip communication
bandwidth by mmitiplexing 13 the use of FPGA pin
resources (physical wircs) 15 among multiple cmulation
signals (logical wires).

Virtual interconnections cffectively relax pin limitations.
Although low pin counts may decrease cmulation speed,
there is not a hard pin constraint that must be caforced.
Emutlation speed can be increased if there is a large enough
reduction in system size. The gate overhead of using virtual
interconnections is low, comprising gatcs that are not uti-
lized in the purely hardwired implementation. Furthermore,
the flexibility of virtnal interconnections allows the exmmla-
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tion architecture to be balanced for each logic design appli-
cation.

One (0 one allocation of emulation signals (logical wires)
11, 19 to FPGA pins (physical wires) 15 does not exploit
available off chip bandwidth because emulation clock frc-
quencies are one or two orders of magnitnde lower than the
potential clocking frequency of the FPGA technology, and
all logical wires 11, 19 are not active simnltaneously.

By pipclining and multiplexing physical wires 15, virtual
interconnections are created to increase usable bandwidth.
By clocking physical wires 15 at the maximum frequency of
the FPGA technology, several logical connections can sharc
the same physical resource.

In a Jogic design, cvaluation flows from system inputs to
system oulputs. In a synchronous design with no combina-
torial loops, this flow can be represented as a directed
acyclic graph. Thus, through intelligent dependency analysis
of the underlying logic circuit, logical values between FPGA
partitions need to only be transmitted once. Furthermore,
because circuit communication is inherently static, commn-
nication patterns repeat in a predictablc fashion

In a preferred embodiment of the invention, virtual inter-
conoections are supported with a “softwire” compiler. This
compiler analyzes logic signal dependencies and statically
schedules and routes FPGA communication. These resuks
are then used to construct (in the FPGA technology) a
statically routed nctwork. This hardware coasists of a
sequencer and shift Joops. The sequencer is a distributed
finite state machine. The sequencer establishes virtual con-
nections between FPGAs by strobing logical wires in a
predetermined order into special shift registers 21, the shift
Joops 20. The shift loops 20 scrve as multiplexers 13 and are
described in detail below. Shift loops 20 are then alternatcly
connected to physical wires 15 according to the predeter-
mined schedule established by the sequences.

The usc of virtual interconnections is limited to synchro-
nous logic. Any asynchronous signals must still be “hard-
wired” to dedicated FPGA pins. ‘Ihuhmnonuxmpoed
by the inability to statically desermine dependencics in
asynchronous loops. Purthermore, each combinational loop
(such as a flip-flop) in a synchronous design is completely
contained in a single FPGA partition. For simplicity and
clarity of description, it is assumed that the emmiated logic
has a singic global clock.

In a preferred embodiment of the invention, virtual inter-
connections are implemented in the context of a complete
cmulation software system, independent of target FPGA
device and interconnect topology. While this embodiment
focuses primarily on software, the ultimate goal of the
inventioa is a low-cost, reconfigurable emulation system.

In a preferred embodiment, the signals are routed through
each FPGA. This embodiment avoids the use of a crossbar.
By routing the signals through each FPGA, speed is
increased because there are no long wires connecting the
FPGAs to the crossber.

FIG. 4 graphically represents an emmlation phase clocking
acheme. The emulation clock period S2x is the clock period
of the logic design being emulsted. This clock is broken into
evaluation phases (54a, 545, 54c) to accumulate multiplex-
ing. Mubtiple phases are required because the combinational
logic between flip-flops in the emmlated design may be split
across multiple FPGA partitions and multiplexing of vertical
wires prevents direct pass of all signals through the parti-
tions. The phases permit a single pin to send different logical
signals on every phase. Within a phase 54, evaluation is
accomplished within each partition, and the results are then
communicaied to other FPGA partitions. Although three

6

phases are illustrated per cmulation period, it will be under-
stoodtharrmorkmphasaunbeemployed.

to other FPGA partitions with ppdmed
intermediate hop stages. As illustrated in
pipelines are clocked with a pi clot*“a

mum frequency of the FPGA. After all phases 54 within an

compilation steps. Briefly, these steps include translation
and mapping of the netlist to the target FPGA technology
(mpllO),pmuomnsthenethst(mmlplmthe
partitions into interconnect topology (steps 130, 140), rout
mgnnnner-nodewmmmmmpuha(mpslﬁ.lw),
and finally FPGA-specific automated placement and routing
(APR) (step 170).

The input netlist 105 to be emulated is usually generated
with a hardware iption language or schematic capture
program. This netlit 105 must be translated and mapped
(step 110) to a library of FPGA macros. It is important o
perform this operation before partitioning so that partition
gate counts accuraiely reflect the characteristics of the target
FPGAs. Logic optimization tools can also be used at this
point 10 optimize the netlist for the target architecture
(considering the system as one large FPGA).

After mapping (step 110) the netlist to the target archi-
tecture, the netlist must be partitioned (step 128) into logic
blocks that can fit into the target FPGA. With only hard-
wires, cach partition must have both fewer gates and fewer
pins than the target device. With virtual intcrconnections, the
must be no greater than the target FPGA gate count A
manufactured by INCA, Ioc. This partitionesr performs
to minimize partition pin counts.

Because a combinatorial signal may pass through several
FPGA partitions during an emulated clock cycle, all signals
will not be ready to schedule at the same time. A preferred
cmbodiment solves this problem by only scheduling a
partition output once all the inputs it depends upon are
scheduled (step 130). An output depends on an input if a
change in that input can change the output. To determine
input 10 output dependencies, the logic netlist is analyzed,
backtracing from partition outputs to determine which par-
tition inputs they depend upon. In backtracing, it is assurned
that all cutputs depend on all inputs for gate library parts,
and no outputs depend on any inputs for latch (or register)
library parts. If there are no combinatorial loops that cross
partition boundaries, this analysis produces a directed acy-
clic graph, the signal flow graph (SFC), to be used by the
global router.

Following logic partitioning, individnal FPGA partitions
must be placed into specific FPGAs (step 140). An ideal
placement minimizes system communication, thus requiring
fewer virtual interconnection cycles to transfer information.
A preferred embodiment first makes a random placement
followedbycott-redlmonswaps.andthenflmln'opnnnze
with simulated

During global routing (150), each logical wire is sched-
uled to & phase, and assigned a pipeline time slot (come-
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sponding to onc cycle of the pipeline clock in that phase on
a physical wire). Before scheduling, the criticality of each
logical wire is determined (based on the signal flow graph
produced by dependency analysis). In each phase, the router
first determines the schedulable wires. A wire is schedulable
if all wires it depends upon have been scheduled in previous
phases. The router than uses shortcst path analysis with a
cost function based on pin utilization to route as many
schedulable signals as possible, routing the most critical
signals first. Any schedulable signals which carmot be routed
are delayed to the next phase.

Once routing is completed, appropriately-sized shift loops
and associated logic are added to each partition to complete
the internal FPGA hardware description (step 160). At this
point, there is one netlist for each FPGA. These netlists are
then be processed with the vendor-specific FPGA place and
route software (step 170) to produce configuration bit-
streams (step 195).
Technically, there is no required hardware support for
implementation of virtnal interconnections (unless one con-
siders re-designing an FPGA optimized for virtual wiring).
The necessary “hardware” is compiled directly into configu-
ration for the FPGA device. Thus, any existing FPGA-based
logic emulation system can take advantage of virtual wiring.
Virtnal interconnections can be used 1o store and retrieve
data from memory clements external to the FPGAs by
multiplexing the data on the virtual interconnections during
a phase. There are many possible ways to implement the
hardware support for virtnal intercoonections. A preferred
embodiment coaploys a simple and efficicat implementation.
The additional logic to support virmal interconnections can
be composed catirely of shift loops and a small amount of
phase countrol logic.

FIG. 6 is a block diagram of a preferred shift loop
architecture. A shift loop 20 is a circular, loadable shift
register with enabled shift in and shift out ports. Each shift
register 21 is capable of performing onc or more of the
operations of load, store, shift, drive, or rotaie. The Load
Store operation drives logical inputs from the shift loop. The
Joop. The Drive operation drives a physical output with the
last bit of the shift loop. The Rotate operation rotates bits in
the shift loop. In a preferred embodiment, all outputs loaded
into a shift loop 20 must have the same final destination
FPGA. As described above, a logical output can be strobed
once all corresponding depend inputs have been stored. The
purpose of rotation is to preserve inputs which have reached
their final destination and to eliminate the need for empty
gaps in the pipeline when shift loop lengths do not exactly
match phase cycle counts. In this way, a signal may be
rotated from the shift loop output back to the shift loop input
to wait for an appropriate phase. Note that in this imple-
mentation the store operation cannot be dissbled.

Shift loops 20 can be re-scheduled to perform multiple
output operations. However, because the internal latches
being emulated depend on the logical inputs, inputs need to
be stored until the tick of the enmlation clock.

For networks where multiple hops are required (ic. a
mesh), one bit shift registers 21 that always shift and
sometimes drive are used for intermediate stages. FIG. 7 is
a block diagram of the intermediate hop pipeline stage.
These stages are chained together, one per FPGA hop, to
build a pipeline connecting the output shift loop on the
source FPGA 10 with the input shift loop on the destination
FPGA 10.

The phase control logic is the basic run-time kernel in a
preferred embodiment. This kemel is a sequencer that coo-
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trols the phase enable and strobe-(or load) lines, the pipeline
clock, and the emulation clock. The phase enable lines are
used to enable shift loop to FPGA pin connections. The
phase strobe lines strobe the shift on the correct phases. This
logic is generated with a state machine specificaily opti-
mized for a given phasc specification.

EXPERIMENTAL RESULTS

The system compiler described above was implemented
by developing a dependency analyzer, global placer, global
router, and using the InCA partitiooer. Except for the parti-
tiooer, which can take hours to optimize a complex design,
running times on a2 SPARC 2 workstation were usually 1 10
15 minutes for each stage.

To evaluate the costs and benefits of virtual interconnec-
tions, two complex designs were compiled, SPARCLE and
the A-1000. SPARCLE is an 18K gate SPARC micropro-
cessor enhanced with multiprocessing features. The Alewife
compiler and memory management unit (A-1000) is an 86K
gate cache compiler for the Alewife Multiprocessor, a dis-
tributed shared memory machine being designed at the
Massachusetts Institute of Technology. For target FPGAs,
the Xilinx 3000 and 4000 series (including the new 4000H
series) and the Concurrent Logic Cli6000 series were con-
sidered. This analysis does not include the final FPGA-
specific APR stage; a 50 percent APR mapping efficiency for
both architectures is assumed.

In the following analysis, the FPGA gate costs of virtual
interconnections based on the Concurrent Logic CLI6000
serics FPGA were estimated. The phase control logic was
assumed to be 300 gates (after mapping). Virtual intercon-
nection overhead can be measured in terms of shift loops. In
the C1i6000, 2 bit stage shift register takes 1 of 3136 cells in
the SK gate part (C,=3 mapped gates). Thus, total required
shift register bits for a partition is then equal to the number
of inputs. When romting in a mesh or torus, intermediate
hops cost 1 bit per hop. The gate overhead is then C, xS,
where C, is the cost of a shift register bit, and S is the
number of bits. S is detenmined by the oumber of logical
inputs, V,, and M, the oumber of times a physical wire p is
multiplexed (this takes into account the shift loop tristate
driver and the intcrmediate hop bits). Gate overhead is then
approximately:

Gate, ~CHVATM,).

Storage of logical outputs is not counted because logical
outputs can be overlapped with logical inputs.

Before compiling the two test designs, their communica-
tion requircments were compared to the available FPGA
technologies. For this comparison, each dcsign was parti-
tioned for various gate counts and the pin requirements were
measured. FIG. 8 shows the resulting curves, plotted on a
log-log scale. Note that the partition gate count is scaled to

Both design curves and the technology curves fit Rent’s
Rule, a rule of thumb used for estimating communication
requirement in random logic. Reat's Rule can be stated as:

where pins,, gates, refer to a partition, and pins,, gates,
refer to a sub-partition, and b is constant between 0.4 and
0.7. Table 1 shows the resulting constants. For the technol-
ogy curve, a constant of 0.5 roughly corresponds to the area
versus perimeter for the FPGA die. The lower the constant,
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the more locality there is within the circuit Thus, the A-1000
has more locality than SPARCLE, although it has more total
communication requirements. As FIG. 8 illustrates, both
SPARCLE and the A-1000 will be pin-limited for any choice
of FPGA size. In hardwired designs with pin-limited parti-
tion sizes, usable gate count is determined solely by avail-
able pin resources. For example, a 5000 gaie FPGA with 100
pins can only utilize 1000 SPARCLE gates or 250 A-1000
gates.

TABLE 1
Reat's Rule Parmmoter (shope of Jog-log corve)
FPGA Techaalogy
050

SPARCLE
0.06

A-1000

044

Next, both designs were compiled for a two dimensional
torus and a full crossbar interconnect of 5000 gate, 100 pin
FPGA;SOpammngcﬁumcy Table 2 shows the
resulls for both hard wires and virtual interconnections.
Compiling the A-1000 to a torus, hardwires only, was not
obtained for the hardwired cases agree with

TABLE 2
Nember of 5K Gates, 100 Fin FPG
As Required for Logic Emulation
Virmsal imercomnec-
Hasdwires Only tioas Wires Oaly
Fall 2D Fall

Design 2-D Taros Crossbar Tonss Crossbar
Sparcie >100 31 9 9
(18K gases) (<1%) 3%) (30%) (30%)
A-1000 Not >400 L 2
(36K gases) Practical (<10%) M%) B3%)

Nursber of FPGAs (Average Usable Gate Utikization)
reports in the literature on designs of similar complexity. To
understand the tradeoffs involved, the hardwires pin/gate
curve were plotted against the partition curves for the two
designs (FIG. 9). The intersection of the partition curves and
graph shows bow virtual intercormections add the flexibility
of trading gate resources for pin resources.

Emulation clock cycle time T, is determined by:

1. Communicsation delay per hop, t;

2. Length of longest path in dependency graph L;

3. Towal FPGA gate delay along longest path T, ;

4. Sum of pipeline cycles across all phases, n;

5. Network diameter, D (D=1 for crossbar); and

6. Average network distance, k, (k=1 for crossbar).

The ttal onmber of phases and pipeline cycles in each
phasc arc directly related to physical wire conteation and the
wmmmﬂpahmapasummmmmbuof
partitions. If the emulation is latency dominated, then the
optimal number of phases is L, and the pipeline cycles per
phase should be no greater than D, giving:

w={xD.

If the emulation is bandwidth dominated, then the total
pipeline cycles (summed over all phases) is at least:

A=MAX,{(Vi,/PL,)]

«©

10

where Vi, andPx,mthemxmhcrofvnmalmdphyaul
wuuforFPGApmmmp If there are hot spots in the
network (not possible with a crossbar), the bandwidth domi-
nated delay will be higher. Emulation speeds for SPARCLE
and the A-1000 were both latency dominated.

Based on CLi6000 specifications, it was assumed that
T,_—?.SOnslndt,—mns(buedmaSOhﬂichock).A

used to give a lower and upper bound on emulation speed.
The computation-only delay component is given by:

TaT Hom,
where n=0 for the hardwired case.
The communication-only delay component is given by:
TAom

Table 3 shows the resulting emulation speeds for virtual
and hardwires for the crossber topology. The emmlation
clock range given is based on the sum and minimum of the
two components (lower and upper bounds). When the use of
virtual interconnections allows a design to be partitioned
across fewer FPGAS, L is decreased, decreasing T.. How-
cvcyduthenpdmmwﬂlmm'l‘ » Dy 1 per pipeline

e.

TABLE 3
Esnulation Clock Speed Comparison

Virteal

Hardwire Wire

Only Oaly

SPARCLE Loagent Path 9 hops 6 hops
Computation Only Delay 250 s 30 as
Conxmunication Only Delay 180 ns 120 ns
Esuolstion Clock Raage 23-56 2083

MHZ Mz
A-1000 Lougent Path 2Thops 17 hops
Computation Only Delay 20 = 590 os
Communication Oaly Delay 540m 340 os
Emmiation Clock Ramge 1340 11-29

Mz MHz

In Table 3, the virtual interconnection emulation clock
was determined solely by the length of the longest path; the
communication was limited by latency, not bandwidth. To

emulation clock (based on T,)) was recorded for
crossbar and torus topology. FIG. 10 shows the
the A-1000. Theh:eeofﬂ:emuwhuethe

Bom.mcmmmmnoflhehmcydounnned

the torus; the increase in emulation speed obtained with the
crossbar is Jower if t_ is adjusted accordingly.

With virtual interconnections, neither designs was band-
width limited, but rather limited by its respective critical
paths. As shown in FIG. 16, the A-1000 needs only about 20
pins per FPGA (o run at the maximum emulation frequency.
While this allows thc use of lower pin count (and thus

Critical wires can be hardwired until there is no more surplus
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bandwidth, thus fally utilizing both gate and pin resources.
For designs on the 100 pin FPGAs, bardwiring reduces the
longest critical path from 6 to 3 for SPARCLE and from 17
to 15 for the A-1000.

Virtual interconnections allow maximum utilization of
FPGA gate resources at emulation speeds competitive with
existing hardwired techniques. This techniquc is indcpen-
dent of topology. Virtual interconnections allow the use of
less complex topologics, such as a torus instead of a cross-
bar, in cases where such a topology was not practical
otherwise,

Using timing and/or locality sensitive partitioning with
virtual interconnections has potential for reducing the
required mumber of routing sub-cycles. Commumication
bandwidth can be further increased with pipeline compac-
tion, a techniquc for overlapping the start and end of long
virtoal paths with shorter paths traveling in the same direc-
tion. A more robust implementation of virtual interconnec-
tions replaces the global barrier imposed by routing phases
with a finer granularity of commumnication scheduling, pos-
sible overlapping computation and communication as well.

Using the information gained from dependency analysis,
one can now predict which portions of the design arc active
during which parts of the emulation clock cycle. If the FPGA
device supports fast partial reconfiguration, this information
can be used to implement virtual logic via invocation of
hardware subroutines. An even more ambitious direction is
event-driven emulation—oaly send signals which change,
only activate (configure) logic when it is needed.

EQUIVALENTS
Those skilled in the art will know, or be able to ascertain
using no more than routine i many equiva-

experimentation,
leats to the specific embodiments of the invention described
berein.

These and all other equivalents are intended to be encom-
passed by the following claims.

The invention claimed is:

1. A reconfigurable electronic system comprising:

a plunality of reprogrammable logic modules, each logic
module having a plurality of pins for communicating
signals between logic modules;

inter-module connections between pins of different logic
modules; and

a configurer to configure each logic module 10 define a
partition of a specified target circuit with interconnec-
tions between the partitions of the target circuit being
provided through pins and inter-module connections, 2
partition of the configured target circuit having a oum-
ber of interconnections to other partitions that exceeds
the number of pins on the logic module and the logic
module being configured to communicate through vir-
wal interconnections in a time-multiplexcd fashion
through at least one pin, the inter-module communica-
tions including intcrconnections which extend through
intermediate reconfigurable logic modules.

2. A system as claimed in claim 1 wherein the configurer
configures a logic module to form a multiplexer for com-
municating through virtual interconnections.

3. A system as claimed in claim 1 wherein pins of logic
modules are directly connected to pins of other logic mod-
ules and routing of signals between the logic modules is
through intermediate logic modaules.

4. A system as claimed in claim 1 wherein the logic
modules comprise hardwired multiplexers.

45
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5. A system as claimed in claim 1 wherein the logic
modules are configured to operate in phases within a target
clock period with inter-module commanications being per-
formed within cach phase.

6. A system as claimed in claim § wherein the configurer
optimizes logic module selection and phase division of the
target circuit based on interpartition dependencies.

7. A system as claimed in claim 6 wherein the target clock
period dictates the maximunm rate a which signal lines of the
target circuit change value and wherein each target clock
period comprises a plurality of system clock periods which
dictate the maximum rate at which signals in the electronic
system change value.

8. The sysiem as claimed in claim 7 wherein each system
clock period is scheduled to either perform a computation or
cary a communication signal during a particular target
clock period.

9. The system as claimed in claim 6 wherein a physical
intermodule pin carries a plurality of target system signals
during a target system clock period, cach target system
signal being carried during a sysiem clock period.

10. A system as claimed in claim 1 wherein data is
accessed from memory clements external to the logic mod-
ules.

11. The system as claimed in claim 10 wherein memory
data is multiplexed on virtual interconnections.

12. A system as claimed in claim 1 wherein the logic
modules are Field Programmable Gate Amrays (FPGAs).

13. A sysiem as claimed in claim 1 wherein the sysiem is
an emulation system for emulating the target circuit.

14. A system as claimed in claim 1 wherein each Jogic
module comprises an array of intercomnected programmable
logic cells.

15. A system as claimed in claim 1 wherein cach module
is a single chi

16. A system as claimed in claim 1 wherein logic modules
are configured to include pins dedicated to individual sig-
nals.

17. A system as claimed in claim 16 wherein an individual
signal is on a critical signal path.

18. A system as claimed in claim 16, including asynchro-
nous logic hardwired 10 dedicated pins of the Jogic modules.

19. A system as claimed in claim 16 wherein each
dedicated pin is a surplus pin not configured by the config-
urer as a virtual interconnection.

20. A system as claimed in claim 1 wherein the configurer
cach partition being configured into a respective logic mod-
ule.

21. A system as claimed in claim 20 further comprising a
dependency analyzer and a divider, a target clock period
being divided into phbases during which program logic
functions are performed and signals are transmitted between
the logic modules, the phase division being a function of
partition dependencics and memory assignments.

22. A system as claimed in claim 28 further comprising a
router that configures the logic modules to route signals

23. A system as claimed in claim 1 wherein the configurer
provides pipeline compaction by overapping a first virtual
path with a plurality of second virtual paths traveling in the
same direction.

24_ A system as claimed in claim 1 wherein the configurer
configurcs virtual logic by reconfiguring a portion of the
logic module during periods of inactivity for the portion of
the logic module.

25. A system as claimed in claim 1 wherein the configu-
ration of the logic modules is event driven such that pins
only communicate signals which have changed in valuc.
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26. A logic system as claimed in claim 1 wherein at least
one intermodule logic modulc includes a register come-
spaﬂmgtoangmlbangrmm
27. A compiler for programming a reconfigurable elec-
tronic system comprising:

a partitioner that partitions a target logic circuit into
partitions to be configured into individual logic mod-
ules;

a configurer to configure cach logic module 10 create a
partition of the target circuit with virteal interconnec-
tions between partitions of the target circuit cosre-
spondmgmatleastomconnnonpmwnhngmlnkmg

a router to configure the logic modules to route signals
between logic modules through intermediate logic
modules.

28. A compiler as claimed in claim 27 further comprising
a dependency analyzer and a divider that divides a target
clock period into phases during which program logic func-
tions are performed and signals are transmitted between the
Jogic modules, the phase division being a function of par-
tition dependencies and memory assignments.

29. A compiler as claimed in claim 27 wherein the logic
modules are Field Programmable Gate Amrays (FPGASs).

30. A compiler as claimed in claim 27 wherein the system
is a logic emulation system and the target circuit is being
cmulated by the logic emulation system.

31. A compiler as claimed in claim 27 wherein the
configurer configures intermediate logic modules to form at
least one topology from the group consisting of crossbar,
mesh and toros.

32. A method of compiling a reconfigurable electronic
system, comprising the steps of:

partitioning a target circuit into a plurality of partitions,
cach partition to be configured into an individual Jogic
module having a plurality of pins;

conﬁgunngead:logxcmduletomapuunonofﬂz
target circuit with virmal interconnections between
partitions corresponding to at least one common pin
with signals along the virtnal interconnections being
time-multiplexed through the at least one common pin;
and

5

10

15

configuring the logic modules to route signals between 45

logic modules through intermediate logic modules.
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33. A method as claimed in claim 32 further comprising
the step of dividing a first clock period which dictates the
maximum rate at which signal lines within the target circuit
clnngcvah:mophmdmngwhchm:mlogcﬁmc-
tions are performed and signals are transmitted betwecn
logic modules.
34. A recoafigurable electronic system comprising:
2 plurality of reprogrammabie logic modules, each logic
mdnlctmvmgaphnnmyofpmsfu'comnmmanng

inter-module connections between pins of different logic
modules; and

a configurer to configure each logic module 10 define a
partition of a specified target circuit with interconnec-
tions between the partitions of the target circuit being
provided through pins and inter-module connections, a
partition of the configured target circuit having a pum-
ber of interconnections to other partitions that exceeds
the number of pins on the logic module and the logic
mdulcbungconﬁguredtomnnnncaxethmghvn—
tal interconnections in a nm-mnlnplexed fashion

35. A sysiem as claimed in claim 34 wherein the prede-
termined signal is on a critical signal path.

36. A system as claimed in claim 34, including asynchro-
mlogichatdwiredbduﬁated;imofﬂnelogicmodulu

37. A system as claimed in claim 34 wherein cach
dedicated pin is a surplus pin not configured by the config-
urer as a virtual interconnection.

38 A system as claimed in claim 34 wherein the logic
modules are configured to operate in phases within a target
clock period with inter-module communications being per-
formed within cach phasc.

39. A system as claimed in claim 34 wherein data is
accessed from memory clements external (o the logic mod-
ules.

40. A logic system as claimed in claim 34 wherein the
logic modules are Field Programmable Gate Armrays
(FPGAs).

41. A system as claimed in claim 34 wherein the system
is an emulation system for emulating the target circuit.

42. A system as claimed in claim 34 wherein each module
is a single chip.

s & £ * 2




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page22 of 66

EXHIBIT B




crsestiazrre I e e N M
US005649176A

United States Patent 9 (1) Patent Number: 5,649,176
Selvidge et al. 451 Date of Patent: Jul. 15, 1997
[54] TRANSITION ANALYSIS AND CIRCUIT OTHER PUBLICATIONS
BETTHES METROO ABIIVCE P08 1o .ot e Compensn L3025 1.
[75] Iaventors: Charies W. Selvidge, Charfestown; Primary Examiner—Thomas M. Heckler
Moatthew L. Dahl, Cambridge, both of Arntorney, Agemt, or Firm—Hamiltoa, Brook, Smith &
Mass. Reynolds, P.C.
[73] Assignee: Virtsal Machine Works, Inc., 57 ABSTRACT
Cambxidge, Mass. A method of configuring a confignrable sysiem,
incinding a singlc or mmiti-FPGA is disclosed in
[21] Appl No.: 513,605 which an internal dock signal is defined that has a higher
[22] Filed: Aug. 10, 1995 environment in which it is operating. The frequency can be
[51] |t QL Gee6T 12 dwmmh%ﬂnfo;kﬁeqmtfﬂnm
521 US.CL 395/551; 364489  Inental timing signals. system is configured to
{58} Field of Search 395/551, 500,  Dave a costroller that coordinates operation of its logic
364/488, 489, 490, 491 operation in responase to the internal dock sigaal and envi-
> ronmental timing signals. Specifically, the coatroller is a
finite state machine that provides coatrol signals to sequen-
(56} References Cited tial logic elemeats such as flip-flops. The logic clements are
clocked by the internal clock signal. In the past, ciadation
U.S. PATENT DOCUMENTS or simulation devices, for example, operated in response to
44503560 5/1984 Coamer —— . 3125 timing signals from the environment A new internal cdock
4697241 91987 Lavi 364488 signal, invisible to the eavironmeat, rather than the timing
5180937 171993 Laird etal X276 signals is used to control the internal of the
5420544 3/1995 lshibeshi 3BT devices. Additionally, a specific sct of transformations arc
SARL26 61995 Frischetdd 364438 X  disclosed that ensble the comversion of a digital circait
design with an arbitrary docking methodology into a single
POREIGN PATENT DOCUMENTS clock synchrosous circait.
0453171 A2 101991 PEsxropesn Pw Off. ... GOGP 1004
2130382 371937 United Kingdom ... HO3K 1900 S8 Claims, 14 Drawing Sheets
7 T he. | 218~ T T T T ——— 1
| ~ FSM I;EM <+ veik |
: | a2 430 I
|
: Logic Logic Vgor :
| 420 < 422 <
| —— — Sync i ECLKI
418 )
I ] ECLK2
A Logic Logic |
200 | 429 426 |
l |
I FSM < FSM < :
]
i L |
L _ ]




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page24 of 66

U.S. Patent

Jul. 15, 1997 Sheet 1 of 14 5,649,176
5
2 12 /
\ N
6
— 4
14 Memory s
' 777
r B RN b B
Host Workstation Emulation System Target System
FIG. 1
(Prior Art)
Logic Partition Blocks 22
Netlist 20—~ _ __ _
~ - - - O ~ — ——
7 - NN
N
/ — _130- \
[ [>o— \
\ ‘ 24 / 104 H i
\ D | /
24 /
-~ ) — N S
N ~_ _
|4j

FIG. 2




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page25 of 66

U.S. Patent Jul. 15, 1997 Sheet 2 of 14 5,649,176
Data
/I 10 Clk 22 /IOO
mwae »“b"
D1 Q1
> —‘ —112
120
{
T
L
— FIG. 3
/I24
ubn I
Comb. D2 Q2+
1267 Logic
‘ 116
\|I4

<
9)
=

Environmental
Cik Signal #1

L

_.——.#.—_.—_p_.-—

Environmental
Clk Signal #2

r_J

Vgor —_

—_—_t 3 -} - ——

r L

go2

FIG. 4B




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page26 of 66

5,649,176

Sheet 3 of 14

Jul. 15, 1997

U.S. Patent

2’103

I%123

Vb 9l
e -
. _
1] |
5 WS4 WS |
Pl Npep _ \zep _
— — | 002
LY =T
abon | 21607 L/
> _
pp1z” >oiz _
" 8lb |
s 22p 02v |
21607 607 __
_
T | | = ||
> WS NS fe “
\apiz Lopiz N




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page27 of 66

U.S. Patent Jul. 15, 1997 Sheet 4 of 14 5,649,176

S © 2 °
o
8 | ./ >
N\ }
(@]
0 <
B 1 %
€ N ™
0 u \
. o J}—<
e 2 o 2
= ‘>(h‘—‘ Q &"—'
o [ e o
N w o] = 59(\:3 :
- | o 0 o JHE2 \3 <
° g = O]
/] ~ <2,
o Lo
i
o~
o (8]
¥ A
Y] N




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page28 of 66

U.S. Patent

DATA

Cik

ICik
Vgo

Loadenable
LE1 217

Loadenable
LE2 215

Jul. 15, 1997 Sheet 5 of 14 5,649,176

' 510
“b" v{-

—X

Digital Circuit
Description

610a

610—]

Specification

L Netlist"

——Function Descriptionfelob
—»1/0 Timing Relationships ~610c¢
— Relationships between ~_ 6104

1

Various Timing Signals

612 — Transition

Analysis

614 Value Anaglysis FlG 6

'

616 Sampling Analysis

Y

618 — Timing Resynthesis




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page29 of 66

U.S. Patent Jul. 15, 1997 Sheet 6 of 14 5,649,176
=" B
| 1
IN i D Q : ouT
[ |
ECLK——}——> :
[ |
| 710 |
- d
FIG. TA
T T T T T T T T T I o =
IN—t !:: Q ——i—OUT
| |
| D> |
I \ |
: @— 720 |
[
|
| enable , :
| |_> p FSM |
| - I
ECLK— Sync 1 Clk-Sync I
| Vgo i
T ___ -




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page30 of 66

U.S. Patent Jul. 15, 1997 Sheet 7 of 14 5,649,176
= —————=- -
INO : DI Q L_ouTo
| |
ECLKO— D 8io |
| _-8I2 |
IN1— D2 Q2 I
} P l 84
| D3 Q3}—-1—outt
ECLK1 : > I
|
- - - _
FIG. 8A
r— " =" 1
INO—{—- D1 Q1 i ouTo
I Y | 820
b 822 :
INt : D2 Q2 |
| £ (824 |
' D D3 Q3}+—ouT!
| —E3 :
VClk
Qo |
| Vgoo |
: + CO-Rise CO-fall C1-Rise | |
ECLKO SyncO |
: S CO-Sync FSM '
ECLKI—:———J Syncl (Cl-Sync |
Mg 2




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page31 of 66

U.S. Patent Jul. 15, 1997 Sheet 8 of 14 5,649,176
If_ _________________ 7]
INOﬁ‘ DI Qf : OuTO
CLKO~+—— —910 |
|
| |
9|2 |
| 1
: D2 oz-:—oun
CLKI : > |
|
Lo ]
FIG. 9A
== ———————————n
INO—:— DO QO : ouTO
| EO |
[ > —920 [
| |
| 922 |
| l—_ ] |
| DI QI——O0uTI
I — El :
= *
I D SMO |
ECLKO— Sync -[jo-sync i
|
! goo Cl-Rise |
ECLKll— Sync Ci-Sync FSMI }
| L'Vgo1 ]
L e e

FIG. 9B




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page32 of 66

U.S. Patent Jul. 15, 1997 Sheet 9 of 14 5,649,176
IN D2 Q2 ouT
o2 y—p Qs
gated clock
data
CTL DI. QI
ECLK—L—d —I0I0 FIG. 10A
ECLK | ) ,
gated-
clock A\ [ \
/
1
CTL—JI—— DI Ql |
|
P :
N— I
I
: 02 Q2—+out
| 1020 E2 |
I etk L 1018 :
| ] |
| CO-Fall CO-Rise '
|
I P Sync - CO-Sync FSM :
ECLK——— qoj |
| Y/
U i

FIG. 10C




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page33 of 66

U.S. Patent Jul. 15, 1997 Sheet 10 of 14 5,649,176
DT Ql D2 Q2 ECLK/4
ECLK 1o gated-clock —
FIG. 11A

o<‘r r— = —II j |
; : D2 Q2
D1 Qi ||_24>——__)—E2
| —q |
El | | —b 128
22 | Rising |
________ | Edge I
r g
—{orR aR p) | Detector | ]
= ER Replicol
b 1120
L _ _ |
VCLIK\ >Pre-Cl_K-Rise CLK-Rise
FSM
p Sync CLK-Sync
ECLK |

Vgo

FIG. 11B




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page34 of 66

U.S. Patent Jul. 15, 1997 Sheet 11 of 14 5,649,176
1210 1212
D Q D @
G : P
D Q D Q
d6 i
4
N 121 - L1216
FIG. 12
MUX
/1310 Y
—m Q- D Q !
ezl 1214
——dG G 1312
. ~ e
FIG. 13
1410 1414
IN—D  Q}——ouT IN D Q}l—ouT
Negative
CLK—dG CLK D
1412

FIG. 14A FIG. 14B




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page35 of 66

U.S. Patent Jul. 15, 1997 Sheet 12 of 14 5,649,176
T T Tt T T 1
IN— D Q | out

| E I
| 1510 |
| 2 -
| |
| |
| |
| >Pre-CLK-Rise CLK-Rise :
: 3 FSM l

CLK— | Sync Clk- Sync :
- 4

FIG. 15
1601

==

r
FIG. 16A
1602—,
Q DO
G VClk

| 1

X2 D_DZ—L— Y2

FIG. 16B




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page36 of 66

U.S. Patent Jul 15, 1997 Sheet 13 of 14 5,649,176
1712 1710
1710 _ J/
—iS Q—
- _ N

—4rR Ql—

\ _ v

FIG. 17A
1710 1712
/ /

1 >
r————-= n 714 |
Ao TP ¢
L|— -l-l7l—6— — === 712

[F .
FIG. 17B
R : R
) Vil .
o—° 9] FIG. 18A o—L ) T
CLK— ) .
rR—p q 1810
r——- E
[ —l I?OB Técslng?on
D Q— Cik-Rise
—1—& FSM

vek  FIG. 18B FIG. 18C




Caseb:01-cv-21079-JW Document20 Filed01/09/02 Page37 of 66

U.S. Patent Jul 15, 1997 Sheet 14 of 14 5,649,176

Digitat Circuit

Transition analysis

Timing resynthesis — 1610

Resynthesized
Circuit Netlist >
1611

y

Functional
Simulations [ 612

R

Partitioner }— 1613

Dependency

Analyzer [~ 1614

Global Placer [~ 1616

|

Global Router and | - 1618
Pipeline Scheduler

| 4

Route Embedder and
Virtual Wires 1620
Synthesizer

FGPA-Specific APR 1622

!

FPGA Configuration
Data, 1624

FIG. 19




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page38 of 66

5,649,176

1

TRANSITION ANALYSIS AND CIRCUIT
RESYNTHESIS METHOD AND DEVICE FOR
DIGITAL CIRCUIT MODELING

BACKGROUND OF THE INVENTION

Configurable logic devices are a general class of elec-
tronic devices that car be easily coafigured to perform a
desired logic operation or calcolation. One example is Mask
Programmed Gstc Amays (MPGA). These devices offer
deasity and perfarmance. Poor tam around time compled
ubiquitous use. Reconfigursble logic devices ar program-
mable Jogic devices (such as Ficld Programmable Gate
Arrays (FPGA)) offer lower levels of integration but are
reconfigurable, ic., the same device may be programmed
many times to perform different logic operations. Most
importantly, the devices can be programmed to create gate
array prototypes instantancously, allowing complete
dynamic recoafigurability, something that MPGAs can not
provide.

System designcrs commonly use reconfigurable logic
devices such as FPGAs to test logic designs prior to manu-
factore or fabrication in an cffort to expose design flaws.
Usually, these tests take the form of emmlations in which a
recoafigurable logic devices models the Jogic design, such
as a microprocessar, in arder to confirm the proper operatioa
of the logic design along with possibly its compatibility with
aa eavironment or system in which it is inteaded to operate.

In the case of tcsting a proposed microprooessar logic
design, a netlist describing the internal architecture of the
microprocessar is compiled and thea loaded into a particular
recoafigurable logic device by some type of cosfiguring
device such as a host workstation. If the recoafigurable logic
device is a single or array of FPGAS, the loading step is as
casy as down-loading a file describing the compiled nethist
0 the FPGASs using the host workstation or other computer.
The coafigurable logic device is thea tested in
the caviroumeat of a motherboard by confirming that its
Tesponse 10 inputs agrees with the design criteria,

Abkternatively, recomfigurable logic devices also find appli-
cation as hardware accelerators for simulators. Rather than
testing a logic design by programming a recoafignrable
device to “bechave” as the logic device in the intended
elmfu'lhe

logic device
pafomns gate evaluations for portions of the model in order
to relieve the workstation of this task and thereby decreases
the time required for the simuiation.

Receatty, most of the sttention in complex logic desiga
modcling has been directed toward FPGAs. The lower
integration of the FPGAs has beea overcome by farming
beterogeacous actworks of special purpose FPGA proces-
sors connected to exchange sigaals via some type of inter-
coanect. The actwark of the FPGAs is heterogeacoss aot
necessarily in the sensc that it is composed of an aray of
differeat devices bat that the devices have beea individually

to cooperatively execute differeat sectioms, ar
m&umnbgcdedp.mmwy
oa static routiag at compile-time to argasize the propagatioa
of Jogic signals through the FPGA sctwork. Static refers to
the fact that all data or logic signal movement can be

When a logic desigu inteaded for cveatnal MPGA fabri-
cation is mapped 0 an FPGA, hold time errors are a problem
that can srisc, pesticuladly in these complex configurable

)

what ad hoc. Delay is added om the path of the combinational
signals to match the timing signal delays. This added delay,
however, comes at its own cost. First, the operational speed
of the design mmst now take into account this aew delay.
Also, new hold time problems can now arisc becanse of the
chaaged clock speed. In shart, hold time problems are both
difficult to ideatify and thea difficult to rectify.

Other problems arise when a logic design inteaded for
ultimate MPGA fabrication, for cxample, is realized in
FPGAs. Latches, for instance, are oficn implemcated ia
MPGAs. FPGA, however, do »ot offer a comespoading
clement.

SUMMARY OF THE INVENTION

The prescat inveation sccks to overcame the hold time
lx.oblun.byimpocinganewdn'-gdbd;ﬁmonagivu
digital circuit design throwgh a resynthesis process that
yicids a new but equivaleat circuit. The resynthesis process
also transfarms logic devices and timing stroctures to those
that are better suited to FPGA implementation. This new
timing discipline is insensitive 10 unpredictable delays in the
logic devices and climinates hold time problems. It also
allows efficieat implementation of latches, maltiple docks,
and gated docks. By means of the resyathesis, the equiva-
lent circuit relies on a acw higher frequency isternal dock
(or virtnal dock) that is distributed with minimal skew. The
internal clock signal coatrols the docking of all or substan-
tially all the starage clemeuts, c.g. flip-flops, i the equiva-
lent circuit, in cffect discretizing time and space into man-
ageable pieces. The user’s clocks are treated in the same
manner as user data sigaals.

In costrast with comventional approaches, the prescat
invention does not aliow continnous inter-FPGA signal flow.
Instcad, all signal flow is synchronized to the intcrnal dock
so that signals flow between flip-flops through intermediate
FPGAs in discretc hops. The internal clock provides a time

65 base for the circuit’s operation.

In general, according 10 ome aspect, the invention features
a method of confignring a coafigarable or programmable
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the logic in response to the intermal clock signal and the
cavironmental tining signals. In the past, whilc cmulatioa or
simmistion devices, for example, operated in response o
timing signals from the cavironment, a new internal dock
mmwmwmmuedmwd

much like other data signals from the caviroamcat. This
synchronizer feeds the resulting sampled eavironmental
dock signals to a finitc state machine, which geacrates
control sigaals. The Jogic operations are then coordinated by
wlnnmdmaemm:@kmseqnundlogcdo-

hmduﬁl.ﬂnbgiem:omﬁgtedmhavcbom
combinational logic, e.g. logic gates, and sequential logic,
e.g. flip-flops, to perform the logic operations. The costrol

signals function as load emable signals to the sequential
logic. The internal clock signal is received at the dock
terminals of that Jogic. like the crigimal digital circuit

Just

each sequeatial logic eleroeat operates in respoase to
the envirommental timing signals. Now, however, these
timiag sigaal coatrol the load eaable of the clements, not the
dochng,ltnl:eimuldo&mallhnmwdochﬁe
clemeats. As a result, the resyathesized circuit operates
synchrosously with a single clock signal regardless of the
docking scheme of the original digital circuit.

In gesenal, according to no(hernped, lxe m

%

load enable sigaals are sometimes also gencrated from a
logic combination of finite state machine signals and Jogic
gates.

In other embodiments, 1atches in the digital circuit design,
which were gated by the eavironmenta] timing signals, are
resynthesized %0 be flip-flops or latches in futore FPGA
designs ia the new circuit that are clocked by the new
internal or virtual clock signal. These sew flip-flops are load
enabled in response to the eavironmental timing signals.

In general, according to still another aspect, the inveation
mammhmmmwm

architecture of the configurable device includes logic far

3

4
gencratiag the output signals in response to the cavironmen-
tal data signals and a controller, specifically a finite state
machine, far coordinating operatioa of the logic in response
to the internal clock sigmal and the eavironmental timing
signal.

Specifically, the logic inclades sequential and combina-
tional Jogic clements. The sequeatial logic elements are
clocked by the internal clock sigaal and load easbled in
response to the eaviroumental timing signals.

The above aad other features of the inveation inciuding
various novel details of comstruction and combinations of
paxts, and other advantages, will now be more particularly
described with reference to the accompanyiag drawings asd
pointed out in the claims. It will be understood that the
particular method and device embodyiag the inveation. is
shown by way of illnstration and not as a limitation of the
inveation. The principles and features of this inveation may
be ecmployed in various and sumerous erobodimeats withoot
the deperting from the scope of the inveation.

BRIEF DESCRIPTION OF THE DRAWINGS

Ia the accompanying drawings, like reference characters
refer to the same parts throughout the different views. The
drawings arc ot necessarily to scale and in some cases have
been simplified. Bmphasis is instead placed upon illustrating
the principles of the inveation. Of the drawings.

FKQ. 1 is a schematic diagram showing a prior art emn-
lation system and its interaction with an eavironmeat and a
host workstation;

FIG. 2 shows a method for impressiag a logic desiga oa
the comlstion system;

FIG. 3 is a schematic diagram of a coafigurable logic
system that comprises four coafignrable logic devices—a
partion of the internal logic structare of these devices has
beea shown to illustrate the origins of hold time vialations;

FIG. 4A is a scheroatic diagram of the logic system of the
preseat iaveation showing the internal organization of the
configurable logic devices and the global control of the logic
devices by the internal or virtual dock;

FIG. 4B is a timing diagram showing the timing relation-
ships between the internal or virtoal dock sigaal, eaviron-
logic systern;

FIG. 5SA is a schematic diagram of a logic system of the
present inveation that comprises four coafigurable logic
devices, the internal stracture of these devices is the fanoc-
tional equivalest of the structure shown in FIG. 3 except that
the circuit has beea resynthesized according to the principles
of the present invention;

FIG. SB is a diagram showing the timing relstionship
betweea the signals geaerated in the device of FIG. SA;

FIG. € illnstrates a method by which a digital circuit
description having an arbitrary clocking methodology is
resymthesized into a functiomally equivalent circuit that is
syachronous with a single imternal clock;

FIGS. 7A aad 7B illustrate a timing resynthesis circuit
trapsfonmation in which an edge-triggered flip-flop is coo-
verted into a Joad-cmable type flip-flop;

FIGS. 8A and 8B illustrate a timing resynthesis circuit
transformatios in which a pherality of edge triggered flip-
flops clocked by two phase-locked clock signals are com-
verted into load enabic flip-flops that are synchronous with
the internal clock signel;

FIGS. %A and 9B illustrate a timing resynthesis circuit
transformation in which two cdge triggered flip-flops
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clocked by two arbitrary clock signals are transformed into
load emabled flip-flops that operate synchromously with the
internal clock signal;

FIGS. 10A, 108, mdl(:ilmstrm:umngruym
circuit transformation in which two edge-triggered flip-
flops, cae of which is dlocked by a gated clock, are trans-
formed into two load-enable flip-flops that operate synchro-
nously with the intemal clock signal, FIG. 14B is a timiag

FIG. 11A and 1B ilinstrate a timing resynathesis circuit
transformation in which s complex gated dock structure,
with a second flip-flop being docked by a gated clock, is
oonverted into a circuit containing theee flip-flops and an
edge detector, all of the flip-flops operating off of the internal
dock signal in the new circuit;

FIG. 12 illustrates circuit transformatioas in which gated
latches are comverted imto edge-triggered flip-flops on the
assamption that the latches arc never sampled when opea,
ie., lstch owtput is mot registered isto another storage
clement whes they are open;

FIG. 13 illnstrates a timing resynthesis circuit transfor-
mation in which a gated latch is coaverted into an edge-
triggered flip-flop and a mnitiplexar;

FIGS. 14A and 14B illustrate a timing is circuit
transformation in which a latch is comverted to an edge-
triggered flip-flop with a megative delay at the clock input
tenminal to avaid glitches;

FIG. 15 illustrates 2 timing resymthesis circuit transfor-
mation of the negative delay flip-fiop of FIG. 14B into a
flip-fiop that operates synchromously with the internal dock
sigmal;

FIGS. 16A and 16B illustatc a timing resythesis circuit
transformation in which a flip-flop is inserted in a combi-
patiosal loop 10 reader the cirauit syschronous with the
virtoal clock;

FIGS. 17A and 17B illustrate a timing resynthesis circait
transformation in which aa RS flip-flop is tansformed into
a device that is syachronous with the virteal clock;

FIG. 18A, 188, and 18C illustraste a timing resynthesis
circuit transformation for hasdling asynchroacus preset and
clears of state clements; and

FIG. 19 illnstrates the steps pesformed by a compiler that
FPGA configaration data that is loaded inso the logic system
0.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

Tarning now to the dawings, FIG. 1 is a schematic
diagram showing an emulation system S of the prior art. The
cmulation system 5 operates in an caviroameat such as a
target system 4 from which it receives eaviroamental timing
sigaals and caviroameatal data signals and respoasive to
these signals geacrates output data sigaals to the caviroa-
meat. A confignring device 2 such as a host workstation is
provided to load comfiguration data imto the emulatiom
system S.

'l'he cmlation system 5 is usmlly comstructed from

by the configurable logic devices 12 through the intercon-
pect 14

The host workstation 2 doweloads the configuration data
that will dictste the intermal configaration of the logic

10

435

55

6

devices 12. The configuration data is compiled from a digital
circuit description that includes the desired manner in which
the emnlation system S is inteaded to interact with the
cavironment or target system 4. Typically, the target system
4 is a larger electronic system for which some component
such as a microprocessor is being designed. The description
applics to this microprocessar and the emulation system S
loaded with the configuration data cosfirms compatibility
betweea the microprocessor design aad the target system 4.
Alternatively, the target system 4 can be a device for which
the logic system satisfies some processing requirements.
Farther, the emulation systema S can be used for simmlations
in a software ar FPGA based logic simulation.

FIG. 2 ilinstrates how the logic design is distributed
among the logic devices 12 of the logic system 5. A petlist
28 describing the logic connectivity of the logic design is
separated into logic partition blocks 22. The complexity of
the blocks 22 is meni 80 that each can be realized in
a single FPGA chip 12. The logic sigaal comnections that
mast teidge the pastition blocks 24, giobal links, are pro-
vided by the imtercommect 14 Obvicusly, the exemplary
nctlist 20 has beea substantially simplified for the purposes
of this iliustration.

FIG. 3 illustrates the origins of hold time problems in
conveational logic designs. The description is preseated in
the specific context of a configurable system 108, such as an
emulation system, comprising four configurable logic
devices 110-116, such as FPGAs, which arc interconnected
via a crossbar 120 istercoanect. A portion of the imtcrnal
logic of these devices is shown to illnstrate the distribution
of a gated clock and the potential probiems from the delay
of the clock.

The secoad logic device 112 has been programmed with
a pertition of the inteaded logic design that inciundes an
edge-triggered D-type flip-fiop 122. This fip-flop 122
receives a data sigaal DATA at an isput termisal D1 and is
clocked by a dock signal CLK, both of which are from the
enviroament in which the system 100 is inteaded to operate.
The output terminal Q1 of the first flip-flop is conmected to
a second flip-flop 124 in the fourth logic device 116 through
the crossbar 128. This second flip-flop 124 is also clocked by
the dock signal, albeit a gated version that reaches the
second flip-flop 124 through the crossbar 128, through
combinatioaal logic 126 oa a third coafigurable logic device
114 and throogh the crossbar 120 a scooad time befare it
reaches the clock input of the seccad flip-flop 124.

Ideally, the rising edge of the clock signal should arrive at
both the first flip-flop 122 and the sccond flip-fiop 124 at

isely the same time. As a result of this operation, the
logic value “b" held at the output terminal Q1 of the first
flip-fiop 122 and appearing at the input terminal D2 of the
secoad fiip-fiop 124 will be latched to the output terminal Q2
of the sccond flip-flop 124 as the data input is latched by
flip-flop 122. The outpst terminals Q1 and Q2 of the
flip-fiops 122, 124 will sow hold the new output values “a”
and “b”. This operation represeats cogrect symchromous
behaviar

The mare realistic scenario, especially when gated clocks
arc used, is that the clock signal CLK will not reach both of
mwmmmnuwmwmmm

realistic assumption is valid in the illostrated
example in which the clock signal CLK mmust pass through
the comsbinational logic 126 oa the third coafigurahle logic
device 114 befare it reaches the secoad flip-flop 124 om the
fourth coafigumable logic device 116. I this cxample,
assume the clock signal CLK reaches the first flip-flop 122
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in the second logic device 112 and clocks the
value at that flip-flop’s input terminal D1 to the output QL
At some point, the output Q1 of the first flip-flop is now
holding the new valoe “a” and this mew value begins to
propagate toward the input D2 of the second flip-flop 124
The rising edge of the clock sigaal CLK has not propagated

1o the sccond flip-fiop 124 oa the fourth configurable logic
device 116, however. Instead, a mace of sorts is established

betweea the rising edge of the clock signal CLK and the new
valne “a” to the second flip-flop 124. K the new value “a”
reaches the input terminal D2 of the second before
the rising edge of the clock sigaal CLK, the old value ‘b
will be over-written. This is incomect bebavior since the
informatioa contained in “b” is lost. For comrect operation of
the circuit, it was required that signal “b™ at the input
terminal D2 of the secoad flip-flop 124 be held valid for a
brief period of time after the arrival of the clock edge to
satisfy a hold time requiremnent. Unfortunately, unpredict-
able routing and logic delsys postpoac the dock edge
beyond the validity period for the input signal “b”.

In cavironmeats where delays can not be predicted
precisely, bold time vialatioas are a serious probiera that can
not be rectified merely by stretching the leagth of the dock
pmod.OM.ﬂu'euaneedfcuufulddayumngm
traditional systems, cither mamually or sutomatically, in
which apalog delays are added to signal paths in the logic.
The delays usnally require further decreases in the opera-
tional speed of the target system. This the periods
of the eaviroameatal timing signals and gives the emnlation
system mare time to perform the logic calculatioas. These
changes, however, create their own timing problems, and
further erode the overall speed, ease-of-use, and predictabil-
ity of the systcm.

FIG. 4A is a schematic diagram showing the intermal
architectwre of the logic system 200 which has been coa-
figured accordiag %o the principles of the preseat invention.
This logic system 2600 compriscs a plurality of coafigurable
logic devices 2140-214d. This, however, is not a strict
nccessity for the inveation. Instead, the logic system 200
could also be comstructed from a single logic device or
alternatively from more than the four logic devices actmally
shown. The logic devices are showna as being coanected by
a Manhattan style isterconnect 418. Again, the interconmect
is noa-critical, modificd Manhattan-style, crossbars or hier-
archial intercoanccts are other possible and cquivalent alter-
natives.

The internal logic architecture of each coafigurable logic
device 2Ma-214d compriscs a finite state machine 428-434
and logic 420-426. An intermal or virtual clock VCIk gen-
cratcs an intcrnal or virtaal clock sigaal that is distributed
through the istercommect 418 to cach logic device
2145-214d, aad specifically, the logic 420-426 and finite
state machines 428434, Generally, the logic 428-426 per-
forms the logic oparations and state transitions associsted
with the logic desiga that was developed from the digital
munmmnmmmwm
trol the sequential operatioas of the logic in response to the
signal from the virtual clock VCk

The logic systesn 200 operates syachromously with the
single internal clock sigeal VCIk Therefare, 2 first synchro-
nizer SYNC1 and a second synchronizer SYNC2 are pro-
vided to cssentially gencrate synchronous versions of timing
signals from the eavirooment. In the illustrated example,
mmwmmmmm

y. The syachronizers SYNC1 and SYNC2 also
reccive the internal cdlock signal VCOk. Each of the synchro-
nizers SYNC1 and SYNC2 generates a synchroaizing con-

10

40

upon the next traasition of the internal clock VCIk. Thas,
these control signals are syachronous with the imternal

virwmal clock, ie., the cycle time or period of the virtnal
dock, should be smaller than the time difference between

In the example, the caviroameatal clocks BEClk1 and
BCIX2 are rising

in duration. The transitions occur after the rising edges of the
eavironmental docks BCIk1 aad BCI2, wpoa the next ar a
Iater rising edge of the intermal clock. For exampie, the
seoond synchromizing signal V,,, is active in response to the
receipt of the second caviroamental clock signal BClk2
upon the next rising edge of the interaal clock VOk
Returning to FIG. 4A, in typical simulatios or eamlation
configurshie systems and the preseat inveation, logic of the
coafigurable devices inciude a namber of intercomnected
combinational componcnts that perform the boolcan func-
tions dictated by the digital circuit design. An example of
such componeats are Jogic gates. Other logic is configured
as sequential componests. Sequeatial compoacnts have an
output that is a function of the input and state and arc
clocked by a timing signal. An cxample of such sequential
compoacats would be a flip-fiop. In the typical configarable
Mtcwmomﬂdocknaﬂsnpwﬂedbte
logic in cach configurable logic device to coatrol
componeats ia the Jogic. This architecture is a product of the
were also clocked by these timing sigaals. The preseat
investion, however, is configured 3o that each one of these
sequential components in the logic sections 420-426 is
clocked by the internal ar virtoal clock signal VCIk. This
costrol is schematically shown by the distribution of the
internal dock signal VCIk to cach of the logic sectioms
420-426 of the configurable devices 410-416. As described
below, the intemmal dock is the sole clock applied to the
sequential componeats in the logic sections 420426 aad
this dock is preferably mever gated.
clock sigaal VCIk snd also the syachronizing signals Vo,
V 0 from the syachrosizers SYNC1 and SYNC2. The finite
state machines 428-434 of cach of the coafignrable logic
devices 410-416 geacrate costrol signals to the logic sec-
tions 420-426. These siguals control the operatioa of the
sequential logic componeats. Usually, the coatrol signals ave
received at load enable terminals. As a result, the inhereat
mmmdummmmum
The sequential componeats of the logic are operated
nmspometoenvnomnlﬁmngdgnﬂsbymtflw
fact that loadiag occurs in resposse to the symchroaized

_ versioas of the timing sigmals, i.e. Vg, Ve Synchromous

operatioa is imposed, however, since the sequeatial cosapo-
neats are actually clocked by the singie internal clock signal
VCIk throughowt the logic system 200. In coatrast, the
typical simulation ar emulation coafignrable systemns would
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dock the sequential components with the same eavironmen-
tal dock signals as ia the original digital circuit description.

R should be noted that scparate fimite state machines are
not required for each configurable logic device.
Alteraatively, a single finite statc machine having the com-
bined functionality of finite state machines 428-434 could
be For example, one configurable device
could be catirely dedicated to this combined finitc state
machine. Geaenally, however, at least one finite state
machine on cach device chip is preferred. The high cost of
intercannect bandwidth compared to oa-chip bandwidth
makes it desirable to distribute only the synchronizing
signals Vo, Voo t0 each chip, and generate the mmitiple
control signals oa-chip to preserve the intercomnect for other
signal transmission.

FIG. SA shows a portion of a logic circuit that has beea
programmed into the logic system 200 according to the
present inventioa. This logic circuit is a resyathesized ver-
sioa of the logic circuit shown ia FIG. 3. That is, the logic
circuit of FKG. SA and of FIG. 3 have maay of the same
fiip-fiop 122 has an output terminal Q1 which connects 1o
the input terminal D2 of flip-fiop 124. Parther, the combi-
national logic 126 is found in both circuits.

The logic circuit of FIG. SA differs from FIG. 3 first in
that each of the flip-flops 122 and 124 arc load-caable type
flip-fiops and clocked by a single intermal dock VCIk. Also,
the environmental dock signal CIk is not distributed per se
to bath of the flip-flops 122 and 124 as in the circuit of FIG.
3. Instead, a synchronized version of the clock signal V,, is
distributed to a finite state machinc 430 of the sccond
configurable logic device 214b and is also distributed to a
finite statc machinc 434 of the fourth cosfignmable logic
device 214d. The finite state machine 430 thea provides a
control signal to a load enable terminal LE1 of flip-flop 122
and finite state machine 434 provides a coatrol signal to the
load enable terminal LE2 of flip-flop 124 through the
combinatiogal logic 126.

FIG. 5B is a timing diagram showing the timing of the
signals in the circuit of FIG. SA. That is, at time 516, new
data is provided at the inpot terminal D1 of flip-flop 522
Thea, at some later time, 512, the clock signal CIk is
provided to casble the flip-fiop 122 to clock in this new data.
The second flip-flop 124 is also intended to respond to the
eavironmental dock signal (lk by caparring the previous
output of flip-flop 122 before that flip-flop is wpdated with
the pew data. Recall that the problem in the Jogic circuit of
FIG. 3 was that the clock sigaal to the second flip-flop 124
was gated by the combinational logic 126 which delayed
that dock sigmal beyond time at which the output “b” from
the outpot terminal Q1 of the flip-flop 122 was valid. In the
present imvention, the caviroamental clock sigoal Xk is
received at the synchromizer SYNC. This syachronizer also
receives the virmal dock sigeal VOK The output of the
synchromizer Vo, is csscatially the versioa of the eaviron-
meatal dock sigaal that is synchronized t the intermal dock
sigal. Specifically, the new signal V o, has rising and faBing
edges that correspond to the rising edges of the intermal
dock signal VOk.
designed to control the flip-flops in the respective config-
urable logic 214b and 214d to function as required for
comrect symchronoms operation. Specifically, ﬁm state
machine 434 generates a comtral signal
gates through the combinational logic 126 to the load caable
terminal LE2 of the flip-fiop 124. This propagation of

10

« timi

6s

10
control signal 215 from finite statc machine, through com-
binational logic 126, to LE2 occurs ia a single virtual clock
cyde. The geaenation of costrol sigeal 215 precedes the
geaeration of costrol sigeal 217 by the finite state machine
438 by a time of two periods (for example) of the internal
clock VCik. This two cycle difference, 514, assumes that
flip-flop 124 is caabled before flip-flop 122 is cnabled,
thereby latching “b™, and thus providing cogrect operatios.
As a result, both flipflop 122 and flip-flop 124 arc load
easbled in a sequeace that guarantees that a now value in
ftip-flop 122 does not reach flip-flop 124 before flip-fiop 124
is ensbled. In fact, if the compiler has scheduled ‘D™ to
arrive & D2 oe some cycle, x, later than 217, thea the
compiler can canse control signal 218 to be available on that
cydle x, or later. In the above instance, the carrect circuit
scmantics is presarved cven though coofrol sigmal 218
amxives after control signal 217. The key is that 215 must
eaable fiip-fiop 124 in a virtual cycle in which “b” is at D2

Purther, the precise control of storage elemnents afforded
by the present inveation allows sct up and hold times into the
target system to be dictated. In FIG. SA, outpat Q2 of
flip-flop 124 is linked to a target system via a third flip-flop
148. The flip-fiop 149 is load ensbled under the coatrol of
finite state machine 434 and clocked by the virtoal clock.
Thans, by properiy coastructing this finite state machine 434,
the time for which flip-fiop 148 holds a valuc at terminal Q3
is coatrallable to the temporal resolutioa of & cyde or period
of the virtual clock signal.

This aspect of the invention easbles the user to test best
case aad worst case situations for sigaal transmission to the
target system and thereby ensure that the target system
properly captures these signals. In a similar vein, this coatrol
also allows the user %0 control the precise time of sampling
@mmmmmmmm

FIG. 6 illustrates a method by which a digital circuit
design with an arbitrary clocking methodology and state
clemeats is transformed imto a aew circuit that is syschro-
aous with the imternal clock signal but is a fuactional
of the aew circuit are exclusively edge triggered flip-flops.

The first step is specification 610. This is a process by
which the digital circoit desiga aloag with all of the inhereat
methodology iaformation required to precisely define
the circuit functiomslity is identified. This isformation is
expressed in foor pieces, a first piece of which is the

circuit petlist 610a. This the compoacats
from which the digital circuit is constructed and the precise
intercoanectivity of the composcats.

The second part 6105 of the specificationa step 614 is the
gencration of a fusctional description of each component in
the digital circuit at the logic level. For combimatorial
compooests, this is a specification of each output as a
booleaa function of onc or mare inputs. For example, the
specification of a three inpet OR gate—inputs A, B, aand C
and an output O—is O=A+B+C. For scqueatial compoacnts,
this eatails the specification of outputs as a booleas function
of the inputs and state. The specification of the new state as
a boolean fanctioa of the inputs and state is also required for
the sequeatial compoacats aloag with the specification of
whea state transitioas occur as a fuaction of cither boolcaa
inputs or directed input transitions. A directed input transi-
tio-hnﬂnngcﬁlngedgedanmpmnml.mﬂya
timing signal from the esvirommest in which the logic
system 200 is inteaded 0 ultimately fonction. For cxample,
the specification of a rising edge-triggered flip-flop—inputs
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D, CLK, of output Q, and state S— is Q=S, S=D, and statc
transition whea CLK rises.

if there is a

transition of one of the signals imparts no information as to
occurreace of a transitioa in the other signal.
nshouldbetwogﬁzedumwkaundﬁve

The ardering of the edges of timing signals within each
domnain arc also specified. For example, first CLK1 rises,
then CLK2 rises, then CLK2 falls aad thea CLK1 falls.

A transition analysis step 612, value analysis step 614,
and sampling analysis step 616 are used to determine when,

the inputs to the logic system
umt«mmdaﬁwAm
algorithm is used, in which output values of a given com-
poneat are recomaputed any time an imput chasges. If the
outputs in ture chasge, this information is propagated to all
the placcs the output conmects, siace these represent more
inputs which have changed. The process continues uatil o
further changes occar.

A secoad relaxation process, similar to that far transition
and value analysis, is used in the sampling step 616. Sam-
pling information reflects the fact that at some point in time,
the value carried on a wire may be sampled by a state
clement, cither within the logic system 200 or by the
euvimnmt.'l‘imgmfammfa‘odpmdlnmalsm

process. i
has occurred, it is possible to characterize whea all internal
state clemeats potestially make transitions and thus whea
Mymmmmuammu

boundary isformation and propagates changes mntil no fur-
ther changes occar.

At the termination of transitioa 612 and sampling 616
steps it is possible to characterize precisely which timing
cdges can result in ransitions and/or sampling for cach wire

carry knowledge about their precise values during some or
md&cdkawﬁnzmgammm-cm
to oaly be able to make one form of directed tramsition,
cither rising or falling, at some pasticular discrete time point.
This information is reicvant to understanding the behavior of
edge-triggered state clements.

The final resynthesis step 618 involves the application of
a smmber of circuit transformatioas to the original digital
circuit design which have a oomber of cffects. First, the
internal clock VCIk is introdnced into the logic design 200
of the digital circuit. The internal dock signal is the main
clock of the logic system 200. Further, in effect, all of the
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The iaformation developed im the transition amalysis step
€12, valuc amalysis step 614, and sampling analysis step 616
is used to define the operation of the finite state machines as
it relates to the control of the flip-flops in respoase to the
The finitc statc machines sead load cuable signals to the

Specifically, the edge-triggered flip-fiop 710 receives some
input signal at its inpet scrminal D and some timing signal,
such as an eavironmestal clock signal BCLK at its dock
input tcrminal. In resposse to a rising edge received imto this
dock terminal, the value held at the isput terminal D is
placed at the output terminal Q.

The timing resyathesis step coaverts this simple edge-
triggered fiip-fiop 710 to the circuit shown ia FIG. 7B. The
new flip-flop is a load-caabied flip-flop and is docked by the
internal clock sigmal VCIk. The cnable signal of the con-
mmmqswwam-ammm

, the finite statc machine monitors a syacheo-
nizedvuximdlhedockmlv and asserts the enable
signal t0 the casble input terminal E of the comverted
fiip-flop 728 for exactly one cycle of the internal clock VCk
in respoase to synchronizing signal V o, transitions from 0
to L. The finite state machine is programemed so that the
coable signal is asserted om as istermal dock signal cyde
whea the isput IN is valid accousting for delays in the
circuit that arise ont of a nced to roste the signal IN oa
several VCIk cycles from the place it is geacraked to its
destination at the input of flip-flop 726. In a virtual wire
systcms sigaals arc routed among multipic FPGAs oa spe-
cific internal clock VCIk cycles. The syachronizing sigaal
Voo is generated by a symchronizer SYNC in respouse to
receiving the eaviroameatal tining signal ECIK on the next
or a followiag transition of the intemal clock sigaal VCIk
As a resalt, the circuit is fuactionally to the
ariginal circuit shown in FIG. 7A siace the geaeration of the
caable sigaal occurs ia response to the caviroamental clock
sigaal BCIk each time a tramsition occurs. The circuit,
however, is synchronous with the intersal dock VOIk

In a digital circuit comprising cambinational logic and a
collection of flip-fiops, all of which trigger off the same edge
of a simgle clock, the basic timimg resynthesis
transformation, shown in FIG. 7B and described above, can
be extended. All flip-flops are coaveried 1o load-coabled

65
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internal clock VCIk. The load enable terminal B of each
flip-flop is connected to cnablc signals geacrated by a shared
finite statc machine in an idestical maaner as illustrated
above. The FSM can be distinct for each FPGA. The easbles
for each flip-flop will be produced to account for routing
delays associated with each sigaal input to the flip-fiops.

Timing Resynthesis for Domaias for Multiple Clocks

FIG. SA shows a circuit compriting three flip-flops
810-814 that arc clocked by two cavironmestal clock sig-
pals ECIk® and BCIk1. For the purposes of this description,
both envirommental dock signals BClk® aad ECIK1 are
assumed to be phase-locked with respect to each other.

The transfarmed circuit is shown ia FIG. §B. R should be
noted that the basic methodology of the transform is the
same as described in relatioa to FIGS. 7A and 7B. The finite
state machine FSM and the clock sampling circaitry SYNC1
and SYNC2 have been exteaded. As before, cach flip-flop of
the transformed circuit has beea replaced with a loed-
caabled positive-edge triggered flip-flop $20-824 in the
transfarmed circoit. The first emvironmestal dock signal
ECIk® and the secoad environmesatal clock signal EClk1 are

ized to the internal clock by the first synchronizer

SYNOS® and the secoad syachromizer SYNC1. The synchro-
nizing sigeals Vo, and Vo, are gencrated by the synchro-
nizers SYNO® and SYNC1 to the fimite state machine FSM.
signals Vg, aad Vi, and then produces a distinct load
caable puisc C8-Rise, O8-Fall, C1-Risc for cach timing edge
on which the clocks EClk® and BOK1 of the flip-flops
820-824 operate. The ardering of these load easbie pulses is
prespecified within a domain where there is a umique order-
ing of the edges of all phase-locked clocks. This wnique
ordering of docks is specified by the user of the system. As
with the single clock case shown i FIG. 7B, each of the
casble pulses C8-Risc, CO-Fall, and CI1-Rise is asserted for
exactly ose period of the internal dock VCIk upoa detection
of the comespoading clock edge in FIG. 8B.

Maubtiple Clock Domains Resynthesis

FIG. 9A shows a collection of flip-fiops 910912 from the
digital circuit having multiple clock domains. That is, the
first dock sigmal CLK® and the second dock signal CLK1
do not have a phase-Jocked relationship to each other, rather
the docks are asynchroacus with respect to each other.

FIG. 9B shows the transfarmed circwit. A differest finite
state machine FSM® and FSM1 is assigaed to cach domain.
Specifically, a first finite state machine PSM4 is synchro-
mized to the first caviroameatal clock ECIk® to generate the
load eashie signal to the load caable terminal E® of the first
flip-fiop 926. The sccond fimite state machine FSM1 gener-
ates a load enable signal to El of the secoad flip-flop 922 in
responsc to the seoond caviroameatal dock signal ECIk1.
should be noted, howeves, that although FSM® and FSM1
operate indepeadeatly of ecach other, each of whose
scqueaces arc initisted by scparate signals Vo, and Vo,
and that aWhough the first flip-flop 920 and the sccond
flip-fiop 922 work independeatly of cach otber, ic., load
enabled by different clock signals BQOk® aad BCK1, the
resulting system is a single-clock syachrosouns system with
the internal clock VCIk

The relatioaship between the behavior of the first fimite
statc machinc FSM® and the scoond finite state machine
FSM1 of the two clock signal domains is related to the
relationship between the domains themselves. Whes the two
domains are asynchromous, the first finite state machine
FSM® and the scoomd finite state machine FSM1 may

fliip-flops and have their clock imputs conmected to0 the  operate simmitancously ar son-simnitancously. Whea the
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two domains arc the first finite state
mdnnem-dnnseemdnmuemdﬁnem
operate simultancously since the edges within the
(hmnnsq;tledhume.

The simaltaneity of opcration of finite state machines that
are asynchronous with respect to each other leaves two
circuits which can aot readily be transformed by timing
resynthesis. A staie clement which can transitioas as
amldne@epo@eedﬁmamdmh
in related domains can not be resynthesized.
Such condition can rise if two clocks are gated
together and fed into the clock imput of a flip-flop or if a state
clement with maltiple clocks and/or asyachrosous presets or
clears is wsed as ftramsition triggering inputs from distinct
asynchromously related dock domains Due to the nom-
simuitaneous eveats and non-overiapping domains, the sito-
ations above are not problematic in the mon-overapping
simation.

Gated Clock Transformations

Clock gating in the digital circui i Mditional
costrol over the behavior of state elements by using com-
Mmlb@cbmﬂwmwdockmm

complex gated clocks.

The basis for this distinction lies in the behavior of the gated

docks as deduced from timing analysis. Previously, the

terms timing signal and data signal were defined i the
context of imputs and ootputs to the digital circuit. A gased
dlock is a combinational fenctioa of both timing signals and
data signals. The gated clock traasition thea comtrols the
inpet of a state clernent. Data signals can cither be external
input data sigaals from the envirommest or interaally gen-
crated data sigaals.

A simple gated clock has two propertics:

1) at any discrete time it is poesible for a simpios gated clock
to make a tramsition in at most oac direction, stated
differeatly, there is no discrete time at which the simple

2) oanly timing sigmals change at those discretc times at
which state cleraeats can change state.

A compiex gated clock violates onc of these two proper-
tes.

Simplec Gated Clock Transformation

FIG. 16A shows a circuit that exhibits a simple gated
dock behavior. FIG. 1B is a timing diagram showing

transitions in the data signal and the gated clock signal as a

function of the cavirommental clock sigmal ECIk.

Specifically, upoa the falling edge of the eaviroameatal

dock ECIk, the gating flip-fiop 1010 latches the coatrol

signal CTL received at its input D1 at its outpot terminal QL

This is the data signal. The AND gate 1012 receives both the

data signal and the cavirommneotal dock BOIk. As 2 result,

oaly whea the caviroameatal clock ECIk goes high, does the
gated-clock sigal go high on the assumption that the dsta
signal is 2is0 2 Jogic high. Upon the rising edge of the gated
dock, the second flip-fiop 1014 places the input signal IN
received at its D2 terminal to its output temminal Q2.
FIG. 10C shows the transformed circuit. Here, a fimite
state machinc FSM reccives a signal V,, from the syachro-
nizer SYNC upon receipt of the caviroamental cock EClk.

The finite state machine FSM produces two output sigaals:

CO-Fall which is active upon the falling edge of the envi-

ronmestal clock sigeal, and O3-Rise which is active upon

the rising of the environmental dlock signal ECIk.
The transformed circnit functions as follows. On the first
period of the intersal clock VCIk after the falling edge of the

16
cavironmental dlock signal BOIk, the first flip-flop 1016

- places the value of the control sigaal received at its inpot

10

40

terminal D1 to its output terminal Q1 apon the docking of
the intermal dock signal VCk This outpat of the first
fiip-flop 1016 appearing at terminal Q1 comesponds to the
data signal in the original circuit. This data signal is thea
combined in an AND gate 1020 with the sigaal CO-Rise
from the finite statc machine FSM that is indicative of the
rising edge of the envirommental dock sigeal BCIk. The
output of the AND gate goces to the Joad cnabic texminal E2
of a second flip-flop 1018 which reccives signal IN at its
iepot terminal D2, Again, upoa the receipt of this load
casble and upom the next cyde of the internal clock VCik,
mcseonndnip-ﬁopmhevalneathlwmﬂnlm

In the case of complex gated clock behaviar, the factoring
techaique used for simple gated clock trapsformations is
imadequate. Becanse data and clocks change simultancousty
and/or the direction of a transition is ot guaranteed, both the
value of a gated clock prior to the transition time and the
value of the gated clock aficr the transition tine are aceded.

akorepﬁmnyﬂip—ﬂmmm&mwm

An alternative way to get the two required values for the
gated clock sigmal is to add a flip-fiop to record the pre-

initial state in which the terminal Q1 of the first
flip-fiop 1110 is a 0 and the input tcrminal D1 of the flip-flop
1110 is a 1, receipt of the rising edge of the caviroamental
timiag sigsal BClk changes Q1 to a 1 and D1 coaverts to a
0. The coaversioa of Q1 from 0 to 1 functions as a gated
clock to the clock input terminal of the second flip-flop 1112,
The second flip-flop 1112 functions similarty, bot since it is
only clocked whea Q1 of the first flip-flop 1110 changes
from 0 to 1, but not 1 to 0, it changes with ome-fourth the
frequeacy of BCIk.

FIG. 11B shows the transfarmed circuit of FIG. 11A
Bere, a replica flip-flop 1120 has beea added that cssentially
mimics the operatioa of the first flip-fiop 1122. The replica
flipflop 1129, however, reccives a pre-Clk-Rise costrol
signal from the finite state machine FSM. Mare specificaily,
the finite state machine FSM respoads to the synchroaizing
signal V,, and the iaternal dock VCk and produces a
pre-CLK -risc sigmal that is active just prior to the CLK-Rise
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signal, CLK-Rise being active in response to the rising edge
of the environmental timing sigaal B(lk. Assume the output
terminal Q1 of the first flip-flop 1122 is initially at 2 0 and
the imput terminal D1 of first flip-flop 1122 is a 1, the replica
flip-fiop 1129 is initially at a 0. Upom receipt of the pre-
CLK-risc signal at the replica flip-fiop load enable terminal
ER, the output terminal QR of the replica flip-fiop 112¢
makes a transition from a 0 to a 1. Since Q1 is low apd QR
is high, an AND gate 1124 fenctioring as an edge detector
geacrates a high signal. When the CLK -rise coatrol signal
from the finite statc machine FSM is active in respoase to
receipt of the rising edge of the cavironmental clock sigaal
BCIK, the outpot tarminal Q1 of the first flip-flop 1122 is
coaverted from a 0 to a 1. The easbic terminal B2 of flip-flop
1126 also is high, cansing the flip-flop to change state. On
the next falling transition of Q1, the AND gate 1124 will
produce 0 and flip-flop 1126 will not change state. Since the
replica flip-flop 1120 provides a zero to the rising edge
detector whenever the zexo is preseat at the input ternrinal of
the first flip-flop, the rising edge detector is enabled oaly
every other transition of QL

Latch Resynthesis

Gencerally, latches are distinguished from ftip-fiops in that
flip-fiops are edge-triggered. That is, in respoase to receiv-
ing cither a rising or falling edge of a dock signal, the
flip-flop changes state. In contradistinction, a Iatch has two
states. In an opea state, the imput signal reccived &t a D
terminal is simply transferred to an outpot terminal Q. In
short, in an open condition, the output follows the input like
a simple wire. Whea the latch is closed, the state of the
outpwt terminal Q is maintained or held independent of the
input valne at terminal D. A scmantic characterization of
such a latch is as follows. For an input D, output Q, a gate
G, and a state S, Q=8. S=D if G=1. The latch is open when
G=1 and closed when G=0.

Beginming with the simplest case, if the output of a latch
is mever sampled when the Lasch is closed, G=0, the latch is
really just a wire. Latches with this characteristic may be
used to provide cxtra hold time for a signal. For this sample
Iatch, this would be true, if the set of discrete times at which
the output of the Iatch is sampled, is equal to or a proper
subset of the set of discrete times at which the gate signal G
is known to have a value of 1. In this sitmation, the latch can
be removed and replaced with a wire coamecting the imput
and output sigmals.

In contrast, if the output of the latch is never sampled
when the Istch is opea, the Latch is cquivalent to a flip-flop.
The oaly value produced by the latch which is ever sampled
is a vaine of the input D on the gate tigaal edge whea the
Iatch transitions from opea w0 closed. This coaditiona is e
if the set of discrete times at which the output of the latch is
samplcd, is equal to, or a proper subset of the discrete times
st which the gate signal G is kmown to have a valuc of 0. In
this simation, the latch can be removed aad replaced with an

fiip-flop.

As showa in FIG. 12, latches that are apen whea their gate
signal G is high 1210 are converted %0 negative-cdge trig-
gered flip-fiops 1212 Latches that are open whea their gate
sigual G is low 1214 arc converted 1o positive edge triggered
flip-flops 1216.

Once the transition from the latch to the edge triggered
fiip-flop has beea made, these new cdge-iriggered flip-flops
nmmwwuzmm
techniques described in commection with FIGS. 6-11.
Mac,nﬁummmnmg,bdhpodnem
ncgative edge-triggered fli will be flip-fiops clocked
by the internal clock VOIk. The resynthesized flip-fiops will

10

18

have an enable signal that is generated by a finite state
machine ia respoase to the particolar cavironmeatal dock
signal that gated the criginal latch element.

ing to FIG. 13, in the coadition in which the outpat
of a givea latch 1310 is sampled both when the lasch might
be open and might be closed, that latch can be converted to
a flip-flop 1312, plus a multiplexar 1314 as shown in FIG.
lS.'I‘lue,whenmegaengmlGulow the maitiplexor

original cutput Q of the oeiginal latch 1410. IF the latch is




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page47 of 66

5,649,176

19

Assume in FIG. 16B that all input values to the loop are
ready by some virtual cycic V. In the abseace of the flip-flop
1602, all cutpats will become correct and stable after some
delsy period. With the fiip-flop 1682, it is aecessary to wait
until the loop stabilizes and then wait for an additional
virtoal dock period during which the flip-fiop valwe may
change and subsequesntly change the loop outputs. Thas the
outputs of the loop caanot be sampled until virtual cycle
V+1.

I combinational cycics are pested, each can be brokea by
the insertion of a flip-fiop as above. Nested Joops may
require up to 2V clock cycles to settle, where N is the depth
of the loop nesting and thns the snmber of flip-flops needed
to break all Joops.

RS Latch Transfarmations

RS lstches 1716 ac asynchronous state clemeats built
from NOR or NAND gates 1712, as illms-
trated in FIG. 17A.

RS latches 1710 can be transformed based oa the trans-
formation for combinational cycles illustrated in FIGS. 16A
and 16B. An alternative approach illestrated in FIG. 17B
cisted with the geaeral combinational cycle transfarmation
of FIG. 168B.

The circuit is FIG. 17B forces the outputs Q and Q of the
RS latch 1710 combinatorially to their values for all input
paiterns except the oae in which the Iatch maintains its statc.
For this pattera, the added flip-flop 1714 produces appro-
priate valucs on the outputs. Logic 1716 is provided to set
the flip-fiop 1714 into an appropriste state, based oa the
values of the inputs wheacver an input psttern dictates a
state change. When the latch 1710 is maintaining its statc,
the outputs will be stable so no propagatioa is required. Thus
the outputs of the transfoarmation arc availahle with only a

in FIG. 18A can be transfarmed in one of two ways. Each
traasformation relies on the fact that preset and clear signals
R are always syachronized to the virtmal clock, cither
becanse they are internally gencrated by circuitry which is
transformed t be synchromous to the virtual dock or
becanse they are external asyachronous sigaals which are
explicitly synchronized using syachromizer circuitry.

The first transformation, shown in FIG. 18B, makes use of
aa asynchronoes preset or clear on flip-fiop 1848 ia the
mﬁmmmmwawmmu
resynthesized state element %0 undergo state changes is used
o suppress/defer transitions oa the preset or clear input R %0
eliminate race conditions arising from simultancously clock-
hgmdchhgupuemglmm

miMMnmPlG.lxcolvens

be modified to be caabled at aay time at which a preset or
clear traasition might occur by gate 1810,

Retuming to FIG. 6, the above described transfarmastions
of the timing resynthesis stcp €18 in combinatioa of with the
specification step 610, transition analysis 612, valoe analysis
CICndmlnlym‘l‘aabkco-vmohdm
circuit description having some arbitrary clocking method-
ology %0 a singic clock synchromous circuit. The result is a

10

65
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To geaerate the logic system 200 baving the internal archi-
tectare shown in FIG. 4, this resynthesized dircuit must now
be far and loaded into the coafigurable logic
devices 410-416 by the host warkstation 222.

FIG. 19 shows the compiete compilation process per-
formed by the host workstation 222 to translate the digital
circuit imothe on data received by the
coafigurable devices 214. More specifically, the input to
compiler ruaning on the host warkstation 222 is the digital
araudamonmnq)l‘lo This description is used to
generate the resynthesized circuit as described above. The
result is 2 logic aetlist of the resynthesized circuit 1611 This
incindes the aew circuit clements aad the new VOk

In step 1612, functional simmlations of the transformed
circuit caa be mnmmmm
thesized circuit actlist is the fanctional
ariginal dlgnlmum.hshuklbemdﬂmum

ship to each other is built into the resynthesized circuit yet
the resynthesized circuit is synchronous with a sisgle clock.
Therefore, the resynthesized circuit could alternatively be
used as the circuit specification for a computer simulatioa
rather than the hardware based simmlation o the comfig-
urable logic system. The resynthesized circuit is then parti-
tioned 1613 into the logic pastition blocks that can fit into the
individual FPGAs of the amray, see FIG. 2

Jo the preferred embodiment of the preseat invention,
techniques described in U.S. patent application Ser. No.
08/042,151, filed oa Apr. 2, 1993, catitled Vistnal Wires for
Recoafigurable Logic System, which is incorporated herein
by tis refereace, are implemented to better utilize pin
resources by mmitiplexing global link transmission on the
pins of the FPGAs across the interconnect. Additionally, as
described in incorporated US. pateat application Ser. No.
08/344,723, filed on Nov. 23, 1994, catified Pipe-Lincd
Static Router and Scheduler for Configurabie Logic System
Performing Simultaacous Commuaication and
Competation, signal routing is scheduled so that logic com-
mmmmmmum

pect happen si

Specifically, becanse a combinstorial signal may pass
throngh several FPGA partitions as global links during an
emulated clock cyde, all signals will aot be ready o
schedule at the same time. This is best solved by paxforming
a depeadeacy analysis, step 1614 on global links that leave
a logic pertition block. To detcrminc depeadencics, the
partition circuit is asalyzed by backtracing from partition
outputs, cither output global links or output sigaals to the
target system, to determine on which pastition inputs, cither
inpot links or impwt sigmals from the target system, the
outputs depead. In backiracing, it is assumed that all outputs
depend oa all inputs for gate library parts, and 2o outpots
depend oa amy imputs for latch or register Library parts. i
there are mo combinatorial loops that cross partition
boundaries, this analysis prodaces a directed acyclic graph,
used by a global router. If there are cambinatorial loops, thea
the loops can be hardwired or implemeated in a single
FPGA. Loops can also be broken by inserting a flip-fiop into
the loop and allowing enocugh virtaal cycles for signal vaines
to settle to a stable state in the fiip-flop.

Individual FPGA partitions must be placed into specific
PPGAs (step 1616). An ideal placemeat minimizes system
communication, requiring fewer virtmal wire cycles to trans-
fer information. A prefared embodimest first makes a
random placemeat followed by cost-reduction swaps and
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routing (step 1618), cach global knk is scheduled to be
transfarred across the intercoancct during a particular period
of the pipo-linc clock. This stcp is discussed more com-
pletely in the incorporated U.S. patent applicatioa Ser. No.
08/344,723, Pipe-Lined Static Router and Scheduler for

C«m;n.

Once giobal routing is completed, appropristely-sized
mualtiplexors or shift loops, pipeline registers, and associated
logic such as the finite statc machines that costrol both the
design circuit cements and the muitiplexors and pipeline
registers arc added to each partition to the interpal
configuration of each FPGA chip 22 (steps 1620). See

device 214 or FPGA chip. These FPGA petlists are then

docks 0 the isternal VCIk is recommenaded.

While this inveation has beea particulardy shown asd
describe with refereaces o prefemred embodiments thereof,
it will be understood by those skilled in the art that various
changes in form and details may be made therein withost
departing from the spirit and scope of the inveation as
defined by the appended dlaimns. For example, it is not 2
strict that the intermal clock sigmal VCIk be dis-
tributed directty to the sequeatial logic clemeats. Preferably
nmwmamummm
some larpger netwarks, therefare, some delasy may be pref-
erable to delay tune the circuit for propagation delays.

We claim-

1. A method of coafignring a coafigurable logic system to
operate ia an eavirommest, the logic system generating

output sigmals to the caviromment in response to at icast one
eavironmestal timiag signal and cavironmental data signals
provided from the caviroameat, the method comprising:
dcfining an intcrmal dock sigmal;
configuring the logic systean to perform logic operations
for geaerating the output sigmasls in respoase to the
eaviroumeatal data signals and the internal dock sig-
pal; and

mnheinmﬂdockdgﬂ-dhem
mental timing signal

2. Amethod of configuring as describod in claim 1, forther
comprising coafiguring the controller to comprise a sys-
chronizer for sampling the emvironmestal timing signal in
response %o the intermal clock signal

3. Amethod of configiring as described in ciaim 2, further
comprising comfiguring the costroller to frther comprise a
finite statc machine for gencrating coatrol sigaals to coatrol
the logic operations in response to the sampled eaviroames-
tal timing sigmal.

4. Amethod of configuring as described in claim 1, further
comprising coafiguring the logic system to bave combina-
tional logic and sequential logic to perfonn the logic opera-
tions.

S. Amethod of coafiguring as described in claim 4, further

10

45

in 50
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state machine for geacrating coetrol sigaals o the
logic in respomse to the eaviroumental timing signal and the
internal clock signal.

twdm;nnguhcn‘bednd-ms,ﬁm
comprising configuring the sequential logic to comprise
flip-flops receiving the internal clock signal at a clock input
and the control signals at a latch cnable inpat.

7. A method of confignring as described in claim 1,
wherein the logic system comprises at least oac ficld pro-

asdeou’i:edindahl,

chips.

10. A method as configuring as described in claim 8,
wherein the interconnect utilizes a direct-coamect topology.

1L A method of coafiguring as described in claim 10,
wherein the interconnect incindes buses.

12. A method of coafiguring as described in claim 1,
furthes the coatroller to dictate set-
up and hold times of sigmals to the enviromment.

13. A method of comfiguring as described ia claim 1,
further comprising the comtralicr to dictate sam-
pling times of the eaviroamental data signals.

14. A method for comverting a digital circuit design into
a mew circuit that is fanctionally equivaleat to
new circuit being adapted to operate in an caviromncat in
response 0 af least one eavironmental timing signal aad
to the eavirommest, the method comprising:

ddmgmhﬂnldockliﬂ.ud

timing signal to sequeatial logic elements in the new
circuit that are clocked by the internal dock sigmal

15. A method as claimed in claim 14, wherein the resyn-
thesized sequential logic elements of the acw circuit are load
cuabled in response to the eaviroamental timing signal

16. A mcthod as claimed ia claim 14, wherein the internal
clock sigaal has a substantially higher frequeacy thaa the
cavironmental timing signal.

17. A method a¢ claimed in claim 14, wherein a frequeacy
of the internal cock signal is at least four times higher than
a frequency of the eaviroamental timing sigaal.

18 A method as claimed in claim 14, forther comprising
resysthesizing ftip-flops in the digital circuit desiga that arc
clocked by the eavironmental timing signal to flip-fiops in
the new circuit that are clocked by the intersal dock sigaal.

19. A method as claimed in claim 14, further comprising
resynthesizing flip-flops in the digital circuit design that arc
clocked by the eavironmestal timing signal to flip-fiops in
the ncw circuit that are clocked by the imternal clock sigmal
and load ensbled in respoase to the caviroameatal timing

20. A method as claimed ia claim 14, further comprising
resynthesizing in the digital circuit design that are
clocked by the enviroameatal timing signal to flip-fiops in
the new circuit that are clocked by the intersal clock signal
and load casbicd by coatrol sigaals generated by finite state
machines operating in respoase to the eaviroameata) timiag
sigaal.

21. A method as claimed in claim 14, further comprising
resynthesizing Istches in the digital circuit design that are
gated by the eaviroamental timing sigaal to flip-flops in the

comprising configuring the coatroller to comprise a finite  new circuit that are clocked by the internal dock sigsal.




Case5:01-cv-21079-JW Document20 Filed01/09/02 Page49 of 66

5,649,176

23

22. A method as cdaimed in claim 14, further comprising
resynthesizing latches in the digital circuit design that are
gated by the eavironmental timiag signal to flip-flops in the
new circuit that are clocked by the internal clock signal and
load caabied in respoase to the eavironmental timing signal.

23. A method as claimed in claim 14, further
resynthesizing latches in the digital circuit design that are
gnedbylheenmomnlﬂmngmﬂtoﬂlp-ﬂopcnme
pew circuit that are clocked by the internal clock si;

load coahled signals gencrated
machines = lnresponetoﬂ:celvhongmld:ilt

24. A method as daimed in claim 14, further comprising
pufmamﬂniondthelewdruﬂ.
25. A method as claimed in ciaim 14, further

%.Amdasddnndindﬁms,w!nu'ntesdea
signals received by the multiplexers are generated by a finite
state machine coatroller

27. A logic system for gemerating outpot signals to an
caviroamest in respoasc to at least onc cavironmental
timing signal and eavironmestal data sigaals provided from
the cavironment, the logic systcm comprising:

an intemal clock for geaerating am internal clock sigaal

for the logic system;

logic mecans for genceating the output signals in response

to the eaviromunental data signals; and

castroller means for coondinating operation of the logic

means in respoase to the intersal clock signal apd the
envirommental timing signal.

28. A logic system for gescrating output sigaals to an
eaviroamest in o at least one envirommental
timing sigaal and egvironmental data siguals provided from
the eaviroament, the logic system comprising:

an internal clock for geacrating an internal dock sigmal

for the logic system;

at least ome coafigurable logic device including:

logic which geacrates the outpst sigaals in response to
the environmental data signals and the internal dock
sigal; and

a controller which coordinates operation of the logic in
respoasc 1o the internal clock sigasl and the cavi-
rosmental timing signal.

2. A logic sysicm as desaribed in claim 28, wherein the
coatrolier compriscs a syachromizer for the eavi-
rommcatal timing sigaal in response to the isternal dock

30. A logic sysiem as described in daim 29, wherein the
is coastructed from i

synchronizer logic.
Sl.Ah;iclysm:sduahedindim”,whuu'nd:
coatroller firther comprises a finite state machine for ges-
mmmmumﬁmmuw
cavironmesatal timing signal.
&Ammumh&mnmu
logic compriscs combinational logic and

34 Alogic system as descaribed in clsim 33, wherein the
sequeatial Jogic compriscs flip-flops receiving the intermal
mdocknml at a clock input and the control signals at a latch

at least onc coafignrable logic device comprises at least cac
field programmmable gate aray.

]
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uAbdcsynunudecaibedmdnmzs,fmﬂn

data signals from the eaviroameat; and

a confignrer for programmiag the coafigmrable logic
device to synchromize the eavironmental timing signal
to an internal clock signal of the logic system.

38 A coafignrable logic systcm as described in claim 37,
whﬂunmemﬁpmmadghldrakdedpim
a new circuit that is substantially equivalcat to
thcdlan.lautdaign,ndmms me at Jeast onc
configurable

the internal clock signsl in the new circuit.

40. A configarable logic system as described in claim 37,
wherein the configarer programs the coafigurable logic
device to have logic and a cootrofler for
opamdtheloﬁcmrespmcbthcmmal clock sigmal

the environmeatal timing signal.

ﬁAcodgnﬁkloﬁcMududbedindﬁm..
whereia the the controller to incinde a

42. A coafignrable logic system as described in claim 41,
whereia the coafigarer programs the controller to inclnde a
finte state machine for cootrol signals to the

logic in response to the sampled cavironmental timing
43. A configarable logic system as deacribed in claim 41,

logic

&Amﬁmmqmuwmmy
wherein the coafigurer programs the configurable logic
device to include flip-flops that are clocked by the internal
clock sigmal and Joad esabled in respomsc to the caviron-
meatal timing

46. A configurable logic system as described in ciaim 37,
wherein the configurer programs the configurable logic
device 0 incinde:

flip-flops that are clocked by the dock signal and load

easbled by coatrol sigaals; and
fimite statc machinecs geacrating the coatrol signals ia
respoase to the eavirommeatal timing signal.

47. A confignrable logic systcm as described in claim 37,
wherein the eaviroameat is a cycle simmlation.

48. A coafigurable logic system as described in claim 37,
wherein the eaviroamest is 2 hardware system.

49. A configurable logic system as described in claim 48,
whercin the cosfigurable logic system is a logic emulator.

S0.A logic systena as deecribed in claim 37,

input.
35. Alogic system as described in claim 28, wherein the 65 wherein the logic system is a siniation accelerator.

® & » = »
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Virtual istercoanections increase usable baadwidth and
relax the absobwte limits imposcd oa gate utilization i logic
emulstion systems employiag Field Programmable Gate

ing and relics on minimal hardware support. The techique
can be applicd to amy topology and FPGA device.
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VIRTUAL INTERCONNECTIONS FOR
RECONFIGURABLE LOGIC SYSTEMS

RELATED APPLICATIONS
This application is the U.S. Natioaal phase of Interna-
tGonal Application No. PCT/US94/03620, filed Apr. 1. 1994
which claimed priority to U.S. Ser No. 08/042.151. filed
Apx. 2. 1993. mow U.S. Pat. No. 5.596.742; the teachings of
which are incorporated herein by reference ia their entirety.

BACKGROUND OF THE INVENTION

Field Programmable Gatc Amay (FPGA) based logic
emulators are capable of emulating complex logic designs &t
dockspeedsfonrtomadenofmg-mdefs&:hnm
an accelerated software simnlator Once
WGAMMB:WM&M

purpose processors. each FPGA processor being specifically
designed to cooperatively execute a partition of the overall
simulated circwit. As parallel processors. these esulators are
characterized by their interconsection topology (metwork),
target FPGA (processor). and supporting software
(compiler). The interconpection topology describes the
arangement of FPGA devices and routing resources (i.c. full

5

10

crossbar. two dimension mesh. etc). Important arget FPGA 25

properties include gate count (computational resources), pin
ocount (commumication resoun:es) asd mapping

efficiency.
Supporting soﬂware is extemsive, combining mctlist

FPGA-based logic emulation systems have beea deved-
oped for design complexity rangiag from several thousand
to scveral million gates. Typically. the software for these
system is considered the most complex component. Emula-
tion systems have been developed that intercoanect FPGAs
in a two-dimeasional mesh and in a partial crossbar topol-
ogy. In addition. a hicraschical approach to intercoancction
has beea developed. Another approach uses a combination
of pearcst neighbar and crossbar istarconsections. Logic
partitions arc typically hardwired to FPGAs following par-
titioa placemest.

Statically routed netwarks cam be used whesever com-
manication caa be predetermined. Static refers to the fact
Mlndnmvmmbedau'nhedndopﬁﬂndn

Other relsted uses of static routing include FPGA-based
systolic arays and in the very large simolation subsystem
(VLSS), a massively paraliel simulation cagine which uses
time-division multiplexing to stagger logic evalsation.

In prior systems. circuit switching techniques are used o
provide output signals from onc chip to amother chip. A
ﬁvenoupnpindonedﬂpmbcdmalyconmdtoa
given iaput pin of another chip or provided during a dedi-
auﬁmdawanmmmwhdmcmd
through the bus is dedicated. using assigned bus pins and
time slots 10 provide a direct comnection during any time
slot. A full resource is thus uscd to transmit the signal from
the output chip 1o the input chip. An example of such a priar
art system is discussed in Van Den Bout. AnyBoand: An
FPGA-Based Reconfigurabie System. IEEE Design and Test
of Computers (Sept. 1992). pps. 21-30.

SUMMARY OF THE INVENTION
Existing FPGA-based logic cmulators suffer from limited

2

vtilization (10 to 20 percent). This resource imbalance
increases the number of chips needed to emulate a particular
logic design and thereby decreases ernulation speed. because
signals must cross mare chip boundarics. aad increases
system ocost. Prior art cmulators oaly vse a fraction of
poteatial communication bandwidth because the prior art
emulators dedicate cach FPGA pin (physical wire) to a
single cmulated sigaal (Jogical wire). These logical wires are
not active simultaneously and are only switched at cmula-
tion clock speeds.

A preferred cmbodiment of the invention presests a
compilation techaique to overcome device pin kimitations
using virtual interconnections. This method caa be applied
to amy topology and FPGA device. although some beacfit
substagtially more than others. Although a preferred
embodiment of the invention focuscs on logic culation. the
technique of virtual intercoamectioas is also applicable to
other areas of Jogic. Such recoafigurable
logic systems (RLS) include. but are mot limited to. simu-
mmmmmmmmm
tplcFPGAsymndvumdcommngsystum.

logical output on cac FPGA (o a logical input on another
FPGA. Virsal istercoanections mot oaly inarease usable
bandwmbllﬂsomhxlhcabsomﬂmhsmpoeedo-
gate utilization. The improvement in bandwidth
reduces the sced for global iatercomnect. allowing effective
use of low dimensiom inter-chip commectioss (such as
nearest-acighbor). In a preferred embodiment. a “softwire™
compiles utilizes static routing aad reties on minimal hard-
gate mtilization beyoad 830% without a significant slowdown
in emalation speed.
lnapﬁm'eded:odimemd'themvnﬁon.aFPGAlogac
emalation mamdmm

inter-chip commuaication bandwidth. resulting in low gate dq:unde.des.
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Data may also be accessed from memory clements exter-
nal to the FPGAs during each phase by multiplexing the data
oa the virtual interconnections.

In a prefared emwbodimest of the invention. the FPGA
chips comprisc logic cclls as an array of gates. shift registers,
and several mulktiplexers. The gates are programmable to
cmulate a logic circuit. Each shift register receives plural
outputs from the program gate array and communicates the
outputs through 8 single pin in a multiplexed fashion. Some
fractioa of the gates in an FPGA chip may be programmed
to serve as shift registers and maitiplexer for communicating
through virtual connections.

In a prefered anbodiment of the invention. a compiler
coafigures a FPGA logic croulation system using a parti-
tomer for partitioning an cmulsted logic circuit and a
programming mechaaism for programming each FPGA to
emulate a partition of an coutlased circuit The partitioas are
to be programmed iato individual FPGA chips. The compiller
produces virmal interconnections betweea partitioas of the
emulated circuit that correspond to one or more commoa
pins with signals along the virtal intercoascctioas being

The compiler may comprise a depeadeacy analyzer and a
divider for dividing aa camiation clock into phases. the
phase division being a function of pastition depeadencies
and memary assigaments. During the phases. program logic
functions arc performed and signals are trassmitied betwees
the FPGA chips. The compiler may also compxisc a router
for programming the FPGA chips to route sigaals betwees
chips through intermediate chips. In particular. the routed
signals are virtual intercoanectioas.

mmmmmm the 18K
gaxc SPARCLE and the 86K gate Alewife
Cache Compiler (A-1000). show that the use of virtual
intercomsections decreases FPGA chip count by a factor of
3 for SPARCLE aad 10 for the A-1000. assumiag a crossbar
intercoanect. With virtsal isterconnectioas. a two dimes-
sional torus istercomnect can be used for omly a small
inauseinddpeonu(npawhmc;\-lomado
percent for SPARCLE). Without virtual intercoasections.
the cost of replacing the full crossbar with a torus intercon-
mect is over 300 for SPARCLE. aad virtually impos-
sible for the A-1000. Emulation speeds are comparable with
the »o virtual intercommections case, ranging from 2 w 8
MHZ for SPARCLE and 1 %0 3 MHZ for the A-1000. Neither
desiga was bandwidth Emited. but rather constrained by its
critical path. Wih virtual interconnections. use of a lower
dimcasion actwork reduces cramlation speed proportiosal to
the petwork diameter; a factor of 2 for SPARCLE and 6 for

the A-1000 on a two dimeasional torus.

BRIEF DESCRIPTION OF THE DRAWINGS

The sbove and other festares of the invention. including
various novel details of coastructios and combinations of
parts. will sow be more pasticularly described with refereace
0 the drawiags and poisted out in the claims.
& will be uaderstood that the particular virtual istercoasec-
tion technique embodying e inventioa is shown by way of
illustratioa only and not as a limitatioa of the inventioa. The
principles aad festures of this inrveation may be employed in
variod and numerous cmbodiments without departing from
the scope of the investion.

FIG. 1 is a block diagram of a typical prior art logic
emulstion system.

10

15

33

60 time

4

FIG. 3 is a block diagram of a virtual interconnection
interconnect system betweea FPGAs 10 of FIG. L

FIG. 4 is a graphical representation of an emulation phase
dlocking scheme.

FIG. § is a flowchat of a preferred software compiler.

FIG. 6 is 2 block diagram of a preferred shift register or
shift loop architecture.

FIG. 7 is a block diagram of the intermediate hop. single
bit. pipeline stage of FIG. 6.

FIG. 8 is a graph illustrating pin count as a function of

F!G.’isayaphilkm:ﬁgad&umiuﬁonofopﬁmal

FIG. lluamuhmngmaln:onspeedvs.pn
ocouat for a tasus and a crossber configuration.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS OF THE INVENTION

Although aspects of the inveation are applicable to siran-
lator systems. the inveation is particularly advantageous in
emuilator systems where the emalator may be directly con-
nected to peripheral circuitry. Pins for interchip commuasi-
cations caa be limited by multiplexiag interchip signals. yet
input/output sigeals may be assigned dedicated pims for
coanectioa to the peripheral circuitry.

FIG. 1 is a block diagram of a typical prior art logic
cnulatioa sysicm S. The performance of the system S is
achicved by partitioning a logic design. described by a
nctlist. across an interconmected aray of FPGAs 18. This
array is connected to a host workstation 2 which is capable
of dowsloading design coafiguratioas. and is directly wired
into the target system 8 for the logic design. Memory
clements 6 may also be comnected 1 the array of FPGAs 10.
The sedist pertition on each FPGA (bereimafter FPGA
partition). configured directly into logic circuitry. can thea
be executed at hardware speeds.

In existing architectures. shows in FIG. 2. both the logic

and the network coaaectivity remain fixed for
the duration of the cmulation. FIGS. 2 shows aa exampic of
six logical wires 1lo-f. 19a-f allocated to six physical
mmmwlk—tﬂlchmmdmumappedw
one FPGA cquivalest gate aad each emulated signal is
allocated to onc FPGA pin. Thus. for a partition %o be
feasible. the partition gate and pin requirements must be no
mummmmmm
yields the following possible scenarios for cach FPGA
partition:

1. Gaic limited: no unused gates. but some unused piss.

2. Pin limited: no unused pins. but some nnused gates.

3. Not limited: usused FPGA pins and gates.

4. Balanced: no usused pins or gates.

For mapping typical circuits onto available FPGA
devices. partitions are predominately pin limited: all avail-
able gates cannot be utilized due %0 a lack of pia resources
o them. Low wutilization of gate resources increases
both the number of FPGAs 18 needed for cmulation and the
required to coulate a pasticular design. Pin limits sct a
hard wpper bound on the maximum usable gate count aay
worse as techaology scales; trends (and geometry) indicate
that available gatc counts arc increasing faster than available

FIG. 2 is a block diagram of a prior art hasdwire inter- 65 pin coumts.

conmect system betweea Ficld Programmable Gate Arrays
(FPGA) 10 of FIG. L.

In a preferred cmbodimest of the inveation, showa in
FIG. 3. virtual isterconscctions are used to overcome pin
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limitations in FPGA-bascd logic cmulators. FIG. 3 shows an
example of six logical wires 11a—{f sharing a singie physical
wire 15x. The physical wire 15x is multiplexed 13 between
two pipelined shift loops 20a. 200, which are discussed in
detail below. Pipelining refers to sigmal streams in a par-
ticular phase and multiplexing refers to signals across
phases. A virtual istercoanection represests a connection
betweea a logical output 11a oa onc FPGA 10 and a logical
input 19°a oo asother FPGA 1¢. Established via a pipelined,
statically routed communication netwark. these virtual inter-
connections imcrease available off-chip commanication
baandwidth by multiplexing 13 the usc of FPGA pin
resources (physical wires) 1S amoag multiple emulation
signals (logical interconnections).

Virtual istercoanections effectively relax pin limitations.
Although Jow pia counts may decrease emulation speed.
there is not 3 hard pin constraint that must be eaforced
Emulation speed can be increased if there is a large esough
reduction ia system size. The gate ovethead of using virtsal
interconnections is low. comprising gates that are not uti-
lized in the purely bardwired implemeatation. Purthermare.
the flexibility of virtual interconnections allows the emula-
tion architecture to be balanced for each logic design appli-
cation.

The logic cmulator or the recoafigurable logic system
may cmulate a logic design that has a clock. The comre-
spoading clock in the cmulatioa or reconfigurable logic
system is aa emuistioa clock One-to-ome allocation of
emulation sigaals (logical wires) 11. 19 to FPGA pins
(physical wires) 1S does mot exploit available off-chip
bandwidth because emulation dock frequeacics are one ar
two orders of magnitude Jower thaa the potential docking
frequency of the FPGA techaology. aad all logical intercon-
nectioas 11, 19 are not active simultancously.

By pipelining and maltiplexing physical wires 18. virmal
iatercomnections arc created to increasc usable bandwidth.
By dockiag physical wires 18 at the maximum frequeacy of
the same physical resource.

In a logic desiga. cvaluation flows from system imputs to
system outputs. Ia a synchronous design with no combina-
torial loops, this flow can be represented as a directed
of the uadertying logic circuit, logical valucs betweea FPGA
partitions need to only be transmitied once. Purthermare,
because circuit communicatioa is inherently static, commu-
nication patteras repest in a predictable fashion.

In a preferred embodimest of the investion. virtual inster-
coanections are supported with a “softwire™ compiler. This
schedules and routes FPGA commmunication. These results
arc thea used to comstruct (in the FPGA techaciogy) a
sistically rowtcd network This hardware consists of a
sequencer and shift loops. The sequencer is a distributed
nectioas betweea FPGAs by strobiag logical intercomsec-
tions in a predetermined order into special shift registers 21.
the shift Joops 29. The shift loops 28 serve as multiplexers
13 and are described in detail bedow. Shift loops 20 arc thea
alteraately commected to physical wires 18 accarding to the
predetermined schedule established by the sequences.

The use of virtual istercoanections is limited to synchro-
mous logic. Any asynchrooous signals mast still be “hard-
wired™ to dedicated FPGA pias. This limitation is isposed
by the insbility to statically determine dependencies in
uwmmmmm
(such as a flip-flop) i a synchromous design is compictely

10

15

45

6
comtained in a single FPGA partitios. For simplicity and
clarity of description. it is assumed that the cmulated logic
has a siagle global dock

In a preferred embodiment of the inveation. virtual inter-
coaaections are implemented in the context of a complete
cmulation software system. isdepeadent of target FPGA
device and interconmect topology. While this embodiment
focuses primarily o software. the ultimate goal of the
iavestios is a low-cost, recoafigurable emulation system.

In a preferred embodiment, the signals are routed through
cach FPGA by assigniag a plurality of pins aad time slots

intermediste FPGAs. This embodimeat avoids the
use of a crossbar. By routing the signals through cach FPGA.
speed is increased because there are no loag wires comnect-
ing the FPGAs to a crossbar.

In contrast to prior systems. a preferred embodiment of
the inveation docs not dedicate a signal path from source to
destination. In particular. a preferred embodiment of the
wires over which a first signal propagates caa be reused by
a secomd signal before the first sigmal reaches its destination.
Thus oaly a single link in the signal path is dedicated during
any systemn clock period. Indeed. the FPGAs can buffer
sigaals such that higher priority sigaals can propegate over
a wire before a competing lower priority signal.

FIG. 4 represcats aa coulation phase clocking
scheme. The emalation dock period $2x is the clock period
of the logic design being cmulated. This is brokes into
cvaluation phases (S4a. 54b. 84¢) to accommodate multi-
plexing. Multiple phascs are required because the combina-
tional Jogic between flip-flops in the emumlated desiga may be
split across multiple FPGA partitions and multiplexing of
virtual intercomnections preveants direct pass of all sigmals
through the partitioas. The phases permit a single pia to sead
differest logical signals on every phase. Withia a phase 54,
evaluation is accomgplished within cach partition. asd the
results are thea communicated to other FPGA partitions.
it will be understood that more or less phases can be

cmoployed.

At the beginning of the phase 54, logical outputs of cach
FPGA partition are detcrmined by the logical inputs in input
shift loops. At the end of the phasc 54. outputs arc then seat
to other FPGA with pipelined shift loops and
intermediste hop stages. As illustrated in FIG. 4. these
pipelincs are clocked with a pipeline clock 56 st the maxi-
mum frequency of the FPGA. Afier all phases $4 within aa
cmulation dock period S2x are complete. the emulation
clock $2 is ticked to clock all flip-flops of the target circuit.

The imput to the softwire compiler comsists of a netlist 105
ofllelwcdena 0 be emalated. target FPGA device
chanacicristics. aad isterconsect topology. The compiler
then produces a coafiguration bitstream that can be down-
loaded into the enuistor. FIG. S is a flowchart of the
compilation sicps. Beicfly, these steps include translation
and mapping of the netlist to the target FPGA technology
(stcp 110), partitioning the nctlist (sticp 128). placing the
patitions into intercoanect topology (steps 130, 149). roat-
ing the inter-node communication paths (steps 150. 168).
and finally FPGA-specific sutomated placemeat and routing
(AFR) (step 170).

The input metlist 105 to be camiated is usually generated
with a hardware description lasguage or schematic capture

This netlist 165 mast be trassiated and mapped
(step 110) to0 a library of FPGA macros. B is impartant o
pesfarm this operation before partitioning so that partitioa
gate counts accurately reflect the characteristics of the target




Caseb5:01-cv-21079-JW Document20 Filed01/09/02 Page62 of 66

5.761.484

7

FPGASs. Logic optimization toals can also be used at this
poist to optimize the netligt for the target architecture
(comsidering the system as one large FPGA).

After mapping (step 110) the metlist to the target
architecuure. the nedist must be pastitioned (step 129) into
logic blocks that can fit into the target FPGA. With oaly
lnnl\vhu,eadﬁp-ﬂdonmsl have both fewer gates and
fewer pus than the target device. With vutml

outputs depend oo all inputs for gate library parts,
depend on any inputs for latch (or register)
libeary parts. If there arc no combinatorial loops that cross
boundaries. this amalysis s a directed acy-
dic graph. the signal flow graph (SFC). 10 be used by the
giobal router.

Following logic partitioning. individual FPGA partitions
mast be placed isto specific FPGAs (step 140). An ideal
fewer virtual intercoanectioa cycles to transfer information.
A prefared embodiment first makes a random placement
followed by cost-reduction swaps, and then further optimize
with simulated anacaling.

Duriag giobal rosting (158), each logical wire is sched-
uledtoaplme ndmn;nedapnpdmenneslot

point. there is one netlist for cach FPGA. These actlists are
thea be processed with the veador-specific FPGA place and
route software (stcp 176) to produce comfiguration bit-
streams (step 195).

'lbdniedly lhu'eu noreqnimdm support for

directly into coafiguration for the PPGA device. Thus, aay
existing FPGA-based logic cmulatioa systera can take
advastage of virtual interconnecting. Virtual intercoasec-
tions caa be used o store and retricve data from memory
clements external to the FPGAs by muitiplexing the data on
the virtual istercoanections during a phase. There are many

10

15
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possible ways to implement the hardware support for virtual
interconnections. A preferred embodiment employs a simple
and cfficicat impicmeatation. The additional logic to support
virtual interconnections can be composed eatirely of shift
loops and a small amount of phase control logic.

FIG. 6 is a block diagram of a preferred shift loop
axchitecture. A shift loop 20 is a circular. loadable shift
register with epabled shift in and shift out posts. Each shift
registar 21 is capable of paforming oac or more of the
operatioas of load. store. shift, drive. or rotate. The Load
operation strobes logical outputs isto the shift loop. The
Store operation drives logical inputs from the shift loop. The
Shift operation shifts data from a physical input isto the shift
loop. The Drive operatioa drives a physical output with the
Last bit of the shift loop. The Rotate operation rotates bits in
the shift loop. In a preferred embodiment. all outputs loaded
ioto a shift loop 20 must have the same final destination
FPGA. As described above. a logical output can be strobed
once all cosresponding depend inputs have been stared. The
puspose of rotation is $o preserve inpets which have reached
their final destination and to climinate the sced for empty
gaps in the pipeline when shift loop lengths do ot cxactly
match phase cycle coumts. In this way. a signal may be
rotated from the shift loop output back to the shift loop input
to wait for an appropriate phase. Note that in this imple-
mentation the store operatios cannot be disabled.

Shift loops 20 caa be re-scheduled to pesfonn maltiple
output oparations. However. because the intarmal latches
being emulated depend oa the logical inputs. imputs »eed to
be stored until the tick of the enmlatioa clock.

For netwarks where multiple hops are required (i.e. a
mesh). onc-bit shift registers 21 that always shift and some-
times drive are used for intermediate stages. FIG. 7 is a
block diagram of the inteymediate hop pipeline stage. These
stages are chained together, omse per FPGA hop, to build a
pipeline coomecting the output shift loop on the source
FPGA 10 with the input shift loop oa the destination FPGA
1v.

The phase costrol logic is the basic rua-time kernel in a
preferred embodimest. This kernel is a sequeacer that cos-
trols the phasc caabic aad strobe (or load) lines, the pipeline
clock. and the emulation clock. The phase enabie lines are
uscd to casbic shift loop to FPGA pin coancctions. The
phase strobe lines strobe the shift loops on the cofrect

43 phases. This logic is gencrated with a state machine spe-

cifically optimized for a givea phase specification.
EXPERIMENTAL RESULTS

The system compiler described above was implemented
by developing a dependency analyzer. global placer. global
router. and using the InCA partitioner. Bxcept for the
partitiones, which can take hours to optimize a compilex
desiga. ruaming times ca a SPARC 2 workstation were
usually 1 to 15 minutes for cach stage.

To evaluate the costs and bencfits of virteal
SPARCLE and the A-1000. SPARCLE is aa 18K gate
SPARC microprocessar eahanced with multiprocessing fee-
tures. The Alewife compiler and memory masagement unit
(A—l(!b)um%xgmachemphfatbe&mfe

the new 4000H serics) sad the Concurrent Logic Cli6000
series were coasidered. This analysis does not iaclude the
final FPGA-specific APR stage; a SO percent APR mapping
efficiency for both architectures is assusned.
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In the following analysis. the FPGA gate costs of virtual
interconnections based om the Coacurreat Logic CLI6000
series FPGA were estimated. The phase coawal logic was
assumed to be 300 gates (aficr mapping). Virtual intercon-
acctions overhead can be measured in terms of shift loops.
In the CLi6000. a bit stage shift register takes 1 of 3136 cells
in the 5K gate part (C,_3 mapped gates). Thus. total required
shift register bits for a pastition is thea cqual to the aumber
of inputs. When routing in a mesh or tores. intermediate
bops cost 1 bit per hop. The gate overhead is thes C S,
where C, is the cost of a shift register bit, and S is the
mdMSumwmmdw
mplns.V,.MM,.themnbaofnmaphysalmpu
multiplcxed (this takes into account the shift loop tristate
driver and the intermediate hop bits). Gate overhead is then
approximatety:

G _=CqVAIM,),

Storage of logical outputs is not counted because logical
outputs can be overlapped with logical inputs.
wmmmmmmuumm
tioa requiremests were compared to the available FPGA
tedmolope&l’cthscmmudndupwp-d-
tioned for various gate cousts and the pin requirerneats were
measured. FIG. 8 shows the resulting curves. plotted oa a
Jog-log scale. Note that the partition gate count is scaled to
'mmm. i > )
Both desiga curves and the curves fit Rent's
Rule. a rule of thumb used for commaonicatioa
requiremest in madom logic. Reat's Rule can be stated as:

Ppénsy/pins, ~(gates fgate, ),

where pins,. gatcs, refer 10 a pastition. and pins,. gates,
refer to a sub-partition. and b is constant betwoea 0.4 aad

0.7. Table 1 shows the resulting constasts. For the techaol-
ogy curve. & coastant of 0.5 roughly corresponds to the area
the more locality there is within the circuit. Thus, the A-1000
hsmloalnyhlSPARCLB.mnhsmem
communication As FIG. 8 illustrates, both
SPARCLE and the A-1000 will be pin-limited for any choice
dMAthMvﬁpn-hﬁbdm
tion sizes, usablc gate count is desermined solely by avail
able pin resources. For example, a 5000 gate FPGA with 100
pins can only utilize 1000 SPARCLE gates aor 250 A-1000
gates.

TABLE 1
Rent’s Rule Parsmetee (shope of log-og curve)
PPGA Techmology SPARCLE
050

A-1000

0.06 04

Table 1: Reat’s Rule Parameter (slope of log-log
carve)

Next. both designs were compiled for a two dimensiosal
torus aad a full crossbar interconsect of 5000 gate, 100 pin
FPGAs. S0 percent mappiag efficicacy. Table 2 shows the
results for both hard wires and virtual istercomnections.
Compiling the A-1000 to a torus, hardwires only, was aot
wmummmwm

1c

15

s

435

10

TABLE 2
Nuesber of SK Gates. )00 P PPG
o for Los d

— Hedwiwes Ogly | _Virey) Interconpections Ogly

Rall 2D Pull

Design 2-D Tors Cromsdar Toras Crossber
Sparcie >100 3 9 9
(18K gates) (<T%) @2%) (80%) (90%)
A-1000 Not >400 » 42
(SGK gates) Practical (<10%) T1%) (B3%)

Number of FPGAs (Average Ussbis Gets Utikzation)

Table 2: Number of SK Gates. 100 Pin FPG

As Required for Logic Emulation

reparts in the literature om designs of similar complexity. To
understaad the tradeoffs iavolved. the hardwires pin/gate
mmummmmm
curve were plotied against the partition curves for the two
desigas (FIG. 9). The intersection of the partition carves and
graph shows how virtual intercoancctions add the flexibility
of trading gate resources for pis resources.

Emulation clock cycle time Ty is determined by:

1. Communication delay per hop. (.

2. Leagth of Joagest path in depeadeacy graph L:

3. Total FPGA gate delay along longest path T;

4. Sum of pipeline cycles across all phases. n;

5. Netwark diamcter, D (D=1 for crossber); and

6. Average petwork distance. k, (k.1 for crossbar).

The total sumber of phases and pipeline cycles in each
phase are directly related to physical wire conteation and the
combinatorial path that passes throwgh the Largest number of
partitions. I the emulation is lateacy dominated. thea the
opnmllnwaofphnaul..ndthewdmecydapc
phase should be no greater than D, giving:

s=LlxD.

X the emalation is basdwidth dominated. then the total
pipeline cycles (summed over all phases) is at least:

~UAX (W PL))

where Vi, aad Pi, arc the number of virual asd physical
wires for FPGA partition p. If there are hot spots is the
actwork (not possible with a crossbar). the bandwidth domi-
oated delay will be higher. Emulation speeds for SPARCLE
and the A-1000 were both lateacy dominated.

Based on CLi6000 specifications. it was assumed that
T,,ZSOns.dt,_ZOu(haedonaSOhﬂiZdock) A

used to give a lower and upper bouad oa emulation speed.
The computation-only delzy component is given by:
Tl ttom,
where p=0 for the hardwired case.
The communication-only delay component is given by:
T

Table 3 shows the resulting cmniation speeds for virtual
and hardwires for the crossbar topology. The emulation
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dock range given is based on the sum and minimum of the
two components (lower and upper bounds). When the use of
virtual intercomnectioas allows a desiga to be partitioned
across fewer FPGAs. L is decrcased. decreasing T.
However. the pipeline stages will increase T, by (. per
pipeline cycle.

TABLE 3
Epmistion Clock Sapod Compacison
Virnml
Hadwie Inserconnection

Ouly Ouly
SPARCLE Longest Puth 9 bops 6 hops
Comgutation Only Delxy 20 s M
Commumicstion Ounly Deley 180 ns 120 s
Emulstion Clock Range 23-56 2083

MHz Mz
A-1000 Longest Path 27hops 17 bops
Comaputation Only Delay 20 = 350 »s
Communicstion Ounly Deley 5S40 s M0 s
Emulation Clock Range 1340 1.1-29

MHz MHz

Table 3: Emulation Clock Speed Comparison

In Table 3. the virtual intercosnectioss cmulation clock
was determincd solely by the length of the loagest path; the
communication was limited by lateacy. aot baadwidth. To
determine what happens whea the design becomes band-
emulation dock (based on T,) was record ed f ar both a
caossbar and tarus topology. FIG. 10 shows the results for
the A-1000. The kmee of the curve is where the lateacy
switches from beadwidth domisated to latency dominated.
The torus is slower because it has a larger diameter, D.
However, the tarus moves out of the lateacy domisated
region sooner because it exploits locality; scveral short wires
can be routed during the time of a single Joag wire. Note that
this analysis assumes the crossber caa be docked as fast as
the torus; the increase in emulation speed obtained with the
crossbar is lower if ¢, is adjusted accordiagty.

With virtual intercompectioas. neither designs was band-
width limited, but rather limited by its respective critical
paths. As shown in FIG. 16. the A-1000 needs oaly about 20
pins per FPGA to rua at the maximum emulation frequescy.
While this allows the use of lower pin couat (and thus
cheaper) FPGAs. asother option is to rade this surplus
bandwidth for speed. This tradeoff is accomplished by
hardwiriag logical istercommections at both cads of the
critical paths. Critical wires can be hardwired until there is
20 more surplus bandwidth. thus fully utiliziag both gate and
pin resources. For designs oa the 100 pia FPGAs. hardwir-
ing reduces the longest critical path from 6 to 3 for
SPARCLE aad from 17 to 15 for the A-1000.

Virtual istercospections allow maximum utilizatioa of
FPGA gate resources at coulation speeds compcetitive with
deat of topology. Virtual intercomnectioas allow the use of
less complex topologics, such as a torus instead of a
cossbar, ia cases where such a topology was not practical
otherwise.

Unngnmngaworloahtysensmvepnmomn;wm
virtual isterconncctions bas poteatial for reduciag the
required nomber of routing sub-cycles. Communication
baodwidth can bec further increcased with pipeline
compaction. a techaique for overlapping the start aod end of

10

0

12
long virtual paths with shorter paths traveling in the same
direction. A more robust implementation of virtual intercon-
mections replaces the global bamrier imposed by routing
phases with a finer granularity of communication
scheduling. possible overlapping computation and comma-
nication as well.

Using the information gained from dependeacy amalysis,
one can now predict which portions of the design are active
during which parts of the emalation clock cyde. I the FPGA
device supports fast pastial recoafiguration, this infarmatioa
can be used to implement virtual logic via invocation of
hardware subroutines. An eves more ambitious direction is
cveat-driven emulation—only scad sigmals which chaage.,
oaly activate (configure) logic when it is needed.
Equivalcats

Those skilled in the art will kmow. or be able to ascertain
using »o more thaa routine experimeatation, maay cquiva-
leats to the specific embodiments of the invention described
herein.

These and all other equivalents are intended to be eacom-
passed by the following claims.

1. A recoafigurabic electronic system comprising:

a plurality of reprogrammable logic modules. each logic
module having a plurality of pias for communicating
signals external to the logic module and a plurality of
logic clements for implementing logic in hardware;

inter-module coanections betweea pins of different logic
modules; and

a ooafigurer for coafiguring cach logic
module to define a partition of a specified target circuit
with comsmaicatioas between the partitioas of the
mmmwwpm.um-

module coanectioas.

a partition of the configured system having a number of
ister-module communicatioas to other pastitions that
exceeds the sumber of pins on the logic modale of the
pestition and the logic module of the partition being
coafigured to communicate through virtual istercon-
mmnmm}n;:kxedfuhmﬂnwﬂ::hﬂ
one pia of the logic module of the partition, the
mmammm

2. A system as claimed in claim 1 wherein cach logic
modsle comprises an amay of interconnected programmable
logic cells.

3. A system as claimed in claim 1 whareis the configurer

50 configures a logic module %0 form a multiplexer for com-

through virtual isterconsections.
4. A system as daimed in claim 1 wherein the logic
modules are configured to operate in phases within a target
clock period with the inter-module commuaications being

ss performed within each

§. A system as claimed in claim 4 wherein the configurer
optimizes logic module selectioa and phase division of the
target circuit based oa inter-module dependencics.

6. A system as claimaed in claim 4 wherein the target clock

60 period is a clock period of the target circuit which dictates

the maximum rate at which sigaal lines of the target circuit
change value and whercin cach target clock period com-
prises a plurality of system clock periods which diciate the
maximesn ratc at which sigmals in the clectronic system

65 chaage value.

7. Asystem as claimed in claim 1, inchuding asynchronous
logic hardwired to dedicated pias of the logic modules.
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8. A systcm as claimed in claim 1 wherein data is accessed
from memory elemeats extersal to the Jogic modules.
9. Asymasdmmdndnmtwmm-‘em

16. Asysmmudamdndumlwhuunthelopc
modules are Field Programmable Gate Arrays (FPGAs).

11 A system as claimed ia claim 1 wherein cach logic
module is a single chip.

llAsyﬂunsdnmcdmchnnlwbaunlhcduml
system is an cmulation system for emulating the target
system.

13. A system as claimed in claim 1 wherein logic modules
are configured to include pins dedicated to individual sig-
nals.

14. A logic system as claimed is claim 1 wherein the
configurer comprises a partitioner for partitioning the target
bgcdruitadlpuﬂﬂmbeﬁgmﬁglmedm:mc
tive logic module.

15. A system as claimed in claim 14 further comprising a
depeadeacy amalyzer and a divider for dividing a target
dockpuxodmpmm;whd:mlogxﬁnc-
tions are parfarmed and sigmals are transmitted between the
logic modules. the phase divisioa being a function of par-
tition dependencics and memory assignments.

16. A system as claimed in claim 14 further comprising a 2

roates for coafiguring the logic modules ®o route signals
between logic modules through istermediate reprogram-
mable logic modules.

nplmrnydquomlopcmoaies e-dllogc
module having an amay of gates

deﬁneah.ﬂwaelogec.uﬂundnpinhxydpnn
for communicating sigaals external to the logic mod-
ule;

inter-module connections between pins of differeat logic
modules; and

a configurer for antomatically configuring the array of

gates. each logic module to define a partition of a

specified target circuit with commusications betweea

the partitions of the target circmit being provided
through pias and ister-module coasections

a patition of the configured system haviag a number of
inter-module commumications to other itions that
excoeds the aumber of pins on the logic modulc of the
petition and gates of the logic module of the partition
baqmﬁgueduamhvhqf«mnplu-
rality of outputs from the coafigured array of gates and

for statically commuaicating the reccived ostputs

through a single pin in 2 mokiplexed. pipelined fashion.

18 A system as clsimed in daim 17 further comgrising at

least ooc shift register coupled betweea the mukiplexer and
the coafigured gate amray.

19. A system as claimed in claim 18 wherein the shift

registers are coafigured from gates in the Jogic module.

20. A recoafigurable clectromic system comgprising:

a plonality of reprogramsnable logic modules. each logic
mmaphnhtyofﬂmfammu
signals exterual to the logic module and a plurality of
logic elements for implementing logic in hardware;

lmamdlkco-eaio-shuwecnpnuo(dﬂuenbpc

a coafigurer for sutomatically configuring cach logic
module to define a partition of a specified target circuit
with communications betweea the partitioas of the
tngaurwtbe.hgpwidedmylpmsmm

module connections.

15

35

14

apaﬂﬂonofﬁeconiguedsystemhwngamof
inter-module commuaications to other partitions that
exceeds the number of pins oa the logic module of the
partition and the logic module of the partitios being
coafigured to communicate through static virtual ister-
conncctions in a time-mult fashion through at
Jeast oae pia of the logic module of the partition. the
clectronic system including dedicated pins for provid-
: signal.

partitioniag a target circuit into a plurality of partitioms.
each pestition to be coafigured isto a reprogrammable
hpcmuhlchmgnphlinyd'plmmdaphnhy
of logic clements
mlﬁgnaglhclopcmoddclouuepuﬂuonsdme
target circuit;
determining static virtual intcrcomnections between par-
titions correspondiag to at least oac common pin with
multiplexed through the at least one common pin; and
coafiguring the logic modules to route sigmals betweea
logic modules through intermediate logic modules.
22 A method as claimed in claim 21 forther comprising
the step of dividing a first clock period which dictates the
maximurm rate at which sigaal lines within the target circuit
chagevdnemo;tuudnﬂlgwhdlmlopcfnw-
tions arc performed and signals are transmitted between
logic modules.
23. A reconfigurable logic module comprising:
an array of gates coafigurable to define a logic circuit; and
a virtual interconsection comprising a plurality of gates
reconfigured as a multiplexer, the multiplexer receiving
a plunality of outputs from the configured gate amay
and communicating each of the received outputs
through a single pin in a multiplexed. pipelincd fashion.
24. A logic module as daimed in claim 23 further com-
prising at lcast onc register coupled betweea the multiplexer
and the gate aray.
&Ahmcm&knchmedmdamuwhuunmea

least ome register is configured from gates in the logic
module.

26. A logic modulc as claimed in claim 24 wherein the at
lcast ome register inciundes a shift register.

27. A logic module as claimed in claim 23 wherein the
logic module is a Field Programmable Gate Array (FPGA).

28. A recoafigurable clectronic system comprising

2 plurality of reprogrammable logic modules. cach Jogic

modulc having a plurality of piss for communicatiag
signals betweea logic modules; and

a coafigurer to coafigure each logic module to define a

partition of a specified target circuit, a partition of the
coafigured target circuit haviag a sumber of intercon-
mections to other partitions that exceeds the namber of
pins oa the logic module and the logic module being
configured o communicate through virtmal intercon-
nectioas through at least one pia.

29. A system as claimed in claim 28 whercin the coafig-
urer configures a logic module to form a multiplexer for
communicating through virtual intercoancctions.

30. A system as ciaimed in claim 28 whereia pins of logic
modules are directly comnected to pins of other logic mod-
uvles and routing of signals between the logic modules is
through intermediate logic modules.

31 A system as claimed in claim 28 whereia the logic
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32 A system as claimed in claim 28 whercin the coafig- target circuit being provided through pias and inter-module
urer optimizes logic module sclection and phase division of ~ coasections.
the target circuit based on interpartition dependencies. 37. A system as claimed in claim 36 wherein the inter-
33. A system as claimed in claim 28 whercin daa s _ wmmw“sm
::’”"ﬁ“m’mm“m“hmm 38 A system as claimed in claim 28 wherein the logic

) . . . . 5 modules are coafigured 10 operate in phascs withia a target
34. A sysem as claimed in claim 28 whereln the logic 100y period with inker-module communications being per-
modules are Field Programmable Gate Amrays (FPGAs). formed withim each phase.

35. A system as claimed in claim 28 wherein the system 1o 39, A system as claimed in claim 28 wherein the logic
is an colation systcm for cmulating the target circuit. module is configured to communicate through virtual inter-
36 A system as claimed in claim 28 further comprising coamectioas in a time-multiplexed fashion.
inter-module coanections betweea pins of differeat logic
modules with interconnections betweea the partitioas of the L I I




