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UNITED STATES DISTRICT COURT
DISTRICT OF MASSACHUSETTS

BEA SYSTEMS, INC., a Delawarc corporation,
Plaintiff,
V. CIVIL ACTION No. 03-CV-11755 (RWZ)

WEB BALANCE, INC., a Massachusetts
corporation,

Defendant.

SECOND AMENDED COMPLAINT FOR DECLARATORY RELIEF OF PATENT
NONINFRINGEMENT, INVALIDITY, AND UNENFORCEABILITY

Plaintift BEA Systcms, Inc., as its second amended complaint, alleges as followa:

1. This is an action under the Federal Declaratory Judgments Act, 28 U.5.C. §§ 2201 and
2202, against Web Balance, Inc. for a declaration that pursuant to the patent laws of the United
States, 35 U.S.C. §§ 1 et seq., U.S. Palent No. 6,128,279 (*“279 patent™), which allegedly is owned
by Web Balance, is invalid, unenforccable, and not infringed by BEA.

PARTIES

2. Plamtiff BEA Systems, Inc. is a Delaware corporation with its principal place of
business in San Jose, California. BEA has a research and development office in Burlington,
Massachusetts.

3 On mformation and beliel, defendant Web Balance, Inc. is a Massachusetts
corporation with its principal place of business in Foxboro, Massachuselts. On information and
belief, Web Balance is the assignce of the "279 patent.

JURISDICTION

4, Junsdiction 1s proper in this Court under 28 U.5.C. §§ 1331 (federal question) and

1338(a) (action arising under an Act of Congress relating to patents). On information and belief, this

Court has personal junisdiction over Web Balance hecause Web Balance is incorporated n
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Massachusetts, has its principal place of business in Massachusctts, and has constitutionally sufficient
contacts with Massachusetts so as to make personal jurisdiction proper in this Court.
VENUE

5. Venuc is proper in this judicial district under 28 U.S.C. §§ 1391 and 1400(b). BEA
has suffered harm in this district, and a subsiantial part of the cvents giving rise to the claim alleged
herein occurred in this judicial district. On information and behef, Web Balance docs business in this
district.

GENERAIL ALLEGATIONS

6. BEA is a leading provider of application infrastructure software to customers around
the world. BEA’s core product is its WebLogic Platform, an integrated sofiware product that
includes numerous software components for assembling, deploying, interconnecting and managing
the web, network and database applications of a customer’s business. One of those components is the
WebLogic Server, a fully featured, standards-based application server providing the foundation on
which a company can build its various applications.

7. In Apnl 2001, Web Balance sent BEA the 279 patent, noted that, in Web Balance’s
opinion, thc BEA WcbLogic Server is “quite similar™ to the technology disclosed in the *279 patent,
and stated that it would be in BEA’s interest to consider taking a license to the *279 patent.

8. In June and July 2001, BEA informed Web Balance that the BEA WcebLogic Server
does not use the technology disclosed in the *279 patent, and that BEA did not need a license under
the *279 patent. Web Balance rejected BEA's explanation, and sent BEA a letter to that effect in July
2001,

9. In August 2003, Web Balance filed a patent infringement suit in federal district court
in Ilinois naming six alleged BEA customers as defendants (Abboit Laboratories, Allstate
Corporation, Boeing Company, Motorola, Ine., Sears, Rocbuck and Co., and Walgreen Company).

In its complaint, Web Balance speculates that each customer “has used and continues to use in its
business, application server software and methods, including BEA WebLogic Scrver, to, inter alia,

distribute requests among a pluralily of network servers,” and that such use may infringe the "279
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patenl, BEA was not named as a defendant. A true and correct copy of the Illinois complaint is
attached as Exhibit A.

10. By virtue of these acts, an actual and justiciable controversy exists between the parties
concerning whether BEA's products infringe the *279 patent. BEA now seeks a declaralory

judgment that the *279 patent is invalid, unenforceable, and not infringed by BEA.

FIRST CLAIM FOR RELIEF
(Declaratory Relief As to the *279 Patent)

11. BEA incorporatcs by reference paragraphs 1 through 10 above as though fully set
forth herein.

12, BEA is not directly infringing, contributorily infringing, or actively inducing others to
infringe any claim of the *279 patent as properly construed, nor has it ever done so.

13.  During prosccution, the inventors narrowed the *279 patent claims to recite specific,
detailed steps for determining whether the server receiving a request would, in fact, process the
request. Software offered for sale and sold by BEA, including its WebLogic Server software, does
not include code for performing the claimed determining steps. Nor has BEA induced others to
implement the detailed sieps claimed in the 279 patent, or contributed to any infringing act by a third
party.

14. The *279 patent is invalid, void, and unenforceable for failure to meet the conditions
for patentability speeificd in 35 U.S.C. §§ 101, 102, 103, and/or 112, for at least the reasons set forth
in the following paragraphs.

15.  For example, Web Balance initially submitted to the Patent Office broad independent
claims directed to methods, software code and network servers for distributing requests among a
plurality of network servers. Each of these claims recited a genenc step of determining whether a
first server should process the request, or route the request to a second server. Web Balance also
presented dependent claims reciting specific algorithms for making this determination.

16.  The Patent Office rejected all claims except thosc reciting the specific “determining”

algorithms now found in issued claims. The inventors did not dispute the Patent Office rejection, and
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simply amended the independent claims to include the specific algorithms. The Patent Office
expressly confirmed the importance of these algorithms to the patentability of the allowed claims in
its Reasons for Allowance.

17. On information and belief, Web Balance was not the first to invent load balancing
systems practicing the specifically-claimed algorithms. In particular, prior art patcnts and articles
published before the *279 patent was filed disclose nearly identical systems and algorithms, On
information and belicf, this prior art, cithcr alone or in combination with other references, invalidates
all claims of the *279 patent. The following are examples of prior arl which invalidate one or more
claims of the "279 patent. These examples are only representative, and BEA expressly reserves the
right to rely on additional prior art and arguments to invalidate the 279 patent claims.

18, Examples of prior art to the "279 patent include, but are not limited to the following;
U.S. Patent No. 6,006,248, which qualifies as prior arl to the "279 palent under 35 U.S5.C. § 102(e),
discloses a method of distributing requests (job applications) among a plurality of computers,
including a two-step load hatancing algorithm for determining whether a first computer should
process the request, or send the request to 4 second computer for processing. This algonthm, which
is depicted in Figure 10 and described in detail in column 16 of the 248 patent, mirrors the algorithm
reeited in claims 1-3 of the *279 patent.

19, Similarly, a research report entitled “Analysis of Processor Affinity and Load
Balancing in Multiprocessor Computer Systems,” and published by Messrs. Nelson and Squillante of
the IBM Rescarch Division in 1992, discloses a load balancing model for distributing tasks among
processors in multiprocessor systems, including specific methods of determimng whether to migrate a
task from a first processor (which received the task) to a second processor. On pages 4-5 of this
publication (which, on information and belief, qualifies as prior art to the *279 patent under 35 U.5.C.
& 102(b)), the authors disclose 4 determuiming algonthm which 1s substaniially the same as the one
recited in claims 1-3 of the "279 patent.

20, On information and belief, the *248 patent and the IBM research report each anticipate

claims 1-3 of the "279 patent. Alternatively, either of these references, alone or in combination with
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other prior art, including the patents and publications congidered by the Patent Office during
prosecution of the *279 patent, render ¢laims 1-3 of the 279 patent invalid for obviousness.

21. By way of another example, on information and belief, in late 1995 and early 1996,
researchers in the Compuler Science Department of the University of Califoria, Santa Barbara,
developed a system for distributing requests among multiple servers, and published papers disclosing
this system, including an article entitled “SWEB: Towards a Scalable World Wide Web Server on
Multicomputers” (“SWEB article”). On information and behef, the SWEB article was published at
least as carly as Apnl 1996, and qualifies as prior art to the “279 patent under 35 U.S.C. § 102(b).

22. The SWERB article discloses a system including a plurality of networked processors,
each ol which has the ability lo analyze a request, determine if it or another processor should process
the request, and route the request to another processor where appropriate. As explained on page 14 of
the article, when a request is sent to a processor (“recipient processor”), the recipicnt processor parses
the URL request and, based on this information, determines if the URL was rewritten by another
processor. Tl was, the recipient processor processes the request. I the URL was not rewritten by
another processor, then the recipient processor chooses the most approprniate processor to process the
request (i.e., the processor with the rmmmum time o completion). If the chosen processor 18 not the
recipient processor, the request is routed to the chosen processor.

23, Ominformation and belief, the SWEB article anticipates claims 4-9 of the *279 patent.
Altematively, the SWEB article, alone or in combination with other prior art, including Requests for
Comments and the patents and publications considered by the Patent Office during prosceution of the
'279 patent, rendcr claims 4-9 of the *279 patent invalid for obviousness.

24.  The ’279 patent is uncnforceable in its entirety due to the inequitable conduct of the
named inventors acting personally and/or through their counsel, for at least the rcasons sct forth in the
following paragraphs.

25. On information and belief, one or more of the named inventors and/or their counsel

were aware of, but did not disclose to the Palent Office, al least the following art that was material to
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the determination of whether their application should issue as a patent: the Kiva Enterprise Server
product and associated documentation.

26.  Oninformation and behef, the Kiva Enterprise scrver and associated documentation
disclosed a determining step whereby the invention determincs whether the request is related to a
stateful transaction based on a URL in the request, and whether the request should be processed in the
first server or another server. This art was more pertinent than the art before the Patent Office, and
there 1s a substantial likelihood that a reasonable examiner would have considered this information
important in deciding whether the application should issue as a palent.

27. On information and belief, the acts set forth n paragraphs 25 and 26 were donc with
intent to deccive the Patent Office.

PRAYER FOR RELIEF

WHEREFORE, BEA prays for relief against Web Balance as follows:

(a) For a declaration that the "279 patent is not, and ncver has been, infringed by BEA;

(b) For a declaration that the *279 Paient is invalid, void, and uncnforceable;

(c) For a declaration that this is an exceptional case under 35 U.5.C. § 285 and an award
to BEA of its attorneys” fees and expenses in this action; and

(d) For such other relicf as the Court may deem just and proper.
Datcd:  June 21, 2004
BEA SYSTEMS, INC.

| HERESY CERTIFY THAT A TRUE COPY OF THE ABOVE By its attomeys,

DUGUMENT WAS SERVED UPON THE ATTORNEY OF T
RECORD FOREACH OTHERFATTYBY MAIL MO P arc:
i | o4 Wone™ Toan—— Marc K. Tcmin BBO #494280

FOLEY HOAG LLP

155 Seaport Boulevard
Boston, MA 02210-2600
(617) 832-1000

Michael A. Jacobs (Pro Hac Vice)
Johnathan E. Mansfield (Pro Hac Vice)
MORRISON & FOERSTER

425 Market Street

San Francisco, CA 94105-2482

(415) 268-7000
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EXHIBIT A
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IN THE UNTTED STATES D{STRICT COURT
FOR THE NORTHERN DISTRICT QF ILLINOIS Q#- o

WEB BALANCE, INC.,

Plaintiff, PRI T G VR
1o Y Q..—yk"}' by T

. Pou
ABBOTT LABORATORIES, an Illinois
corporation; THE ALLSTATE
CORPORATION, a Delaware corporation;
THE BOEING COMPANY, a Delaware #‘AG!STRATE J
corporation; MOTOROLA, INC., a Delaware UD GE ASHMAN
corporation; SEARS, ROEBUCK. AND CO., a
New York corporation; and WALGREEN CO.,
an Illinois corporation,

Jury Trial Demanded i =
Defendants. : oy

COMPLAINT o

For its Complaint against the above-named Dofendants, Plaintiff Web Ba]ancﬁ,;iﬁc., ':
through its attorneys, statcs: 4 1_3 2

L. This 1s a Complaint for patent infringement arising under 35 U.S.C. § 271. This
Court has exclusive subject matter jurisdiction under 28 U.S.C. §§ 1331, 1338(a).

2. Venue is proper in this judicial district under 28 U.8.C. §§ 1400(b), 1391(c). |

3. Plaintiff Web Balance, Inc. is a corporation organized under the laws of
Massachuscits, with a principal place of business at 40 Mechanic Street, Suite 103, Foxbaro, MA
02033. Plaintiff is the assignee of United States Patent No. 6,128,279 (‘“279 patent”), entitled
“System For Balancing Loads Among Network Servers,” issuad Qcteber 3, 2000. A true copy of
the ‘279 patent is attached as Exhibit 1.

4. Abbott Laboratories (“Abbotl™) is a corporation organized under the laws of the

state of Wineis, with a principal place of business at 100 Abbott Park Road, Abbott Park, [llinois.

[
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Abbott currently transacts substantial business in Tlinois, 'including Chicago, Hlimois, and this
District.

5. The Allstate Corporation (“Allatatc™) is a ;corporation organized under the laws of
the state of Delaware, with a principal place of business al Allstate Plaza, 2775 Sanders Road,
Northbrook, Tilinois. Allstate curvently transacts substantial business i llinois, including
Chicago, Illineis, and this District.

6. The Boeing Company (“Boeing™) is a corporation orgatiized under the laws of the
state of Delaware, with a principal place of bugmess at 100 N, Riverside, Chicago, Tllinois.
Bocing currently transacts substantial business in llinois, including Chicago, [llinois, and this
District,

7. Motorola, Inc. (“Motorola™) is a corporation orgamized under the laws of the state
of Delaware, with 2 principal place of business at 1303 Algenquin Road, Schaumburg, INlinots.
Motorola currently transacts snbstantial business in lllinois, including Chicago, lllinois, and this
District,

8. Sears, Roebuck and Company {*Sears”) is a corporation organized under the laws
of the state of New York, with a principal place of business at 3333 Beverly Road, Hoffman
Estates, 1llinois. Sears currentily transacts substantial business in Hlinois, ineluding Chicago,
Ilhinois, and this District,

9. Walgreen Company (“Walgreen™) is a corporation organized under the laws of the
state of Illinois, with a prineipal place of business at 200 Wilmot Road, Deerfield, Illinois.

Walgreen currently lransacts substantial business in Ilinois, including Chicago, llinois, and this

Diistrict.
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10.  Aftcr reasonable opportunity for discovery, there is likely to be evidence that
Defendant Abbott has used and continues to usc in its buginess, application server sofiware and
methods, including BEA Webl.ogic® Server, to, inter alia, distribute requests among, a plurality
of network acrvers,

11.  After reasonable opportumity for discovery, there is likely to be cvidence that
Abbott's use of such software and methods has infringed and continues to infiinge the 279
patent. Such in f'ﬁngc.ament has caused monetary damage and irreparable injury to Plaintiff, and
will continue to do so unless and until it is enjoincd by this Court.

12.  After reasonable opportunity for discovery, there is likely to be evidence that
Defendant Allstate has used and continues to use in its business, application server softwarc and
methods, including BEA WebLogic® Scrver, to, inter ella, distribute requests among a plurality
of network servers.

13.  Afler reasonable opportunity for discovery, therc is likely to be evidence that
Allstate’s use of such sofiware and methods has infringed and continues to infringe the ‘279
patent. Such infringement has caused monetary damage and irreparable injury to Plaintiff, and
will continuc to do so unless and until it is enjoined by this Court.

14, After reasonable opportunity (or discovery, there is likely to be evidence that
Defendant Boeing has used and continues to use in ils business, application server soltware and
methods, including BBA WebLogic® Setver, to, inter afia, distribute requests amdng a plurality
of nctwork servers.

15, Afler reagonable opportunity for discovery, there is likcly to be evidence that

Boeng’s use of such software and methods has infringed and continues to infringe the ‘279
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patcnt. Such infringement has caused monetary damage and irreparable injury to Plaintiff, and
will continue to do so unless and until it is enjoined by this Court.

16.  After reasonable opportunity for discovery, there is likely to be evidence that
Defendant Motorola has used and continues to use in its business, application server software
and methods, including BEA WebLogic® Server, to, inter alia, distribute requesls amang a
plurality of network servers.

17.  After reasonable opportunity for discovery, there is likely to be evidence that
Motorota’s use of such software and melhods has infringed and conlinues Lo infringe the ‘279

patent. Such infringement has caused monetary damage and irreparable injury to Plaintiff, and

will continue to do so unless and until it is emjomed by (his Court,

18.  After reasonable opportunity for discovery, there is likely to be evidence that
Defendant Sears has used and continucs to use in its business, application server software and
methods, including BEA WebLogic® Server, to, inter afia, distribute roquests among a plurality
of network servers.

19.  Alter rcasonable opportunity for discovery, there is likely to be evidenec that
Sears’ use of such snﬁ\;.rare and methods has infringed and continues to infringe the ‘279 patent.
Such infringement has caused monetary damage and irreparable injury 10 Plaintiff, and will
continue to do so unless and until it is enjoined by this Court.

20.  After reasonable opportunity for discovery, there is likely to be cvidence that
Defendant Walgreen has used and continues to use in its business, application scrver software

and methods, including BEA WebLogic® Scrver, to, inter alia, distribute requests among a

plurality of network scrvers.
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21, After reasonable opponunity for discovery, (here is likely to be evidenco that
Walgreen’s use of such sofiwarc and methods has infringed and continues fo infringe the ‘279
patent. Such infringemnent has caused monetary damage and irreparable injury to Plaintiff, and
will continue to do so unless and uatil it is enjoined by this Court.

Prayer For Relief

WHEREFORE, Plaintiff Web Balance, Inc. requests the following relief in regard to cach
and every defendant:

A Award damages adequate to fully compensate Web Balance for the infringement
that has occurred, including, but not limited to, reasonable royalty, lost profils, prejudgment
intercst, and post-judgment interest:

B. Award enhanced damages, including treble damages, for willful infrinpernent
pursuant to 35 U8.C. § 284;

C. Award attorneys’ fees and other costs based on this being an exceptional case
pursizant to 35 U,8.C, §.235;

D. Preliminarily and permanently enjoin each of the Dﬂfandaﬁts, its customers, and
alt those acting in concert or participating with it from further acts of infringement of the ‘279
patent; and

E. Award such other and further relief as is just,
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- Jury Demand
Plaintiff Web Balanec demnands a jury trial on all issues so triable.

Respectfully submitted,

Dated: August 21, 2003

David Berten

COMPETITION LAW Grour LLC
120 South State Street, Suite 300
Chicago, Hhnois 60603

Tel. (312) 629-1900

Fax. (312) 6295-1988

Counsel for Web Balanee, Ine.
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SYSTEM BFOR BALANCING LOADS AMONG dedioated Iyad balancing hucdware evicos inlo Lheir ays-
NETWORK SERVERS iomn, One such sysiem inchndes a doviee, called a proxy

‘This applicstion claims bepelit of V.S, Provisional Sear.
New, 60/071,059 flled Tun, 13, 144 and 6061170 fled
Got, 6, 1997,

BACKGROUND OF THE INVENTION

The precacal Inventinn is dirccied o & pepc-lo-pecr losd
halancing system which s implemented 1n plural pavwork
Eervers. 1o partieudar, he invention is directed 1o s compater-
exccrtable module for nse in totrork servers which enables
cach werver o dlstribule Touds among s pasn; Tased on a
o curmenily belog processed in sach seever andfor con-
tenis of the network requests. The inventicn has parilcular
utilily in conteitinn with World Wide Web s2evai, Bt can
lie wsed with other sorvees as weill, such a5 CORBA servers,
OQRB servers, FTP scrvers, SMTP servers, and Tuvs seevers.

Notwork sysiems, such as the World Wide Web
Chereinalter “WWW™), ulilize Sorvers b provess peguesty for
information. Problems arise, however, if one server becomes
overloaded with pequests, For example, il v server becomes
ovarkysdad, it may ba noghle to rocsive new requests, may
be slow 10 process tha requests that it hax sleeady reeeived,
and trigy yicld server erris,

Load balancing was develiped o addresy the Toregoing
problems 1a the art, Brielly, oad balaneiog tnvolves disuib-
Lting requests amoag plural ssevecs (e.g., different servers
on & Weh site) in order to ensune that aoy ons sorver does oot
Iecomes noduly hundened,

One cunventional load balaaciog technique invalves the
use of » domiain pame seever (bercinafter “TYNS™), in par-
ticular & “round-mdln” DNS, This device, which wpically
operatas an e network, i sesponsile for resolving wnt-
taren mespures locators or “URT A" (.8, “warw [on.com™) to
spacific 1P addresses (g.g., 117,222,111, 222). In Lhis regard,
a Web gite having several servers sy vperale vnder x sinyle
URL, althovph sach werver i asalgnod o dilfore o 13 mcbross:.
A round-robin NS perfonms Tosd balaocing by rouling
Teuests to these servers In sequential rolation based on their
TP addresses,

While rouad-robin TYNSS can coamely disieibute loads
among several servers, thoy have soversl doowbacks, For
cxample, not all roquests for conssetion lo o Weh kit are
nopcssarily received by 1 mountl-robin DNS. Kather, many
requests will have been previously “rcgotved” by w NS
Tocal to the requesier and remete rom the Wel sitz {ie, a
*u remote DNS™) ar by {he requester (Le., the compuier thut
uwued the request an the WWW). Tn thess cascs, resolutivm

s based oo a0 saddreses which has been cached i the remole .

DNS or the mqueslor, rather than by sequentlal rowtion
pruvided by the Web sile’s round-robin NS, Duoc ta this
vaching, load bajenciug may sot be achivved tw a satisfac-
oy deprce.

DINS-hased load balaneing techniques have anather sip-
nificant drawback, In the event it a Web sapver fails (ic.,
the Web patver gees offaling), the Web site has no real-lime
tnechanism by which to reroule requests dircted U that
seover (c.8-, by u remote DRS). Thus, & cmots DNG with
caching eapahilites could onnlinue lo route requests lu a
Endledd werver for houms, or even duys, after the Tailure hos
ocourred. As o result, 3 vser's conpection wanld be denied
with no muazgingfi] crror message or recovery mechanism.
“This sfusiion is uwnacceptable, paricularly for commercial
Wb giten,

As pa alteroative 1 the DINY-baned load balancing tech-
minques deseribed aliove, Some vendons have intradiced
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gateway, which rcooives all network requests and routgs
thost requesin 10 appeopriate Web servera, In panoular, she
proxy guitway quarics the servars to determine their iespec-
tive loads and distribytyy melwo foquests accordingly,
Wesponses Tromm (hwe sorvers are rowted back to the nelwark
throph the prescy gateway, Unlike the DINS-Dased seliomes,
a1l reqguests resalye o the TP address of (he proxy servr,
theeeby avnidiny Mg risk that remate DNY caching or failed
servers will ipadverteatly thwarl wooess fo the site,

While proxy patewnys addesss some of the fundamehtal
protslems of toad talancing described abova, they alss have
soveral deawbacks, For sxzample, proxy gricways aad
Intenay n bath (he “raquest™ direction sad fhe “response”
ditection. Morsover, sinee the proxy gatcway s, for qll
intents and purpases, the only way into of gut of' 2 Web gjte,
it can become a bottleoesl Lhat limits the eapacity of Lhat site
10 the eapacily of the proxy galeway. Morcover, the proxy
gateway iz alse u wingle point of Failure, since its failure
alone will revent access 19 the Web site.

Aa P redicector 18 a devies ximilac 1o a prozy gatoway
which ale performs load balancing, Like a proxy gueway,
an [V redirector seeves as 4 hub thal recsives and rules
requests Ly approprlats servers based oo the servers” loads.
1P reeliresiars are dlferen from pruxy galeways in that 11
stclirestons do aol hand(y responses to requests, bul ratler ket
thoge Tesponaes puss directly from the astlpied Web servers
W {he requesiors, Fowever, 11 moireotors suffer from many
of the same druwhweks of the pmxy gateways described
ahowe, patticularty insofar as limitep the capacity of the
Weh site and prevenfing aecess @ It a5 o resull of taiturg of
the IP redircctorn

Dedleated load balancers, mich as pfmcy gutewayy and [P

" redirnetos, also have drawbacks related ity sensiog Ioads iy

dillcrent Web sorvers. Dsing cuerent technologies, a srvecr
can hecome busy in 4 wmatter of milliseconds, A load
balaer, however, ¢an only gquery varlous seovem su often
withaut creating utdekirable overbead on the network aod in
the rervers themelves, As o reaud, such [oad halancecs ofien
must tely pa “ocld informuiun®™ 1o ke load balanging
decizipns. Load balsnoing techniques which use thig “old”
inforgyalion ame often mefcetive, particulasly in emes where
such jnformatian has ehanged signiffcantTy,

Dadiculed Joad balaneers, such a8 proxy gatewsys sod 1
tedirectors, alas have pmblems when 1t comes 1o elecronic
COMMETSs transactions. Lo this regard, slectroale commero:
transaciions are characterized hy mmlilple sequential
requests From a single client, whete cach subsequynt request
may need Lo refer to statc information previded io en earlier
request. Examples of this stale informatlon include
passwords, credil card numbers, and purchase seleeiions.

Problems with clectmmic comnerce sriss hecauss ah
cotire rymsaction must be srecvwed by one of pluad netwvark
sarvems, mince only thal pne server bas the ongnzl stare
mformation. A lond hatincer therefore muost ideotify the fiot
regquest of o seteful transaétlon snd koep routing Dequests
tram that requesier 10 the same rerver for the, duration of he
teansaction. However, it i impassible far tho toad balancer
to kmow exze 11y Where 8 transection begins of cods, since the
information  the request providing such indications may be
cocrypied (e, scrambled) when it passes thmugh the
dedippted load balancer. 1n onder Lo maiatain an sssoctation
botwoen ane retjuealor and ong server, dedicated Joad bat-
anccrs therafon: uge a meschanism eeferced 0 a5 a “slicky
timer”. Mure specifically, the losd balancer infors which
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tequast may be the siart of 4 stakelul ransaction and then sots
3 “sticky timer” of wrhiteary duration (e.p., 20 minuies)
which routes all subsequeni requosis from the same

uvstor 10 the surue Web setver, and which renews the
I;:Ilcky Gmer” with cach subsequent requost, This caothod is
easily hypassed sod may uwnneceggarily defeat the logd
balancing [eaturs.

Thus, 1here exisis a need lor a Toad balaneiny 1echainua
which s able 10 provids wore acouns bad balapetng than
Ure technlques deseribed above, which iy ble Lo peclomm
accurale load balaneing Jespltc cached werver sddresses or
“pyaintained” Web browser addressss, which i3 oot a sig-
mfeant bottlensek ur sowrce of single point failone, and
which % shle to maintain the associstion betwoen a client
andd & gorvor in erder ko presarve slate information requited
w cownpletc an electronic commeree irausaction.

SUMMARY OF TIL INVENTION

The preacnt invention addrosses the foregoipg needs by
providing, in one mspect, a plurlily ol natwotk servers
which direatly handic load halanciag on & poer-r-pecr basis.
Thus, wlcn wny uf the servers recaives s request, the server
elther processes the regquest af potites the Tequest toone of ils
peer=—drpending oo their repective loads andfor on the
conlents of (B¢ request. By implementiog load balunging

irectly on the sorvers, the need for dedicated foad balancing |

hardware s reduced, ax are the disachantages resuliing frods
sueh hardware, ‘Vhus, for example, becanse cach server bas
the capabiliy to perform toad balancing, access 10 a Web site
maghged by the server i oot subject a a single patnl wf
faiiure, Moreover, requienis lagged with TP addresscs edched
by remots INSa or the requestor itslf are bandled in the
s Wy a5 plher requests, i.e., by beiug routed among the
loud balancing-cnublod server,

A uetwork server aceordipg woa eclated asped of the

Iavention exchanges infupmation wilk its peers regarding

their tespective loada, This exchangs may be implomented
based oo either a query/response or unsoliciled mullicasts
among, U seevor's peers, and may be encryplod of may
QCCUE Qver & private conununication hanel, The oxchange
may be implamented 4o occur pettodicnlly or may be trig-
gored hy » outwork ewent such as an inctmiug sequest. fn z
prefencd ombwdimeat of the inveation, cach server muld-
casts its boad informution to its posm al & tegulat period {e.g.,
500 wns). This perictl may be sl in advance and subse-
quently «c-set by 1w, In the prefemed embodiment, the
muliicast message serves the dual purposes of exchangiog
Toad infurmation and of contirming thal 4 raosoiting server
is atlil on-line.

By virlue of the foregeing, aod by wiree of e sorver
having pearly instaptansous nformation regunliog (8 swn
worklosd, the server is ahle to make rouling dstermingtinns
baged on subwtagtially wp-in-date information. The maost
critical deaimnn, i.6., whether o conslder mrouting, is prof-
ecably made huzed oa the most ewrroat information available
{i.c., based on & Jucal server load provided oeerly instanta-
pecnsly from withio the sorver and without any network
tranpmission Iatency)

o further aspects of tha jovention, B Server procosds o
reoeived tequeat dircelly when its oad is below u st
predetermined level, of iF its load is above e fiest prede-
termined level yet those of the server’s peera o shove a
sczond predetermined level. Otherwine, tha server routes the
tetuest ko oac of {ts peers, BY cquipping a site with muitiples
servers of Lhis type, it # posails to Teduce the chantca that
e server will bogome overwhelmed will mquests while
anolher server of similar or ldentical capebilities remaios
relptively wdle.

w0
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Ia otber aspects of the Iovention, e reegiving server
determines whether to procens a requogt based on its conlcnt,
e.g., its untform remnurce indicatkor (VURL™), By viriue of thls
feitwre of the invention, it i3 possthle o Lt the servet o
processing crriain lypes of nowwark requests, while roatiap
others. Alternitively, it is possible lo dircet parthoular
requests to pariieylar servers, which then may elther process
of rerogle those requests based on loads currenily being
bandled by the servers.

In other aspeots of the iovention, e reeeiving server
determines which, if any, of lts peer servam are pff-Jine. Ths
nerves then Foutes requests (o its on-lise pocrs sod dues ol
ke requests 1o iis ofl-line poers. A verver may also assume
the netwock Mentity [1.e., (e 1 address and/or URL) of e
of-lin: peer to insure thal foquests are serviced properdy
gven il directed to ap ofl-line peer by virtue of caching in 2
romate DA, The server would continue 0 servies hoth ity
awn identity a0d its assumed identity vntil the offsline poer
reburos w on-ling service. As a tesult, {t s poasible 1o moduce
response erors eauiting [rom poqugats being inadveremly
dirccted o off-1ne stevem,

In iher aspects of the lnveotion, servers may be confiy-
nred o tecopnlze specilic URLs which designate cotry points
for statel] ransactons. A sorver so conligercd will nol
po-raule requests awsy from itself if they arc related w2
stateful fransaction cinforming o the 1RI of the server
Bven URIs that amive in encrypted requests will be
decrypred by ihe server wnd, (herefore, will be subject o
intelligent interpretation in asnrdance with conliguestion
rles. As 3 renull, a0 eloclromc commercs Mansaslion oo
prised of multiple requests may be processed egtirely on onc
al pluesl servers. Oace the trungaetlon i5 completc, as
cumflemed by compatiag DRI jnformation to configuration
rules, subscquent requeats will again be subject ko reruiting
for the purpose of load balaocing.

“This brief sunmary has been provided 50 ihat the nature
of t inventiom way be underslood quickly. A more ¢om-
plte understanding, of the invention can be obtained by
ralerence (o the Tollowing detailed desoription of the pre-
Terred @ mbodiments (hereof in connection with the witschusd
drawinga -

BRIEF DESCRIFIION OF THE DRAWINGS

A mors complele underatanding of tha igvention may be
attained by reference Lo tha drawdngs, in which:

F1G. 1 is 8 diugeam showing the topology of 1 Web sitc
including the prassner inveption;

V10, 2, conmpriged of FIGS. 2A and 2B, is a flow diagram
showlug process steps for distribuling requests among vatl-
ous servers hased oa the lnads baing handled by them;

FIC). 3 i3 2 more detailed view of 8 pantiva of the topakegy
abowm in TIG. § relating 1o load balancing;

IG. 4 is 2 fow dispram showiop procows stups €of
distributing coquests among varicus sepvers based on the
content of the vequests; and

TG, 5 is a diagram showing the pulopy of » Web site
neludiog the present inveation and » proxy,

DETAILED DEECRIFTION OF TIIE
ILLUSTRATED EMBOTNMENLTS

The peesent invention is dirceted to & system for fmple-
menting peer-to-peer load hulancing among pluret actwork
servem. Although the nvantion will be described in the
conlext of the World Wids Web (“WWW"), and more
gpecillunily in the context of WWW scrvers, it s nol lmited
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to wre in this context. Ruthey, the firvonlion can be vacd in
a varlety of differant types of network systcms with a variety
of different types of servem, Tor cxample, the invention can
be used in intranets sod local aca pelworks, and with
CORBA setvors, ORD acrvers, FTP scevers, SMTP sorven:,
amd Javn servers, to name a fow,

TIO. 1 depicts the polopy of a Web uile § which ineludes
the present invention, lugether with hardwan: for accessing
that Web ke frow & refmore Toculion 0o the Intemel. Moce
speciflently, FIG, 1 shows outer 2, wal DNS 4, sorver
cluster 6 comprised of Welr servers 7, & and 10, puuket filtsr
L1, and interpal network 12, A boel deseription of this
hardware is provided belaw.

Router 2 receives requests for information stored on Weh
#ite 1 from o remole location (ol shown) oa the Temut
Rodtsr 2 routes these requests, whish lypically gomprise
URLa, to Incal DNS 4, Local INS 4 seccives a URT, [nom
renitct 2 and qesalves the domain neme in the URT. w a2
apwcific IT address in secver eluster 6,

Seever cluster 6 is parl of e untroied segiuent 14 of Web
it 1, i0 which sccesn i eplatively unrestricted, Sorvee
cluster § 5 comprised of & phrality of secvecs, including
gervers 7, 9 and 10, Each of these sorvems is capable of
fetricving information from inlemal setwork 12 1n responge
10 requests rasolved by A remote DNS on the Inlerel of by
lacal BMS 4, Included on cach of servars 7, # and 10 ix a
microprocossor (nol shawn) and & méndory (oot show)
-which stores process uleps (0 cifect information reteieval. Tn
peeforeed embotiments of the invenlicn, tach memory ix
capable of storing xnd maintsioing programs and other data
belween power cycles, sl & capgbic of beiog fepro-
grammed periodleally. An example of such a memory i% o
totating hard disle

The memory oo esch server also stores a comiplier-

cxeentable moduls (Le,, & heurisfic) comprised of provess ;

sleps for performing, the peer-to-peer load balancing lesh-
nique of present invention, Mum specifically, server 7
inchudes load bajapsing module 17, server ¥ Includes load
balancing modyle 19, aud seover 10 inclwles load belangitg
witxdule 20. The process stepy o these modules 2 exocul-
ahle iy e miemprousssor on cach server sa s W distribues
Tenuests aoog the Weh servers, 1n mors delail, the process
steps inchude, among other things, coda {0 rebeive a request
Frevn & reiiote source at a (sl one of the Web servers {¢.2.,
sorver 7), code to detormine whathiee (o procoss the cequest
In the first scrver, code e process the regquest in the first
garver in a case thai the determining code delermines that the
request should be prooessad in (he first server, and wode 1o
routs the regquest to another secver (6., server 9) in 3 case
1hat the delermining cade deterrmines hat the manest showld
oot be processed in g fimst server. A more defailed dencrip-
tion of b Joad belenuing technique implemented by thess
Procoss #eps i prvided below,

Packet Blice 1L eomprises a firewall for inlernal nciwork
12 (ie., tha trugted scpment) of Web she L ALl ransactivas
{nto ur oul of internal pedwark 12 ane conducied through
packet Glter 11 1o this regard, packet fiter 11 “koows™
which iaside services of iatersal oetwark 12 may be
accossed from the Intemel, which clionts re purulited
access W L ingide services, and which oulside services
may bt seeessad by snyone v intornal netwark 12, Using
this infarngtion, pacleet filier 11 amalyzes dats packats
passing therathrough and fillers these packely scewrdingly,
restricting wcoers where nocessary and allowing suoess
wheee sppropriue,

Interoal aetwark 12 includes mainfzane 16 aod back-end
Web secvers 27 and 29, Rack-cod Web servers 27 anil 29

24
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compriss Hla servecs which store a dulabase for Wb sits 1,
Back-end Web rervers 27 and 29 muy be used to apeeys data
files on mainframe 16 (or other sinilar compyter) in
rexpunikn 10 coavests Trom server cluster 8. Onee such dats
files have boen socessed, maioframe 16 may then trapsmil
these Tiles back to server clusier € Allemulively, dita on
tuck-eed Web servers 27 and 29 may be xenossed directly
from server clusler § without the aid of mainframe 16,

Finil Embodiment

Lil43. 2 Muntratex process sieps of the preseat invenlios for
load baisncing reoeived aetwork requests. To begin, in step
5201 a network tequest s reccived ot » asrver, such as server
7 show in FLG, 3, Thiv request may be resolved by a ccmote
NS oo me Lowmet based on a cached 1P addeess (c.g-,
regquaata 1, 2, 3 and 4) or, altcraatively, the reqiest may be
resalved by s tocal cound-robin DNS 4 (e.p., roqoest 5),
Then, in step 5202, server 7 determines a losd (cp. the
nutnber and/er complexity of network requasts) that it is
enrrenlly processing, and the capacity remaining therin,

Siep 5203 decides if the load cumrently being processed in
server 7 excecds a first predetesmingd lovel. Tn pretarncd
emhbodiments of the invention, thiz predetarmined level 1s
505, meaning that sorver 7 is aperating s 30% capacity. Of
course, the inveation ia pot limited 0o using 30% as the first
predetormined laved, In this gaal, o value for (he el
predetermined leve] niay be stored in u memoey on sorver 7,
and may be reprogremiemed persdieally.

[Estep 5203 decides that server 7 in not processing A Inad
thal exceedy 1he Niml predetomined Tavel, tlow proceeds to
siop 5204 In stop 5204, the notwork roqoast is processed in
server 7, and 8 response (Rereto 18 ontput via e appropriale
channels. On the olher band, in & cese that step 5203
delermines that server 7 is procasaing a load thal exceeds the
firsl predeteenilned level, fiow proceods o dep 5208,

Siep 5205 determines loads eurraely buing processed by
server T's peers (¢ ., serviers 9 und 10 shown in FIG. 3). In
more detail, in step 5205, load bulsacitg meduls 17 com-
pares its current lowel information with the mest receat load
infotmation provided by load balaneing medules 19 and 20
These koad bslancing maodules ontivueusly exchenge infor-
matlon regarling their respective Inads, 8o that this infor-
matlon {3 instanily availabli for compariwon. Ta the cxample
shown in FIG, 3, load Lxlancing medule 19 provides infor-
mation eonesmning U load currently being peocessed by
server 9, and fosd haluocing modele 20 provides Snforms -
tinn conearming the Toad currcotly helng processed by arver
10,

In stap %206, nad balancing module 1Y determines
whethwe the loads curenlly beingr processed by stever 78
peoms aee less thaa the Joad oo server T by a dillereatiol
cxceeding a sccond predeteraiined Iovel. Tn prefecced
ambediments of the invention, this second predetermined
level is 209, which piovidos a manns of sssessing whether
acrvers 9 or 1D have at loast 20% more of their capacities
avallable than server 7. Of course, the mveation is nol
Umibrad to using 20% #s the second predetermined Jevel. In
this regard, &5 above, 3 valee for the second predetaritined
kevel may he stared in a memory on server 7, and may be
reprogrammed periodically.

1a o casc thal step 5206 decidexs that server 7°8 prers (e,
acrvers ¥ and IN) do oot have 208 mote of their enpacity
avallable, flow proceeds to stop 5204, Tn wlep 5204, the
nelwork request is provessed in servec 7, and 4 cexponse
thereto 15 oulput wia the approprisls vhammels. Qo the other
Liand, in 8 cake Wkl step S208 decides that at least oo of
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zacver 75 peers is processing A loud that ia lags than the
perecat inad on server 7 by the sssond predetermined level,
tlow procoeds to step 5207,

Step S207 determines whish, if uny, of the servers al Web
site 1 wre off-line based, o, on the load informetico
crchangs (or lack (heicof) in wep 5205, A server may he
off-Une for a pumher of rcasons, For example, the server
may be powered-down, malfunctioming, etc. 1n sich caaer,
the sorvers’ load balancing modules may be uassbls to
renpind 1o 8 requesl from load balancing modufe 17 or
ofherwise v unablc 10 parlicipate in an oxehange of
mfurmation, thersby indicling thal these servers are off-
Tine. In uwddidon, in prefmros] embodiments of the inventioa,
ihe led balancing thodules are able to perform diagnestics
un their rospoctive servers. Such diagnostion leyl opesalion
al the gerverz. [n a case that a server in not uperatiag
propecly, the server's load balancing miodube may provide ag
indication to load balancing modole 17 (hst aciwork
reyuests shoufd pol be rooted to that server,

Next, dep 8208 aoalyzes load information from on-line
secvers in order ks determine which of the ondine servers ix
processing the amalles! load. Step 5208 docs this by com-
paring the various londs being pmcessed by otber servers
and 10 {wwwuning that both are oo-linc), Step 5209 then
conle the oetwork roquest o (he serves whilch is surrantly
proceming (he smalleat load. To the invemion, roybng is
perftemed by seoding 3 commund from lgad haluncing
module 17 o a requestor instrucling the requestor to send rhe
request do 1 designated sarver. Thus, re-routiop is prcessed

automatically by the requestr sofrware and fs virlually

invisible 1o the amyal lnternet wser

Themafier, that server processes the cogquest in step 2.
Al this point, it is noted, bowewer, that the nvention ix ot
Limilted to routing the request 10 a scrver Lhat is processing
the smaliogt load. Rather, the invention can be configured to
roule s coquesl o any secver that is operating al er below
or predeteriniped capacily, of someibing simitar sech ag, bt
noi Limited 1o, 8 round-rolio hand-off rotation,

FIO. 3 {lluwiesten Lond distiribution according o the
prossn. ivenlion, More spocifically, us naled shove, wryer
7 (mare speailically, load balenoing modils 1Y) matives
cequests 1, 2, 3 and 4 resolved by nelwork DNS 21 and
cequest A via locul DNG 4, Similerly, sorver 18 rocsives
request & (Lo, & onched request) via lacal DNS 4. Any of
these tequents may be “boclanarked” requusts, manning thal
they are spectieally nddrensed ta e server, Oree each load
balancing meduts receives 2 requesl, il delenninss whather
10 process thul request [a s associated server ar bo poube thul
request tn anpther garver, 'This is dooe in the mannor shawn
in FIG. 2. Thy vietue of the processing shown in FIG. 2, Inad
balaneing mudulus 17, 19 and 20 disiribwts sequests 5o st
sorver T processcs roquests 1 aml 2, server ® procesnes
recquesty 3 amd 5, and server 10 procmews roquests 4 and 6.

sogond Embodiseent

In the second cmbodimeen, of (he ievention, lnad bulanc-
ing is performed based on a contoal of 4 Dotwork request, in
this cent & URL/URI, As noted abave, 1 URL addeosin a
particulac Web sile and takes the form of “wwwioo.com”. A
ULL, on the utkec haad, spectfies information of intorest at
the Web sits addressed by the URT. For cxarple, fn »
request such as “www.foo com/hunking”, “/backing” is the
URI and indjcries (hul Me pequest is direcied to nformation
at the “foo” Web wite 1hat relates o “hankiug™. la this
cmbodiment of the inveation, URIx in network coquesta are
used e dlisdeibuby feqUEsts SMONY ReMvEn.
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FIG. 4 is a flow diagram illuserating procses sleps oom-
prising this embediment of the lovedtion. To begin, in step
2401, 10ad balsnsing module 17 receives 2 request fom
eliber nutwork DNS 21 or from local DS 4 (sce FIG. 3). In
sicp S4UL, the load baluncing module then apalywes ke
request f determing iis contend. Ta particular, load balancing
module 17 analyzes the request to Idewilfy URTs (or ek

-thereof} in ihe request.

Step 5402 determines which seover(s) are dedicated to
processing which Uiz, and which server(s) w dedipated
processing requests lavlsg no URT, That is, i (e ioveotion,
the lnad processing maduls of esch mrved is confignmd to
acwpl requents of ong or more URIs, thus limideg the
sttyer 1o processing cequests For those URIs. Eor cxample,
Ioad halanciop module 17 may be confipured (9 secespt
equests with a TR of “/benking™, wherers Ioad balanciog
maxdule 19 may be sonfigured to accept requests wilh w URI
of “fsecarilies” Whieh server processes which URI may he
“hanl-cuded” within the server's Toading balancing module,
stored withia tbe memory of each server, or obtnine! and
updated vie a dynamic protocol,

Tn any event, it a casc that slep S408 decides thar sepvey
17 ix dediculed to processing LRIs of the ype contained in
e cequest {or no URI, whichever the cuse muy b}, Bow
poceeds to step S404. 1o stop $404, the reqoest is oo pled
by load balancing moditle 17 and prewesssd w server 7,
whercaller pricessiing ends, On the ather bad, in 2 casc thal
stap 3403 docldes that sarvee T docs nol procers URIS of the
type contadned in 1be cequeat, flow proceeds to slep S405.
‘This ep foutss the request to one of server T's peers that is
dedicated 10 processing muests contalning such URIS.
Rowing is performed 1o Hhe san manner ax in sep K209 of
FIG. 2. Ooce the mguest is recclved af the appripriato
serves, the load balancing module amocialsd therewilt
accepts the vequest for processing by the rerver in step S4046,
whergafier processing cuds. ‘

Thinl Embadiment

The fist and sccond embodiments of the invenlim
descrbed above can be combined inta a tlngle smbodiment
which routes network requests hused on both & coptont of the
reguest and loxds being bandled by the venous servers.
Mure ppecifically, In this embodiment of the inwention, sach
lowd balancing module is configured Lo roule 2 (equest th L
server dedicated 1o 3 particular TR in 1 ¢asg thal the sarver
i operating al kess thin a predelermined capacity. In a casc
that the server #s operating at above the predetermined
capacity, the invention routes the requeats o another swerver
which can handle myuests for the ULL, but which ix gpers
ating at below the predeiemined capacity, The muthads fuc
perfoeming such routing ure descrilwd tbove with respedt K
the firet and second embodiments of the iwvention.

Fourth Embodimsni

As noted abeve, the preasnt iovention reduces the aced for
a proxy gateway e similar heedware for disirhuting koads
amohg vidous Web servers. It is noled, bawever, that the
invention can be used with such hardware. FiCE. 8 shows the
topolopy of & Web xile an which the present fovention is
implemeated, which alsa includes proxy 26,

In this regard, cxaepl for proxy 26, the fealures wbow in
FIG. 5 are identical in both strieture and fumation 1 (hosg
show i P10, 1, With respedt 16 proxy 26, proxy 26 is used
lo revceive network requests amd o rouls those roquests i
apprapripe gervers. A hoad balancisg module on each server
ihest detormines whelher the server qan proctss requesis




Case 1:03-cv-11755-RWZ Document 34 Filed 07/15/04 Page 26 of 27

6,128,279

9

couted by proxy 268 of whetber such requests should he
souted i ome of its peers, The pracess for dofng this ik sl
forth in the fimst, wecoad and \bind embodiments deseribed
above.

Tifth Embodiment

‘This embadiment of the Invention is dirccted lo » syslem
for maintaining an wssociatlon between o requesier and ooe
of phural servess at 2 Web site when stare information fs used
during an slusmmic iransaction,

More spucitically, in accordance with this embodiment of
the mvention, A scrver s a Wb gitc, such as sorver 7 shown
fn FIG. 1, is configured te recupnize apeclfic URIs (e,
URIs that doaigoate entcy points for a suteful traasaction
refating, 1o cleetronic commecce). In the ease that ooc of
these URIs {4 recopnized, the server will ot mouts subge.
Yuonl aosactions awwy from that seover, theraby sasuriog
that all such requests ars provessed by that server, Reguesds
may aguin o ce-rouled from the server onee a URE which
matches & prodetermined “configurution ke’ b detected
{e.z., when & trunsaction is complete).

In preferred embodiments of the wveation, witd curd URI
infopoation muy be used to dexipnate a statefin] path. For
example, the hypedink “btp:fwww.loo.com/ banking™"
wonkl mean thut “hitp; /forerw faopom/banking/” copstilubes
the cntry poinl inte o statchi] tnsection, Any request up o
ad including this peint wonld be subject o matenlial
Le~routing, Any requost further dewn this path would indi-

cate thal the requestor and she server are cogaged in a ;

stateful transeuton and pot subject by powwistial rc-rovfing.
"Ihe presepl inventlon bas been deseribed with respret to
particutar illusirative ambodimoents. 1t s o be undemsioud
that the ioveption iw oot Limited o the abave-dsscribed
ermbodiments and maodifications theretn, and that varions
whunges and modifiealions may be made by (hose of ordi-
uery skill in the ant without departing from the spinit and
soope of the sppeaded claim
Tn view of the forcpaing, whal we claim js
1. A meti] of disiribuling requests among a plurality of
ashwork servees, the methed comprising the steps of:
receiving & mquest from & pomole sonres al a fiest one of
the nebwirc servecs;
cxeculing a deterindning step in the Nirsl gerver, e doter-
wiiticg step fiv delcrminlgg whether L process the
request 0 (he fiest notwork sorver;
processing the requent in the Tt aelwork seever fn e cuse
that the dalsrmdning step delermines that the roquest
should be processed in the first network server; and
routing the requesd (o another network server in a cans (hat
the dotermining stap determines thal Uee requas: should
ot b procesasd in (e At neiwork seever)
whorein fthe determiging step eomprires e step of:

determining 4 load cucreoily boing processed by the 4

first network sarves; aod

cecelving informating in the first network secver from
each of the other nelwark servers, the informution
from cach ol the other metwork servers comprising
information covencning a load cwrenily being pros
cersed in each network werver;

wherein thy determining step determiney tiat tbe fisst
netwark, server should pmcess the requeal in a case
that (i} the load qurently being processed i the firs
network werver is bolow o first predetermined level,
of (if) the luad currentty being processed ia the first
network server is abave the fiost predutermined tovel
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and Is shove losds comently being processed by
cither ol ihe ofher petwork servers by losg than a
second predetecmined level; and

whercin the determiniag step dolornrines that (b fleat
oehwgrk seever should pot prosuss the request o &
cags thal the load currenlly being proceszad in the
first petwork server is above the Brw pradetcrmined
lave] 2 a load currenlly being procossed in at leust
wne of the other betwork servers 1§ below the level of
the it potwork, server by i leagt the seoond pre-
deternnined, el

2. Computercxcoutable process stops stored on o
compuler-readelde medivm, the tumputer erccutabls pro-
s wleps comprising & server module which & insufisbls o
A plurality of getenrk servers Uy dirbgte (equesis smonp
the phirality of petwork ssevees, the compoteraxecutablc
PSS Steps comprising:

wiude (o raceive 1 majwest from a remoic source al 2 fiest

oue of the network servers)
cude, executable by the Omt sorver, o determuing whether
{0 process the request in thay server;

code 10 process the request in the vk netwirk secver in
1 case that the deterinining cnde delennioea that the
request should be processed in the iy network server)
and

code 10 romie the reyuest 10 auofher nelwork secver In a

casc that the determining ¢ode delerminss thet the

request should 0ot be processed m the fst ootwork

S0IVCE;

whereln the determining code comprisas:

code to delepming 3 load currently heing processed by
the first network server, and

code 16 recaive informatien in (e first notonrk sarver
from such of the ollior netwark servers, ibe infor-
mation from wach of the other netwirk servers com-
prising mfomdation comcoming a load currctly
belag proceswed i each nctwork server;

wheredn the delercvining code determmnes that the fost
oetwork servee sbould process the request i 4 case
that (1) the loud aumulg' bolop processed in the frst
uctwork scrver i below & frst predelermined lavel,
of (1) 1be tosd ourmeally Being processed in the first
actwork server is utweve the first predelermined level
and is above lowls cumeoly being processed by
efther of the other nelwork servems by less thun &
sseond predetermined Jevel; aod

whergin the determbning «awle determines that the Rt
poiwnth samver should ool proesss the ccquest in a
case that the load currenlly being processed in the
fimt nelwodk scover s above Lhe firet predetermined
lewel and a load eurecntly being processed in at least
one of the other petwork servers b helow the level oE
the st peiwork gerver by at least the second pro-
detarmined Jevel,

3. A octwork esrver which i capable of ProceAsing
requests and of distrbuling the requests amangs  flierality of
nther aviwork servers, the nelwurk scTver comprising:

u memory which stores & wrluls complsed of compyie-

exscutable process sleps; and

a procossor which executes the proccss sieps stored in the

Bismory 30 8%

(i) to reoslve o myuest from a femole source al the
network server,

{ii) to doterming whelier W process the reguest 1 Lhe
actwork server by exscutiog provess sieps 50 an (4)
Lo detrming & load eurrently being processed by the
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first network server, and (h) by receive informalion i
the Frst petwork server (rom each of the wther
network servers, the faformation from each of the
other network servers comprising information con-
corning & load cucecolly being proccssed in cach
netwatk seiver,
whercin the processor determines that e fiyst net-
work server should process the request i A case
that () the load currently being proccssed o tha
Fiest network server is bokow a st predetcomined
tevel, of (i) tha Jasd cucrently being processed in
the Sret patwork scover is above the Hrst prode-
termince {evel wnd i thove losds aurronily being
procesed by cither of the other nelwodlt servers
by less than A secund predelormined leval; aod
wharein the provessor determiney that the ficst nol-
waork setver should oot procgss the reguest in a
ease that the Ioad egirontly being processed in the

fizsl network gerver is above the Arst predator.’

mined kevel and a load currently teing processed
in al least ons of the other aebwork mervecs is
below the level of the fmt networlc scover by a1
least the second predetermined level];

(ili) to prosaess the nequest in the nebsok server i a
¢hae that the procossor delermines that the request
should be processed in the nevwork server, and

{(iv} 1o owde the request 1o anoihar one of the plerality
of notwork pervers in 8 coee that 1he processor
determines that the request shondd nut be processed
in the Helwork secver.

4, A method of disigibuting requess’ among » plucatity of
network servers, e method comprising, the steps of:
reoeiving & foqueal from z reraole souree Al 4 liedt onc of
the network servers;
exvculing 1 determining step in the find server, the deter-
mining stcp for delenminiog whether to process the
requist in the fimt network server;

processing the reguest io the fimst nebwodlt sctver ina case

that the determining step detormines Lhal the reeuest
should e processed in the frd network server; spd

ronting Lha request 10 another avtwork server in A vige that
the delcrmining step dotenmines (hat the requesy should
not be processed in the fimst network server;

wherein the determining step compriscy delermining
whether the request ix gelated & 2 stateful trapuaction
bazed on u URI in the request; and

whersin (i} in & cagc that the request is related Lo a sralgtil
transuctiom, determining Lhat the roquest should be

procesnsd in the first network gerver, and (i) in o case

that the reeueit Is oot related lo & stateful (ransmotion,
determining if the requeat should bo processed in the
Hem network server.

%, A method veooeding to clnim 4, wherein, 10 o ease thal
the reqoes! is related to a statelnl pavaastion, detenmining
that at loast 2 secomd request having a URT substantinlly the
same as the URT of the request should b poosased in the
first natwark server

4. Computer-execntable proccss sleps storod on a
compiercadable medivm, the computer executable pro-
ciws sleps comprising » server module which is insallable in
a plucality of nelwork scrvers to dikvibute requosts among
the plurality of network servers, the osmpulerexcontable
process sicps Comprisng
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2ode Lo receive 1 pegues! from 3 remors sonree st g first
onc of the network servers;

¢ode, exeentable by the fml server W determineg whether
1o pracess the request In thal server;

cody w process the request in the first network sesver in
a cusg that the delsrminming code determines thot the
requekt should Le procgssed in the Hed network scrver,
and

wde 1o routs e reguest to another pstwurdk server in &
cpae dhot the determiming oode determines that the
roducet showld nol be processed in lhe fizst notworle
EGIven :

wherdin the dewennining code comprines ande o deter-
minc whether the request is relawd to a wtatefu) trans-
action buned o o URT in the mquest; and

whemin (1) in 1 oase that the requestis related to 3 state o]
tansaction, the deterntining eode detormings thal the
quest should be processed i the frst network server,
and (i) in a caas that the request is not related Lo a
statcful transection, the dotermining codw deteenyines if
the requesl should be proccssed n ibe st nctwork
nUVEh

7. Compuler-execulable proccss sieps aceording to olrim
fi, whercin, in 8 cose thel vhe requesl Is related (0 2 Stateln]
trugaction, (he oxde (o determing delermines that i feas! x
wscond request having o URI substantially the sarme a5 the
UR] of the request should be processed in the fimt netwvork
STV,

B, A network seever which s capable of processiog
retjnests and of disiributing the requests among a plurality of
ather notwork servers, the network servee comprising:

a memary which stoms » module compelsed of compute-

execuluble process steps; aml

a processor which crecutes the proccss staps slursd in the
memory 5 A%

(i} to recelve g request foom a remols aouees at the
nelworlt $erver,

(i) W determing whether the request should he pro-
cessed 10 the potwark server by determining whether
the request is e W a sateful transaction hesad
on a URK in the request;
wheteln (i} in 4 cane that thy request is rclated b a

stalciul transantion, the processar dotormines hat
the requeal ahould he processed in the notwork
server, and (i) i a case that the request is aot
related 10 & staisfi] traogaction, the processoc
determines if the request sheuld be processed io
the oCtworls servern,

(ili) to process the mauest in tie ustwark s&ver in a
zane lbat the processor determings thay the reques
should he processed in the netwock sorver, amd

(iv) to roule the requeal o apother one of the pluratity
of relwork servers Io s case that the prooeses
determines that the request should not be processed
in Lhe network acrver,

9. A network server according o cluim 8, wherein, in a
case that the reguest s related to a suefdl ransaction, the
proocasor dotorthives that at least a asond request having a
URI gubstantially the same ag the UR1 of the request should
be progessed in the nelwork server,

= L] L.} - *




