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RENESAS ELECTRONICS
CORPORATION and RENESAS
ELECTRONICS AMERICA, INC,, COMPLAINT
Plaintiffs, DEMAND FOR JURY TRIAL
V.

RING TECHNOLOGY ENTERPRISES
OF TEXAS, LLC,

Defendant.

Plaintiffs Renesas Electronics Corporation (“Renesas Electronics”) and Renesas
Electronics America Inc. (“Renesas America”), hereby demand a jury trial and seek a declaration
that they do not infringe United States Patent No. 6,879,526 (the “‘526 Patent”) attached hereto as

Exhibit A and a declaration that the >526 Patent is invalid and unenforceable.
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PARTIES

1. Plaintiff Renesas America is a California corporation having its principal place of
business at 2880 Scott Boulevard, PO Box 58062, Santa Clara, California 95052.

2. Plaintiff Renesas Electronics is a Japanese corporation having its headquarters at
Nippon Building, 2-6-2, Ote-machi, Chiyoda-ku, Tokyo 100-0004, Japan.

3. Defendant Ring Technology Enterprises of Texas, LLC (“Ring”) is a Texas
limited liability company having a principal place of business at 719 West Front Street, Suite 274,
Tyler, Texas 75702.

JURISDICTION

4. This Complaint arises under the patent laws of the United States, Title 35 of the
United States Code, and the Federal Declaratory Judgment Act, 28 U.S.C. §§ 2201-02. This
Court has original jurisdiction over the subject matter of these claims made under 28 U.S.C.

§§ 1331 & 1338(a).

5. Defendant Ring claims to be the owner by assignment of the *526 Patent, entitled
METHODS AND APPARATUS FOR IMPROVED MEMORY ACCESS. The *526 patent
issued on April 12, 2005. A true and correct copy of the 526 patent is included as Exhibit A.

6. On December 11, 2009, Defendant Ring brought an action alleging infringement
of the ‘526 Patent against thirty (30) defendants in a case captioned Ring Technology Enterprises

of Texas, LLC v. A-DATA Technology (U.S.A.) Co., et al., Civil Action No. 2:09-cv-00383-CE

in the Eastern District of Texas (“Ring I Case™).
7. On March 24, 2010, Defendant Ring brought an action alleging infringement of

the ‘526 Patent against forty-three (43) additional defendants in a case captioned Ring

Technology Enterprises of Texas, LLC v. Add-On Computer Peripherals LLC. et al., Civil Action

No. 2:10-cv-00104-TJW in the Eastern District of Texas (“Ring II Case”).

8. On information and belief, Ring’s primary business is the litigation and licensing
of the ‘526 Patent.

9. Defendant Ring has regularly and systematically directed its business activity—

i.e., litigation of the ‘526 Patent—into this judicial district and conducted its business activity in
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this judicial district by suing numerous residents of this District. Defendant Ring purposefully
avails itself of the benefits of this District.

10.  Defendant Ring has regularly and systematically conducted its business activity —
i.e., litigating and licensing the 526 Patent—in this judicial district by negotiating numerous
licenses and settlement agreements in this District. Defendant Ring purposefully avails itself of
the benefits of this District.

11.  Defendant Ring, through its attorneys, has purposefully directed the
communications to Renesas America—a resident of this District—that give rise to this Action.

12.  Defendant Ring is subject to the personal jurisdiction of this Court.

13.  Inthe March 24, 2010 Complaint filed in the Ring II Case, Defendant Ring alleges
that NEC Electronics America, Inc. “has been and now is infringing the ‘526 Patent in the State
of Texas, in this judicial district, and elsewhere in the United States, by, among other things,
making, using, importing, offering for sale, and/or selling one or more devices having a memory
device and a set of shift registers interconnected in series that shift data from the memory device
from one shift register to the next in the set according to a shift frequency received from a clock
signal, including, by way of example and without limitation, the NEC 8GB, 240-pin, PC2-5300
CL5, Fully Buffered ECC DDR2-667 FBDIMM, Memoryx Parts No. NEC-8GB-DDR2-667-F, a
random access memory device employing an Advanced Memory Buffer covered by one or more
claims of the ‘526 Patent. By making, using, importing, offering for sale, and/or selling such
apparatuses, and all like products and related services that are covered by one or more claims of
the ‘526 Patent, NEC Electronics has injured Plaintiff and is thus liable to Plaintiff for
infringement of the ‘526 Patent pursuant to 35 U.S.C. §271.”

14.  Inthe March 24, 2010 Complaint filed in the Ring II Case, Defendant Ring made
allegations against NEC Corporation of Japan identical to those against NEC Electronics
America, Inc., including naming the “NEC 8GB, 240-pin, PC2-5300 CL5, Fully Buffered ECC
DDR2-667 FBDIMM, Memoryx Parts No. NEC-8GB-DDR2-667-F.”

15. At the time of the Complaint filed in the Ring I Case, NEC Electronics America,

Inc. was not a subsidiary of NEC Corporation, but a subsidiary of NEC Electronics Corporation.

-3- COMPLAINT; DEMAND FOR JURY TRIAL
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16.  The “NEC 8GB, 240-pin, PC2-5300 CL5, Fully Buffered ECC DDR2-667
FBDIMM, Memoryx Parts No. NEC-8GB-DDR2-667-F” is not a product of NEC Electronics‘
America, Inc., but, on information and belief, a product of NEC Corporation.

17.  Defendant Ring has settled the Ring IT Case with respect to the acts of NEC
Corporation.

18.  Defendant Ring has dismissed NEC Corporation from the Ring II Case.

19.  Counsel for Defendant Ring admitted that at the time it filed the Complaint in the
Ring II Case Defendant Ring mistakenly thought NEC Electronics America, Inc. was the United
States subsidiary of NEC Corporation.

20. At the time it filed the Complaint in the Ring II Case Defendant Ring mistakenly
thought NEC Electronics America, Inc. was the United States subsidiary of NEC Corporation

21.  Counsel for Defendant Ring admitted that at the time it filed the Complaint in the
Ring II Case Defendant Ring had not formed a good faith belief that NEC Electronics America,
Inc. infringed the ‘526 Patent.

22. At the time it filed the Complaint in the Ring II Case Defendant Ring had not
formed a good faith belief that NEC Electronics America, Inc. infringed the ‘526 Patent.

23. On April 1, 2010, NEC Electronics America, Inc. merged with Renesas
Technology America, Inc. to form Plaintiff Renesas America.

24.  Defendant Ring indicated that it completed its analysis of the products of NEC
Electronics America, Inc. in May, 2010, almost two months after filing the complaint in the Ring
II Case.

25.  In May 2010, counsel for Defendant Ring verbally agreed to dismiss NEC
Electronics America, Inc. from the Ring II Case.

26.  Notwithstanding the verbal agreement, Defendant Ring failed to dismiss NEC
Electronics America, Inc.

217. In an email dated June 4, 2010, counsel for Plaintiff Renesas America indicated

Renesas America’s intention to move to dismiss NEC Electronics America, Inc. from the Ring II

-4 - COMPLAINT; DEMAND FOR JURY TRIAL




BAKER & HOSTETLER LLP

ATTORNEYS AT Law

£.0S ANGELES

~N

o]

10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page5 of 47

Case. That same day, counsel for Defendant Ring responded that “[t]here will be no need to seek
relief. I will have the agreement to you by [the next business day].”

28. In an email dated June 16, 2010, counsel for Defendant Ring indicated that
Defendant Ring continued to work on a draft agreement.

29.  Throughout the June to October 2010 period, in approximately one to two week
intervals, counsel for Plaintiff Renesas America attempted to contact counsel for Defendant Ring
by phone and/or email.

30.  Counsel for Defendant Ring received phone messages between June 2010 and
October 2010 from counsel for Plaintiff Renesas America regarding the Ring II Case.

31.  Counsel for Defendant Ring received email between June 2010 and October 2010
from counsel for Plaintiff Renesas America regarding the Ring II Case.

32.  Despite being represented by no fewer than five attorneys, Defendant Ring
responded to Plaintiff Renesas America only once during the June to October period, by leaving a
single voicemail in early August 2010.

33.  Defendant Ring has systematically delayed any substantive progress in the Ring I
Case.

34.  Defendant Ring has dismissed at least twenty-four (24) defendants from the Ring I
Case.

35.  Defendant Ring finally made initial disclosures under the Local Patent Rules of the
Eastern District of Texas in the Ring I Case on November 2, 2010 , almost eleven (11) months
after filing suit.

36.  Defendant Ring has systematically delayed any substantive progress in the Ring II
Case.

37.  Numerous defendants in the Ring IT Case have not responded to Defendant Ring’s
complaint in the Ring II case as of November 4, 2010.

38. Despite its earlier verbal representations, in an email dated October 26, 2010,
counsel for Defendant Ring stated that Plaintiffs Renesas Electronics and Renesas America “are

at least liable for contributing to or inducing infringement of the ‘526 Patent, and they may also

-5- COMPLAINT; DEMAND FOR JURY TRIAL
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be liable for their (or their predecessors') infringing use of a device covered by the ‘526 Patent”
and that Defendant Ring will “amend the complaint to name the Renesas entities in place of the
NECEL-Am entity.”

39.  Because Defendant Ring: (i) has accused Plaintiffs Renesas Electronics and
Renesas America of “contributing to or inducing infringement of the ‘526 Patent;” and (ii) stated
that it will “amend the complaint to name the Renesas entities in place of the NECEL-Am entity;”

and (ii1) previously sued seventy-three (73) defendants; while systematically ignoring

communications and delaying any possible resolution, Defendant Ring has taken a position that
raises a substantial controversy between parties having adverse legal interests that is of sufficient
immediacy and reality to warrant the issuance of a declaratory judgment. Accordingly, an actual
controversy exists as to infringement and validity of the ‘526 Patent.
VENUE

40.  Venue is proper in this district under 28 U.S.C. §§ 1391 and 1400 because
Defendant Ring is subject to personal jurisdiction in this District, systematically and continuously
does business in this District; and purposefully avails itself of the benefits of this District.
Plaintiff Renesas America is resident in this District.

INTRADISTRICT ASSIGNMENT

41.  Under Civil Local Rules 3-2(c) and 3-5, this action, being a declaratory judgment
action based on patent claims, is appropriate for assignment on a district-wide basis.
COUNTI
DECLARATORY JUDGMENT OF

NON-INFRINGEMENT OF THE ‘526 PATENT

42.  Plaintiffs reallege the allegations in paragraphs 1-41 as though fully set forth
herein.
43.  An actual and justiciable controversy has arisen and exists between Plaintiffs

Renesas Electronics and Renesas America and Defendant Ring regarding the ‘526 Patent.

-6- COMPLAINT; DEMAND FOR JURY TRIAL
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44, By making, using, selling, offering to sell, marketing, licensing, or importing their
products, Plaintiffs Renesas Electronics and Renesas America have not directly or indirectly
infringed any claim of the ‘526 Patent, literally or under the doctrine of equivalents.

45. By making, using, selling, offering to sell, marketing, licensing, or importing their
products, Plaintiffs Renesas Electronics and Renesas America have not induced their customers to
infringe any claim of the ‘526 Patent.

46. By making, using, selling, offering to sell, marketing, licensing, or importing their
products, Plaintiffs Renesas Electronics and Renesas America have not contributorily infringed
any claim of the ‘526 Patent.

47. A judicial declaration concerning these matters is necessary and appropriate at this
time so that Plaintiffs Renesas Electronics and Renesas America can ascertain their rights, duties,
and obligations with respect to Defendant Ring, the ‘526 Patent, and with regard to the design,
development, manufacture, marketing, and sales of their products.

COUNT II
DECLARATORY JUDGMENT OF

INVALIDITY OF THE ‘526 PATENT

48.  Plaintiffs reallege the allegations in paragraphs 1-47 as though fully set forth
herein.

49.  An actual and justiciable controversy has arisen regarding the validity of the ‘526
Patent.

50.  The claims of the ‘526 Patent are invalid because of a failure to meet the
conditions of patentability and/or otherwise comply with one or more of 35 U.S.C. §§ 100 et seq.,
including §§ 102, 103, and 112.

51. A judicial declaration concerning these matters is necessary and appropriate at this
time so that Plaintiffs Renesas Electronics and Renesas America can ascertain their rights, duties,

and obligations with respect to the ‘526 Patent.

-7 - COMPLAINT; DEMAND FOR JURY TRIAL
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COUNT 111
DECLARATORY JUDGMENT OF

UNENFORCEABILITY OF THE ‘526 PATENT

52.  Plaintiffs reallege the allegations in paragraphs 1-51 as though fully set forth
herein.

53.  An actual and justiciable controversy has arisen regarding the enforceability of the
526 Patent.

54.  The claims of the ‘526 Patent are unenforceable against Plaintiffs Renesas
Electronics and Renesas America under the doctrine of laches.

55.  The claims of the ‘526 Patent are unenforceable against Plaintiffs Renesas
Electronics and Renesas America under the doctrine of equitable estoppel.

56.  The claims of the ‘526 Patent are unenforceable against Plaintiffs Renesas
Electronics and Renesas America under the doctrine of license and/or implied license.

57. A judicial declaration concerning these matters is necessary and appropriate at this
time so that Plaintiffs Renesas Electronics and Renesas America can ascertain their rights, duties,
and obligations with respect to the ‘526 Patent.

REQUEST FOR RELIEF

WHEREFORE, Plaintiffs Renesas Electronics Corporation and Renesas Electronics

America Inc. request judgment as follows:

A. A declaration that the claims of the ‘526 Patent are invalid;

B. A declaration that neither Renesas Electronics nor any of its products infringe
(directly, indirectly, literally, and/or under the doctrine of equivalents) any valid claim of the ‘526
Patent;

C. A declaration that Renesas Electronics has not contributorily infringed or induced

infringement of any valid claim of the ‘526 Patent;

-8- COMPLAINT; DEMAND FOR JURY TRIAL
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D. A declaration that neither Renesas America nor any of its products infringe

(directly, indirectly, literally, and/or under the doctrine of equivalents) any valid claim of the ‘526

Patent;

E. A declaration that Renesas America has not contributorily infringed or induced

infringement of any valid claim of the ‘526 Patent;

F. A declaration that the ‘526 Patent is unenforceable against Renesas Electronics;
G. A declaration that the ‘526 Patent is unenforceable against Renesas America;
H. A determination that this case is exceptional under 35 U.S.C. § 285 and an award

to Plaintiffs Renesas Electronics and Renesas America of their attorneys’ fees, costs, and
expenses in conjunction with this action; and

L. Such other and further relief as this Court or a jury may deem proper and just.

Dated: November 5, 2010 Respectfully submitted,

BAKER & HOSTETLER LLP
LISA I. CARTEEN

BAKER & HOSTETLER LLP
PAUL E. POIROT, OF COUNSEL

([ thpr

il
en

Lisa I. Carte (

Attorneys for Plaintiffs

RENESAS ELECTRONICS CORPORATION
and RENESAS ELECTRONICS AMERICA,
INC.
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DEMAND FOR JURY TRIAL

Renesas Electronics and Renesas America hereby request a jury trial as to all issues triable

to a jury.

Dated: November 5, 2010

503124513

Respectfully submitted,

BAKER & HOSTETLER LLP
LISA I. CARTEEN

BAKER & HOSTETLER LLP
PAUL E. POIROT, OF COUNSEL

Lisal. (‘:aﬁé’en

Attorneys for Plaintiffs

RENESAS ELECTRONICS CORPORATION
and RENESAS ELECTRONICS AMERICA,
INC.

-10 - COMPLAINT; DEMAND FOR JURY TRIAL




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagell of 47

Exhibit A




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel?2 of 47

US006879526B2

A

a2 United States Patent

(10) Patent No.: US 6,879,526 B2

Lynch et al. @4s) Date of Patent: Apr. 12, 2005
(549) METHODS AND APPARATUS FOR 4,790,418 A 12/1988 Brown ct al.
IMPROVED MEMORY ACCESS 4,995,078 A 2/1991 Mounslow et al.
5,003,591 A 3/1991 Kauffman et al.
(75) Inventors: William Thomas Lynch, Apex, NC g:ggﬁé’; i nggg} E‘;?P':]t‘:l‘ al.
. ; : ,027, / 1et al.
gg)s)(’ugi“d James Herbison, Arvada, 5060068 A 101991 Lindstrom
5,062,059 A 10/1991 Youngblood el al.
(73) Assignee: Ring Technology Enterprises LLC, ;,(1}?3,22? 2 é;;gzg E(:a‘;lg ot al.
Reston, VA (US) 5,130,792 A 7/1992 Tindell et al.
5,132,992 A 7/1992 Yurt et al.
(*) Notice:  Subject to any disclaimer, the term of this .
patent is extended or adjusted under 35 (Continued)
U.S.C. 154(b) by 0 days. FOREIGN PATENT DOCUMENTS
WO WO 2004/025476 3/2004
(21) Appl. No.: 10/284,198
OTHER PUBLICATIONS
(22) Filed: Oct. 31, 2002 Malavalli, Kumar, “Fibre Channel Classes of Service for
(65) Prior Publication Data Data ‘{ransport,” Brocade Communications Services, Inc.
1997, 15 pages.
US 2004/0085818 A1 May 6, 2004 “HyperTransport™ 1/O Link Specification,” HyperTrans-
port Technology Consortium, Rev. 1.03, Oct. 10, 2001, 217
(31) Int. CL7 oo seenineenenes. GILC 7700 pages.
(52) US.Cl . 365/18Y.12; 365/233; 365/239; .
365/240; 365/221; 365/78 (Continued)
(58) Field of Search ..................... 365/189.12, 233,  Primary Examiner—Connie C. Yoha
365/239, 240, 221, 78 (74) Artorney, Agent, or Firm—Finnegan, Henderson,
Farabow, Garre(l & Dunner, LLP
(56) References Cited 57 ABSTRACT
U.S. PATENT DOCUMENTS A memory access scheme employing one or more sets of
371309 A 1/1973 Comfort et al. shift registers interconnected in series to which data may be
3,735,362 A 5/1973 Ashany et al. loaded from or written into one or more memory devices.
3,748,647 A 7/1973 Ashany et al. That is, data from the memory devices may be parallel
3812476 A 5/1974 Cragon loaded into the sets of shift registers and then seriaily shifted
4,064,556 A 12/1977 Edelberg et al. through the shift registers until it is output from the sets of
4,065,756 A 12/1977 Panigrahi shift registers and transferred to its destination. Additionally,
i’éggg; g liﬁgg(l) F\'rfcd;‘:ia;;il‘ the data may be read from and loaded into the memory
4334305 A 6/1982 Girardi devices to/from the sets of shift registers such that the
4363125 A 12/1982 Brewer et al. shifting of the shift registers is uninterrupted during the
4506387 A 3/1985 Waltcr reading and/or loading of data. Additionally, data from the
4,538,174 A 8/1985 Gargini et al. memory devices may be loaded into two or more parallel
4,646,270 A 2/1987 Voss chains of shift registers and then seriaily shifted through the
4,672,602 A 6/1987 Hargrave et al. shift register chains.
4,709,418 A 11/1987 Fox et al:
4,763,317 A 8/1988 Lchman ct al. 60 Claims, 16 Drawing Sheets

Coured $ignais] (molsign.] S g o
T Generstor R T Oodtigs
Daa fr writng o {
................ 4 ")1
A 20
163, 165 164 61
L .
i J5Y 163 164 61 .
L_%_(' RS 'ﬁn Microprocessor
‘ i
E |
| |
Il:"'!!‘l"‘i:tkkT)7.
e S
g a
,]44
Memory device | Memory device
\wz \ID»\



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel3 of 47

US 6,879,526 B2
Page 2

U.S. PATENT DOCUMENTS

5,133,079 A 7/1992  Ballantyne et al.

5,153,884 A 10/1992 Lucak et al.

5,191,410 A 3/1993 McCalley et al.

5,200,925 A * 4/1993 Morooka ......ccceceennne 365/219
5,247,347 A 9/1993 Litteral et al.

5,253,341 A 10/1993 Rozmanith et al.

5,261,114 A 11/1993 Raasch ct al.

5,369,784 A 11/1994 Nelson et al.

5,371,532 A 12/1994 Gelman et al.

5,374,952 A 12/1994 Flohr

5,400,331 A 3/1995 Lucak et al.

5553311 A 9/1996 McLaughlin et al.

5581479 A 12/1996 McLaughlin et al.

5,604,682 A 2/1997 Mcl aughlin et al.

5,636,139 A 6/1997 McLaughlin et al.

5883831 A * 3/1999 Lopez etal. ........... 365/185.04
5,908,333 A 6/1999 DPerino et al.

5953263 A 9/1999 Farmwald et al.

5,954,804 A 9/1999 Farmwald et al.

5,978,295 A * 11/1999 Pomet et al. ............... 365/221
6,032,214 A 2/2000 Farmwald et al.

6,034,918 A 3/2000 TFarmwald et al.

6,185,644 Bl 2/2001 Farmwald et al.

6,356,973 Bl 3/2002 McLaughlin et al.
6,356,975 Bl 3/2002 Barth et al.
6,498,741 Bl * 12/2002 Matsudera et al. ........... 365/63

OTHER PUBLICATIONS

Tran, Jennifer, “Synthesizable 1.6 Gbytes/s DDR SRAM
Controller” Xilinx Application Note XAPP200, Mar. 21,
2000, 12 pages.

“Using Block SclecctRAM+ Mcmory in Spartan—I1 FPGAs,”
Xilinx Application Note XAPP173, Dec. 11, 2000, 15 pages.
“200-MHz SDRAM Controller Core Product Specification”
Alliance Core, Jan. 10, 2000, 4 pages.

Bapat, Sheker, “Synthesizable 200 MHz ZBT SRAM Inter-
face” Xilinx Application Note XAPP136, Jan. 10, 2000, 6
pages.

“Synthesizable High Performance SDRAM Controller” Xil-
inx Application Note XAPP134, Feb. 1, 2001, 16 pages.
Ma, Alex, “Synchronous DRAM Controller” Powerpoint
slides, EES27 Spring 1998, 21 pages.

“170 MHz FIFOs Using the Virtex Block SelectRAM+
Features” Xilinx Application Note XAPP131, Jun. 5, 2001,
6 pages.

“Using the Virtex Block SelectRAM+ Features” Xilinx
Application Note XAPP130, Dec. 18, 2000, 11 pages.
“APl Networks, enabling technology for next generation
product . . . HyperTransport technology licensed by HP”
(retrieved Mar. 18, 2002) <http://www.api-networks.com/
pressreleases/pr121001.shtml>, API Networks, Dec. 10,
2001, 2 pages.

Richmond, Robert, “AMD 64—Bit K8 Platform Preview”
(retrieved Mar. 11, 2002) Sep. 14, 2000, 4 pages.
“InfiniBridge MT21108 Infiniband Channel Adapter and
Eight Port Switch” Product Specification, Mellanox Tech-
nologies, date unknown 4 pages.

“Block SelectRAM Overview” (retrieved Mar. 18, 2002)
<http:/fwww.xilinx.com/xil_prodcat__systemsolution.jsp-
itle=xam_ memory_ embedded_ blockram__pag>, 2
pages.

McComas, Bert “PCI-X or InfiniBand Complementary New
Technologies Go Ilead to Ilead” (retrieved Mar. 18, 2002)
<http://www.ingst.com/articles/pcixvib/pciarticle. htm>,
Inquest Market Research, Jan. 19, 2001, 10 pages.

“API Networks Accelerates Use of HyperTransport™ Tech-
nology With T.aunch of Industry’s First HyperTransport-
to—PCl Bridge Chip” APl Networks Press Release, Apr. 2,
2001, 2 pages.

“HypcrTransport—to-I’CI Bridge Chip from API Networks™
Cahners Business Information 2002, 1 page.

“API Networks Unveils Industry’s First HyperTransport™
Switch to Bring Products to Market Quickly and Cost-Ef-
fectively” API Networks Press Release, Nov. 5, 2001, 4
pages.

“74F1763 Intelligent DRAM Controller Product Informa-
tion” Philips Semiconductors 2002, 2 pages.

“Sections 5.4.1-5.4.5 of document describing DRAM and
DRAM Controller” author and date unknown.

“Basic DRAM Cell” (retrieved Mar. 17, 2002) <http://
www.mit.edu:8001/people/tairan/6371/node59.html>, MIT,
Jun. 26, 1996, 1 page.

“Row Address Decoder and Row Driver” (retrieved Mar. 17,
2002) <http://www.mit.edu:8001/people/tairan/6371/
node60.html>, MIT, Jun. 26, 1996, 1 page.

“Column Decode and Refresh Control Logic” (retrieved
Mar. 17, 2002) <http://www.mit.edu:8001/people/tairan/
6371/node61.himl>, MIT, Jun. 26, 1996, 1 page.

“Refresh Circuil” (retrieved Mar. 17, 2002) <hitp://www-
.mit.edu:8001/people/tairan/6371/node62.html>, MIT, Jun.
26, 1996, 1 page.

“Refresh Address Control” (retrieved Mar. 17, 2002) <http://
www.mit.edu:8001/people/tairan/6371/node63.html>, MIT,
Jun. 26, 1996, 1 page.

“Data~In Tristate Buffer” (retrieved Mar. 17, 2002) <http://
www.mit.edu:8001/people/tairan/6371/node64.html>, MIT,
Jun. 26, 1996, 1 page.

“Data—out Precharging Circuits and Control Circuits”
(retrieved Mar. 17, 2002) <htip://www.mit.edu:8001/people/
tairan/6371/node65 html>, MIT, Jun. 26, 1996, 1 page.
“Output Multiplexer” (retrieved Mar. 17, 2002), <http://
www.mit.edu:8001/people/tairan/6371/node66.html>, MIT,
Jun. 26, 1996, 1 page.

“Other Circuits” (retrieved Mar. 17, 2002) <http://www.mit-
.edu:8001/people/tairan/6371/node67 . html>, MIT, Jun. 26,
1996, 1 page.

“Simulations” (retrieved Mar. 17, 2002) <http://www.mit-
.edu:8001/people/tairan/6371/node68.html>, MIT, Jun. 26,
1996, 1 page.

“Comments” (retrieved Mar. 17, 2002) <http://www.mit/
edu:8001/people/tairan/6371/node70.html>, MIT, Jun. 26,
1995, 1 page.

“HHSPICE Verification of Latch” (retrieved Mar. 17, 2002),
<http://www.mit.edu:8001/people/tairan/6371/
nodc73.htmi>, MIT, Jun. 26, 1996, 1 pagc.

“Introduction” (retrieved Mar. 17, 2002) http://
wwwd.tomshardware.com/mainboard/98q4/981024/in-
dex.html, 2 pages.

“Basic DRAM Operation” (retrieved Mar. 17, 2002) <http://
www#.tomshardware.com/mainboard/98q4/981024/
ram—01.html>, 2 pages.

“Asynchronous Operation” (reirieved Mar. 17, 2002),
<http://www4.tomshardware .com/mainboard/98q4/981024/
ram~02.html>, 2 pages.

“Synchronous Operation” (retrieved Mar. 17, 2002) <http://
www#é.tomshardware.com/mainboard/98q4/981024/
ram—07.html>, 2 pages.




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel4 of 47

US 6,879,526 B2
Page 3

“DDR SDRAM” (retrieved Mar. 17, 2002), <hitp://
www4.tomshardware.com/mainboard/98q4/981024/
ram—10.html>, 2 pages.

Preston, W. Curtis, “Using SANs and NAS,” O’Reilly &
Associates, Inc., Feb. 2002.

Mauro, Douglas R., et al., “Essential SNMP,” O’Reilly &
Associates, Inc., Jul. 2001.

Prince, Betty, “Iligh Performance Memories New architec-
ture DRAMSs and SRAMs —evolution and function Revised
Edition,” John Wiley & Sons, Ltd., 1996, entire book.

RDRAM® Memory: Leading Performance and Value Over
SDRAM and DDR, Document WP0001-R, Version 1.2,
2001.

RDRAM®: Maximizing the Value of PCs and Workslations,
Document WP0003-R, Version 1.0, 2001.

The Economist, Tun. 227¢, 2002, 28" edition, A Match for
Flash?, pp. 23-23.

* cited by examiner



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel5 of 47

U.S. Patent Apr. 12, 2005 Sheet 1 of 16 US 6,879,526 B2

/\/20

Microprocessor

—]
~ ©
< E o
2 &
3
a 'I“ Syl
: 1 = [en] m
3 =
Rl — T K
>
s
" Q
4 i
ot
,g E =
g
= T
g 5]
g o n
3 £
3 [ 2,
L] 8 a
 ——— '5 E
- 1 £
gé 3 é’
EE L] -
gﬁ




US 6,879,526 B2

Sheet 2 of 16

~Apr. 12, 2005

Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel6 of 47

U.S. Patent

7 31n31g
1-01 01
kY X
201A3p AJoWwa 201A9p AIOWaW
2%
1-p1 N
1 o
8-L1
B 0O
r-L1 Ldadagada i Lielilibly .L..-. L o I
i
]
]
1
1
! !
, il " "
10559001dOIDIN e e TN LN
191 b9l [s-91 501 o
I
Iz H
Y
| AP S - ¥ £ P2V 4 SR S AN
ror’™ ST Y r T
H 1 '
oz ™ “_ _ “
! +
! :\1\ [rrmeeemes————— m m SS»F_;QEE
w. “ __ o1 Bunum 10) BIBCL
Tt m_nnm._wﬁomu ..... m. ..... J0}e19usn) .-.m
wonenng _d:.m—m [onuo) Isreusig jonuo)
Fudig joguoy T TTTTTEEmTTEmmassese 2\,.\



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel7? of 47

US 6,879,526 B2

Sheet 3 of 16

Apr. 12, 2005

U.S. Patent

m m.__‘._m_u_ sjeubig
%20 pue josuo)
9l
r
]
“
“ —| J ﬁ
CooblL UL LLL L
o ,rt: j: i
m.v gL 1 Tsoacécmgon_-so_soécasna_
_ e il 0 ol
M ML./S
: =t U
w_mcm_m A i +o IMIA 0L~
%30[0 puUe |0JU0D -1~ | T L m
ey ; g ot
:lilm_r ! T 2] ot o ob~s
e -

ol

al

aopag Aowey _ aoiAeq Aowey ~

1
1
O
, I
|||||||||| M
S !
T
Vi sjeulig

32010 pue [oue)

al
oL
9l 9l
Ntk Rl
e - |
w b i
E i {
1 t
w = L - seubig
[ -~~~ }90|D puE [0.U0D)
g H—
L& H—a—
w I~k
1"
TN
sjeubis
..... 20|10 PUe [03U0D)
lonuod
O/l [ Eieg
e— o1um

il



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel8 of 47

U.S. Patent Apr. 12, 2005 Sheet 4 of 16 US 6,879,526 B2

DRAM
10

. — o — -

next

shift register preceeding

shift register

Figure 4




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Pagel9 of 47

U.S. Patent Apr. 12, 2005 Sheet 5 of 16 US 6,879,526 B2
MC 1 1 ees L i
reL 1 e
RPi | - oot
sc ] 1 [T eee] 1 1
WP | see_[1
WPL sse 1

Figure §




Case3:10-cv-05028-JCS Documentl Filed11/05/10 PageZ20 of 47

US 6,879,526 B2

Sheet 6 of 16

Apr. 12, 2005

U.S. Patent

9 2.n31y

. o1
U N I,
JeysiBai

I
_ I3
{
Hys i 9. ¥4 0 Cheel o
Buipasoaud UId -1 !
_n_>>“ 04 S O S O
. ! dd (2] E.Iw EI “
ey 9" _ !
[T - -
“ 5 d vg ¥ O “
1 I
seyae] I
0_—0“—@ I“‘lqv w 0 ]
]
| Nz
! “
] a4
| TdM Nv\.\ _ln_mm “
I
| zg “
0y \
| 1

SR (TR SRR HiE -

1s)s|bay
Hiys xsu



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page?21 of 47

US 6,879,526 B2

Sheet 7 of 16

Apr. 12, 2005

U.S. Patent

J9ysiboy YIys
Buipssald

. ainB14
I
o o8
6€ -1
\-.€
q-m_.n” Ly
m & pe | 8¢ m
a _
| ]
R ! U, ]
_.. IIIIIIIIIIIIIII l
i 1S “
| _
|
| 1dM — _
! ag— |
_ bs "
L “
! I
__ I
1 IdM |
“ 4] i
! “
Ry Y

Jos169y
™a  uus wen



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page22 of 47

U.S. Patent Apr. 12, 2005 Sheet 8 of 16 US 6,879,526 B2
4 -
= T

L
i
L

o0
QD
4 & & @« s a
e : 3 s s S
__ -2')
I R L.
1L i

SC
RPL
RPI
WPL

MC
WP




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page23 of 47

US 6,879,526 B2

Sheet 9 of 16

Apr. 12, 2005

U.S. Patent

6 2inbi4

wi\ﬂ? mib\om vﬁb\mﬁ_ Nﬁ\\n.um oi\\o.ﬂ.

BCl ocl vel cih ozl

=
w@\\mm vf\\oq_\.,_ €l s o8

811 911

NIZOdM
/INIOdY



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page?24 of 47

U.S. Patent Apr. 12, 2005 Sheet 10 of 16 US 6,879,526 B2

+—— RPior WPL

]

Figure 10

<+—— RPior WPL

sc | ||

MC
RPGEN or WPGEN




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page25 of 47

US 6,879,526 B2

Sheet 11 of 16

Apr. 12, 2005

U.S. Patent

‘L1 @anbi4
d ¢}
N W
1 A
r l
H 9]
4 3
a 9]

g \'4
(I AR
Id¥ OdH
TOGA0

€02

ve vIP mmrﬂ 88 _.N 06 _./P 26 FN ¥6 —dt wmwﬂ

i}zti

38 oW 36 oW 3 oW 3s
Tz Poaz Faz Por e Pog oz
£2 vz e e oz e 05z
M o d
mas | —ras | - A [ c1as | pwas| s 5 L 15
21z piz oz 08z 282
m o d

95z vz 252 |
Hias [Lo13s | L41as a1as [ Lonas 8 v
138 138 13s
¥ol zol 094

m\.r\ﬂ @h_‘b\ wN_‘H QNFV\ 144 rb\ NN_.\ﬂ ON_‘b\

\ﬁm/i_l 3svao
P e e s e ——— —— TN a0z
I (N3DdM)
LI n3oqy
T
N
|
|
||||||||||||||||||||||||||| ot



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page26 of 47

US 6,879,526 B2

Sheet 12 of 16

Apr. 12, 2005

U.S. Patent

2l aInbi4
2#198 L#198
WinIa ¢N-OL WWId g,
A 4 A L=01L
N _Fne | | _, |eNg|e e o | z# T
-0L \_Hq @ @ S
N 1 [zN Tl
2 | L L U (A
T 1L
AR 1R
sseppy AV A Y IN Y | 3
joajeg _ L i | 108188 8
NZL i i I 1206 | aH
) TEIOAY  AY Ay w
" taa AJ L ' “ Jajjonuon
|- " | wou4
19014 g 2# UleYD MW § |1 sps A e e o
w (1+2iNY-Z 1 ! ! { aH U .SQ %h al
18014 ¥ €— c9% e ozl <
zy |t |EE ey <
el -
4 L# UIBUD WY f am &
¥6 9 1-06 89 98 z8
1-96 UONHM o
o} eleq



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page27 of 47

US 6,879,526 B2

Sheet 13 of 16

Apr. 12, 2005

U.S. Patent

€l ainbi4
Z#10S J# 198
WwIQ N\zné WWIQ
I A N7 A
N N#teao| ZIN# 4
-01
N-L} ) eIN-LL
.
18)j0JuU0D) WOy ,W “ I lopuo)
za1os ‘zvIes oo eee ! _
vy eLb| pin| |
giog4€ z A AV AV _ !
j09jag ! “
} |
vieqeed | .,_N AY A ,\\ﬁ:
aea A... A.“ I"A aH “ |
vm\ﬂ __al i | eres ve
c-86 206 Vi . w
P K<—aH elloiuc)
< < el 17" ‘/m <L _e—q oM
suleyo ey 4 NN A A IA 519 M ISl dl
US peay om] | Lben 1-06 Vv A_
LN ) see <} J <
uieyD Aeuy ¥S elm T m am
98 z8
Buna
oy ejeq



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page28 of 47

US 6,879,526 B2

Sheet 14 of 16

Apr. 12, 2005

U.S. Patent

013 \A
7L @4nbig oS Nl e SNV
Ll
\A U
e |OJJU0D
L] MY
19q4 «— feav M Tt i
peey Jo} ZlL shelly
T"
19)N0Y pue ARl US pesay
ieql] «—— .ojosjeg
g“ o1 | ZL ] a01A9(
- Aowapy
pgS| =108
fielodws |
4 PM /
zZL 5 !
, Keury 2l018
. S 40} K——JAeiodwe] fe—
el 2L 10)08j88 S
SAEIIV 95 Sl 901 S 29"

SJIM OL
uojeULIOM|



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page29 of 47

US 6,879,526 B2

Sheet 15 of 16

Apr. 12, 2005

U.S. Patent

ESUEIE

ao1Aap ATOWAN

201Aap ATOWAN

A
A CHECRCECRECR OO LR (R
L1 Lladdgadpupb i irabag ool
I
i
t
i
i
NIN 1 [} “ " m
10583001dOIdTIN . L !
» bk Bl iufaindiy afiaiedest dhabubnll shadedilly Sl bk nle bt dd 1
I
P
1-Z HH
']
U o sy e P S Sy s 0
7 i ro=—-- !
0z m ] m
m | m
i A m
......... spudig oy | ".. IojeIauar) .m
o R I —— | [PuBISj0nu0)  fsmusig oo
S1
\I\

231A9p AJoussw
0) Sunum Joj e




Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page30 of 47

US 6,879,526 B2

Sheet 16 of 16

Apr. 12, 2005

U.S. Patent

91 dandny

10559001dOIOTN

01
AV

90[AOP AIOWA]

331A9D AIOWAIA

-
o
T
-
[
[
[}
I

Ly

S I

0T

Fe——————

1euBis jonuo)

wonenu

llllllll

¢l i i H ' t ]
1 1 ! 1 |
LU B R SR DR LR T SRR A -ﬁ lllllll b -y
i
1
1
1-C1 HIE
T
T T T T T ! “
bomodeeoale= -~ P e O 1 H
i Fo---- !
t (
nnnnnnnnnnnnnnnnnnnnnnn T T TP, EpRpR O S
] (
] i
' i
1 i
........ | H
L lojersusn)y !
||||||||||||||| ?E.wﬂm joyuc) Seusig [0nuc)
~
Sl
~

as1Aap Arowaus
o1 Jupum a0y e1RQ

091



Case3:10-cv-05028-JCS Documentl Filed11/05/10 Page31 of 47

US 6,879,526 B2

1

METHODS AND APPARATUS FOR
IMPROVED MEMORY ACCESS

BACKGROUND

The present invention relates to memory access, and more
particularly, to methods and systems for improving access to
memory devices.

Processors in today’s PCs and workstations, as well as
cache, graphics subsystems, and high speced communica-
tions equipment, are demanding higher bandwidths and
speeds from memory. Memory manufacturers have been
responding by improving the access speeds for solid state
memores. While memory manufacturers are making sig-
nificant gains in both speed and bandwidth, there still
remains a significant gap between the speed requirements of
processors and the speed and bandwidths today’s memories
can provide.

SUMMARY

Accordingly, the present invention is directed to methods
and systems that address the problems of prior art. In
accordance with the purposes of the invention, as embodied
and broadly described herein, methods and systems for an
apparatus are provided having at least one memory device
having one or more outputs, and at least one set of shift
registers interconnected in series, wherein at least one of the
shift registers receives a clock signal having a shift
frequency, and wherein the shift register is capable of
shifting data loaded into the shift register to a next one of the
shift registers in the set according to the clock signal. In the
apparatus, data from one or more of the outputs of the
memory device may be loaded into a corresponding shift
register in one of the sets of shift registers and the loaded
data shifted from the shift register to a next one of the shift
registers in the set according to the clock signal, such that the
clock signal received by the shift register maintains its shift
frequency during any loading of the data.

In another aspect, methods and systems for an apparatus
are provided including at least one memory device having
outputs, at Icast a first sct of shift registers interconnccted in
series and a second set of shift registers interconnected in

" series, and a plurality of connectors each connecting one of
the outputs of at lcast onc of the memory devices to a
corresponding shift register in the first or second set of shift
registers. In the apparatus, data from at least one of the
outputs of thc memory devices may be loaded into the
corresponding shift register in the first or second sets of shift
registers via the plurality of connectors, and the data loaded
into the first sct of shift registers shifted from onc of the shift
registers in the first set of shifl registers 1o a next one of the
shift registers in the first set of shift registers according to a
clock signal. Additionally, in the apparatus the data loaded
into the second set of shift registers may be shifted from one
of the shift registers in the second set of shift registers to a
next ooe of the shift registers in the second set of shift
registers according to the clock signal.

The summary and the following detailed description
should not restrict the scope of the claimed invention. Both
provide examples and explanations (o enable others Lo
practice the invention. 'The accompanying drawings, which
form part of the description for carrying out the best mode
of the invention, show several embodiments of the
invention, and together with the description, explain the
principles of the invention.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a simplified diagram of a memory
devices, a portal, and a microprocessor, in accordance with
methods and systems provided;
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FIG. 2 illustrates a more detailed diagram of the portal
and the memory devices, in accordance with methods and
systems provided;

FIG. 3 illustrates a simplified diagram wherein shift
register chains are connected such that they form a ring, in
accordance with methods and systems provided;

FIG. 4 provides a more detailed diagram of a conncction
between an 1/O pin of a memory device and a shift register
of a shift register chain, in accordance with methods and
systems provided;

FIG. 5 illustrates clock signals, in accordance wilh meth-
ods and systems provided;

FIG. 6 illustrates an alternative mechanism for connecting
shift registers with the I/O pins of a memory device, in
accordance with methods and systems provided;

FIG. 7 illustrates a connection between an I/O pin of a
memory device and a shift register of a shift register chain,
in accordance with methods and systems provided;

FIG. § illustrates clock and control signals, in accordance
with methods and systems provided;

FIG. 9 illustrates a circuit for generating a read load signal
(RPL) (or a Write Pass Signal (WP)) and a read pass signal
(RPi) (or a Write Load signal (WPL)), in accordance with
methods and systems provided;

FIG. 10 illustrates signals at various points of the circuit
of FIG. 9, in accordance with methods and systems pro-
vided;

FIG. 11 1llustrates a circuit that may be employed for
continvous generation of RPx and WPx pulses, in accor-
dance with methods and systems provided.

F1G. 12 illustrates an embodiment, wherein multiple
portals are connected to form a chain, in accordance with
methods and systems provided;

FIG. 13 illustrates an embodiment that uses separate shift
registers arrays for reading from the memory devices and
writing to the memory devices, in accordance with methods
and systems provided; and

FIG. 14 illustrates a top level diagram of an embodiment
employing multiple chains of write shift register chains and
multiple chains of read shift register chains, in accordance
with methods and systems provided.

FIG. 15 illustrates an embodiment wherein the portal
includes the control signal generator, in accordance with
methods and systems provided.

FIG. 16 illustrates an embodiment wherein a single chip
includes the memory devices, the portal, and the control
signal generator, in accordance with methods and systems
provided.

DETAILED DESCRIPTION

Reference will now be made in detail to embodiments of
the invention, examples of which are illustrated in the
accompanying drawings. Wherever possible, the same ref-
erence numbers will be used throughout the drawings to
refer to the same or like parts.

FIG. 1 illustrates a simplified diagram of a memory
devices 10, a portal 11, and a microprocessor 20, in accor-
dance with methods and systems provided. The memory
devices 10 may be any type of memory device, such as,
Random Access Memory (RAM), Dynamic RAM (DRAM),
Rambus DRAM (RDRAM), Synchronous DRAM
(SDRAM), a single in-line memory module (STMM), dual
in-line memory module (DIMM), a Rambus Inline Memory
Module (RIMM), magnetic memory, coatent addressable
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memory, read only memory (ROM), or any other lype of
memory device, in which the memory outputs may be
expressed as, or transformed to, electrical data. The portal 11
will be described in more detail below. Further, for simpli-
fication reasons, no components are illustrated in the con-
nection between the portal 11 and the microprocessor 20.
However, one of skill in the art would recognize that portal
11 and the microprocessor 20 may include other components
in this connection.

In the system of FIG. 1, data from the memory devices 10
preferably are, but need not be, simultaneously loaded into
the portal 11 while the shift registers are continuously
clocked such that the data is serially sent to the micropro-
cessor 20. Then, data may again be loaded into the portal 11
and clocked into the microproecssor 20, and so on. The term
simultaneously as used herein refers to the events occurring
during one pulse of a control or clock signal, and does not
necessarily mean that the events occur at the ahsolute exact
same time.

Although FIG. 1 illustrates the portal 11 connected to a
microprocessor 20, the portals 11 may connect to other types
of devices. For example, the portal 11 may be used in a
memory scction such as thosc described in the U.S. patent
application Ser. No. 10,284,199 “METHODS AND SYS-
TEMS FOR A STORAGE SYSTEM,” by M. JAMES
BUILEN, STEVEN .. DODD, DAVID J. HERBISON, and
WILLIAM 1. LYNCH, filed on the same day as the present
application, which is expressly incorporated by reference
herein in its entirety.

In addition, the portal 11 is connected to input pins 14 for
writing data to the memory devices 10. In the embodiment
of FIG. 1, the data for writing may be received from the
microprocessor 20. In other embodiments, the data may be
received [rom other devices.

FIG. 2 illustrates a more detailed diagram of the portal 11
and the memory devices 10, in accordance with methods and
systems provided. As will be obvious to one of skill in the
art, this diagram has been simplified for illustrative purposes
to aid in the discussion of the general operation of the portal
1.

The portal 11 includes at least one shift register chain 12
(in this example, shift register chains 12-1 and 12-2). Each
shift register chain 12 includes a plurality of shift registers
16-1 through 16-7 interconnected in series (in this case n=8).
Additionally, the portal includes a pluralily of connection
circuits 17 for connecting the shift registers 16 with a
corresponding data input/output pin 14 of a memory device
10. Also illustrated is a control signal generator 15 that
provides the portal with control signals.

The shift registers 16 may be any type of shift register,
whether dynamic or latching, whether single clock or
master/slave clock, sampling or edge trigger, data (D), RS,
or JK, or a stage of a charge coupled device (CCD), or any
other type of device that shifts its input to an output on the
basis of clock signal. The shift register chains 12 may
include any number of shift registers without departing from
the scope of the invention.

As used herein, the term “shift register” refers to any
register, device, stage or anything else with one or more
selectable inputs that allows a signal to be received at an
input and then output on the occurrence of some event, such
as, for example, a control or clock signal. Although the term
shift register sometimes refers to not just a single register
stage, but also o a series of such registers, as used herein the
term shift register refers to a single stage. A series of these
shift registers is referred to herein as either a shift register
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4
chain or a shift register string, The series sel of registers is
also sometime referred to as a “series array of (shift)
registers” or shift register array that may be either a single
chain of shift registers or parallel chains of shift registers.

Each memory device 10 preferably includes a plurality of
I/0 pins 14-1 through 14-n (n=8 in this cmbodiment) for
data transfer to and from the memory device 10. The
memory devices 10 may include any number of pins without
departing from the scope of the invention. Further, although
not shown, the memory devices 10 include other pins, such
as pins [or receiving an address for the data (o be read [rom
or written to the memory device. A more detailed description
of the shift registers 16 and the connection and the connec-
tion circuitry 17 is provided later.

In the illustration, starting at the first I/O pin (14-1), every
other pin (14-1, 14-3, 14-5, and 14-7) from memory device
10-1 is connected, via connection circuit 17, to a shift
register 16 in shift register chain 12-1 (shift registers 16-1
thru 16-4). And, starting at the second I/O pin 14-2, every
other pin (14-2, 14-4, 14-6, and 14-8) is connected to a shifi
register in shilt register chain 12-2. Similarly, the /O pins of
memory device 10-2 are connected to corresponding shift
registers 16 in shift register chains 12-1 and 12-2.

This figure iltustrates one example of connecting I/O pins
14 of a memory device 10 to the shift registers 16 of a shift
register chain 12, however, any I/O pin 14 may be connected
to any of the shift registers 16 of any of the shift register
chains 12. For cxample, rather than scquentially connccting
the shift registers with the data pins, the shift registers may
be connected in a pseudo random manner. For example, shift
register 16-1 of shift register chain 12-1 may be connected
with pin 14-6 of memory device 10-1, shift register 16-3 of
shift register chain 12-2 with pin 14-4 of memory device
10-1, shift register 16-1 of shift register chain 12-1 with pin
14-7 of memory device 10-2, and so on. Such a mechanism
could be employed for storing, and extracting, the informa-
tion in the memory in an encrypted manner, or for other
engineering considerations.

In embodiments employing encryption, the encryption
may be, for example, hardwired or software (SW) may be
employed 10 modify the selections. An encryption scheme
that can be modified both in its write mode and/or in its
subsequent read mode is a preferable encryption, for which
one or two “keys” associated with the time of write and/or
with the time of read may be used. To accomplish such a
software modification, as an example, multiple selection
gates may be inserted within the wiring path that intercon-
nects the connection circuitry 17 outputs and their transfer
nodes within the shift register array, or a router switch can
be inserted between the input/output pins 14-1 to 14-n and
the corresponding input/output nodes connecting to 17-1 to
17-n. Software defined inputs to a roufer switch berween the
memory input/outputs and the connection circuitry input/
outputs on the memory side of 17-1 10 17-n may be used to
guarantee that each memory input/output has only one
complete wiring path to a connection circuitry input/output
of 17-1 to 17-n, and that each connection circuitry input/
output has only one complete wiring path to a memory
input/output, in embodiments where this is desirable. These
routing switch inputs can bc modificd under computer
control for selected files that are either written into the
memory or are read from the memory in order to be
transmitted.

Additionally, although FIG. 2 illustrates an array with two
shift register chains 12-1 and 12-2 and two memory devices
10-1 and 10-2, this mechanism could be employed to
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connect any of shilt register chains 12 1o any number of
memory devices 10. Preferably, the number of shift registers
16 is greater than or equal to the number of bits transferred
simultaneously from the memory devices 10.

For example, the portal 11 of FIG. 2 could be split into
two portals 11 cach connccted to a singlc memory device
10-1 or 10-2. In such an embodiment, the first portal could
include shift registers 16-1 thru 16-4 of each shift register
chain 12-1 and 12-2, respectively, along with the corre-
sponding connection circuitry 17-1 thru 17-8. Likewise, the
second portal could include the shifl registers 16-5 thru 16-8
of the two illustrated shift register chains 12-1 and 12-2
along with the corresponding connection circuitry 17-9 thru
17-16. Then, shift register 16-4 and 16-5 of the two chains
would be serially connected such that shift register 16-5
feeds its output directly to shift register 16-4.

Additionally, although FIG. 2 illustrates the portal 11
including two shift register chains 12-1 and 12-2, the portal
may include any number of shift register arrays. Further, the
shift register arrays 12-1 and 12-2 may be combined in a
single Mxn array, where M is the number of chains of
serially connected shift registers, and n is the number of shift
registers in each chain, For example, in the embodiment of
FIG. 2, the shift register arrays 12-1 and 12-2 may be
combined into a single 2x8 array. In alternative embodi-
ments the width and the length of the array can be any size
desired by the system designer without departing from the
scope of the invention. Benefits of a differing widths and
lengths of the shift registers arrays is discusscd in further
detail later.

Although the control signal generator is illustrated as
external to the portal 11, the control signal generator 15 may
be included in the portal 11, or in the microprocessor 20, or
the control signals may be received from some external
source (not shown). The control signals, along with example
embodiments of the control signal generator 15, are dis-
cussed in greater detail later.

Additionally, onc or more portals 11 may be cmbaodicd on
a single chip. Further, in addition to the portal(s), 11 the chip
may also include the control signal generator 15 and/or the
memory devices 10. For example, with regard to the
embodiment of FIG. 2, a single chip may include the portal
11, the control signal generalor 15, and the memory devices
10-1 and 10-2. Such a chip would need only two input/
outputs for reading data from the memory devices 10-1 and
10-2 to the microprocessor 20 because all connections
between the memory device 10 and the portal 11 would be
internal to the chip. In contrast, if the memory devices 10-1
and 10-2 and the portal 11 were embodied in different chips
there would be sixteen connections between the memory
devices 10 and the portal 11. Thus, by including the portals
11 and memory devices 10 on the same chip the number of
I/O connections necessary for retrieving the data from the
memory devices may be reduced. With the Memory 1/0’s
and the portal I/O’s no longer a limitation to the design of
the individual chips, wider I/O’s for the memory may be
employed, since all such buses are internal.

FIG. 3 illustrates a simplified diagram wherein the shift
register chains 12-1 and 12-2 are connected such that they
each form a ring. Such a mechanism can be used to load
storage rings, such as those described in U.S. Pat. Nos.
5,604,682; 5,636,139; 5,581,479; and 6,356,973 with data,
which are each incorporated by reference in their entirety
herein. For example, as illustrated, the ring of FIG. 3
includes a plurality of shift registers 16 interconnected in
series to form a ring. Four portals 11 are illustrated, each
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connecting a plurality of the shill registers o (wo memory
devices 10. Additionally, an Input/Output (I/O) controller 31
is illustrated that is used for passing data from the ring to
another device (read data), and for inserting data into the
ring so that it may circulate the ring and/or be written to one
or more memory devices 10. The I/O controller 31 may also
receive clock and control signals from other sources (not
shown) for clocking and/or controlling the ring, portals, and
memory devices. One of skill in the art will understand that
this is but one exemplary embodiment wherein memory
devices may be used for reading to or writing information
[rom a ring such as that described in the above-reflerenced
patent applications, and other embodiments including any
number of memory devices, shift registers, parallel rings,
and I/O controller 31 may be implemented.

FIG. 4 provides a more detailed diagram of a connection
between an I/O pin 14 of a memory device 10 and a shift
register 16 of a shift register chain 12, in accordance with
methods and systems provided. More particularly, FIG. 4
illustrates a means for connecting a pin 14 of a memory
device 10 to the jth shift register 16-j of a shift register chain
12, such as those illustrated in I'1G. 2. Similar connections
may be used for connecting every pin 14 of a memory device
10 to the corresponding shift registers 16 of the shift register
chains 12.

As illustrated in FIG. 4, the shift register 16 includes a
transmission gate 32 that receives a signal from a master
clock, a transmission gatc 36 that rcccives a signal from a
slave clock, and two inverters 34 and 38. Transmission gates
are sometimes also referred to as “pass gates.” The connec-
tion circuitry 17 includes an inverter 40, a transmission gate
42 that receives a read load signal (RPL), a transmission gate
46 thal receives a read pass signal (RPi) and an inverier 44
for reading data from the memory device. The connection
circuitry 17 further includes a transmission gate 56 for the
initial passing of data to be written into the memory,
followed by an inverter 54 to restore full signal strength, and
an inverting tri-state buffer 52, which becomes an active
inverter by mcans of a WPL control input. A tri-statc buffer
presents a high impedance (capacitive floating output) when
it is not activated. Although FIG. 2 illustrates, and FIG. 4
assumes, the timing pulse generation circuitry 15 is external
to the portal 11, this circuitry 15, as discussed above, may be
included in the portal 11, or as an extended description of the
connection circuitry 17.

In FIG. 4, the shift register 16-j may be referred to as a
“dynamic shift register” because it uses transmission gates
(sometimes also referred to as pass gates) instead of
“latches” to store the ones and zeroes within the register.
FIG. 6, which will be discussed laler, illusirates an embodi-
ment in which the shift register 16-j uses latches. Dynamic
shift registers must be continuously recharged, or the charge
moved along, or else the charge is lost. In a “latch” mode,
cross-coupled inverters provide gain and an automatic
recharge that maintains the stored information as long as the
power supply is maintained. The dynamic storage on the
output side of the transmission gate preferably uses a
follow-up inverter so that its gain provides a full level one
or 7ero even as the dynamic charge partially trickles away.

The transmission gate 42 and the tri-state buffer 52 for
reading from and writing inio, respectively, the memory
device 10 are preferably never simultancously activated
since preferably the system does not permit a simultaneous
read and write for the same memory device 10. Since at least
one of these transmission paths is preferably always open,
there can be no looping back of data either from the write
channel of the connection circuitry 17 to the read channel,
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or [rom the read channel of the connection circuitey 17 Lo the
write chanoel. In the read channel the two transmission gates
(42 and 46) and the two inverters (44 and 34) act as a full
stage dynamic D-register (or dynamic shift register), with
RPL playing the role of a master clock and RPi playing the
role of a slave clock. Transmission gate 56 and mverter 54
represent a first half of a dynamic D-register (or dynamic
shift register), with WPI playing the role of a master clock.
A corresponding half stage for the slave half of the register
is not necessary or desirable since the always-active inverter
at its output would be “fighting” for control of the I/O
inlerface whenever a read oulpul was presented by the
memory. This problem corresponds to the situation within a
memory with a common I/0. It can be resolved in the
memory by employing a tri-state buffer for any read data that
leaves the memory. In FIG. 4, the tri-state buffer 52 is
inserted as the output of the write channel of 17, since the
writc channcl of 17 is cquivalent to the rcad channel internal
to the memory.

The synchronization of RPL and WPL. to the memory
operation along with the flexibility of the RPi and WPi
pulses will be described later. All RPi pulses (WPI) may
have the same timing with respect to the RPL pulse (WPL),
or all may have different timings, or cach may have any
variation in between. It is, however, preferable that the RPL
pulse precede the RPi pulses and that the WPi pulses precede
the WPL pulse, since the RPL and WPi pulses are equiva-
lents of master clock pulses. ‘I'hese timing pulses can be
appropriately timed with respect to the shift acray’s MC and
SC clock pulses. This timing may be set by the hardware
(HW) design or by the HW design combined with software
(SW) control. The connections of gates 46 and 56 to specific
register sites may also be set by ITW design (as in FIG. 4)
or by HW design combined with SW control.

All of the dynamic (charge storage) circuitry that has been
described for FIG. 4 can be replaced by conventional
“latch-register” circuitry. Dynamic registers are useful
because of their reduced transistor counts. It is also imma-
tcrial whether the alternative HW configurations of control
circuitry 17 invert the stored memory data. It is, however,
preferable that the number of inversions be the same in the
write channel as in the read channel. It is for this reason that
the tri-state buffer 52 in the write channel is an inverting
buller rather than a nop-inverting bufller.

FIG. § illustratcs clock signals for the conncction of FIG.
4, in accordance with methods and systems provided. In
particular, FIG. § illustrates a master clock signal (MC), a
write pass signal (WPi), a write load signal (WPT)), a read
load signal (RPL), a read pass signal (RPi), and a slave clock
signal (SC). The clock and control signals may be provided
by the microprocessor, separate circuitry, or some combi-
nation of the two. For example, in FIG. 2, the microproces-
sor 22 provides the clock signals while separate control
signal generation circuitry 15 produces the control signals.
The timing pulses in this figure assure the loading (Read or
Write) operations do not interrupt the shifting operations.
Write data continues to shift through the array even as it is
written into the memory device 10. Read data automatically
overwrites any data in the array that the array would
otherwise shift through the array.

A read operation for reading data from a memory device
10 into a shift register 16 will now be described with
reference to FIGS. 4 and 5. First, the memory device 10 is
provided with an address for the data to be read. This address
may be provided from the microprocessor or by a separate
controller (not shown). 'The memory device 10 then latches
the data to its I/O pins 14. The RPL signal is preferably
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timed (o be at the center of the “output valid” time [or the
memory. This allows for any natural drifts or aging of the
DRAMs, SDRAMS, or whatever other types of memory
devices may be used. Having a stable output is preferable
because RPL is a narrow sampling pulse. RPL transfers
charge to the output side of transmission gate 42 and
transfers the memory output to the output of inverter 44.
Even when RPL is turned off, and even if the memory output
itself changes, the originally sampled output is available at
the input side of transmission gate 46.

When the master clock signal (MC) goes high, the input
signal (Din) is passed through the transmission gate 32 and
its inversion is presented to the input side of transmission
gate 36. Generally, the Din signal is the signal being passed
through the shift register 16 from the preceding shift register
16 of the shift register chain 12. Thus, when information is
not being read or written to the memory device, the data may
be clocked from one shift register to the next shift register
in the chain by the master and slave clock signals.

In this case, however, data is being read from the memory
device 10. Thus, aller the master clock signal (MC) goes
low, and before the slave clock (SC) goes high, the read pass
signal (RPi) goes high causing the data from the memory
device 10 to pass through the inverter 34 to the transmission
gate 36 thus overwriting the Din data previously clocked
thru the transmission gate 32. RPi is preferably a narrow
sampling pulsc that transfors the data stored at thc nodc
between 44 and 46 to the dynamic node between transmis-
sion gatc 32 and inverter 34. The charging displaces
(overwrites) any stored charge from Din and the action of
MC. Inverter 34 provides the inversion of the (original)
memory dala 1o (he inpul side of transmission gale 36. Next,
the slave clock (SC) goes high and the data is passed thru
inverter 38 to the pext shift register 16-j+1 of the shift
register chain 12. The data may then pass from each shift
register 16 to the next in accordance with the master and
slave clock signals until it reaches the microprocessor 20.

A writing operation for writing data to the memory device
10 will now be described with reference to FIGS. 4 and 5.
First, data is clocked into the shift register 16 from a
previous shift register or other source via Din. In the period
before MC goes high this data is held at the input to
transmission gate 32. It WP1i then goes high, before MC goes
high, the data held at Din is passed through transmission
gate 56 and its inversion resides at the node between inverter
54 and tri-state buffer 52.

The next pulse to occur is the master clock (MC) which
is applied to transmission gate 32. Although the data that
was stored at the input node has now been transferred to the
node between 56 and 54, the data is still present at the
original input node, since that node preferably continues to
have its charge maintained by the output inverter of the
previous stage. The write data is, therefore, unatfected by the
write operation itself, and it is transferred down the chain
just as data would be without a write or read operation. This
Write data may or may not be used for future Writes
downstream at other memories or for transmission else-
where at the end of the shift register chain.

When WPL goes high, after MC has gone low, the tri-state
buffer 52 is activated by WPL. Since this is an inverting
buffer, the original write data at the input Din is presented to
the output I/O pin 14. WPL. is preferably applied at a time
when the memory I/O is stable and is receptive to the input
write data. Just as for RPI,, the timing of WPI. can be
adjusted to accommodate a particular memory and can be
reliably timed for both DRAMs, SRAMS, or any other type
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of memory device. The memory device may then wrile the
signal to memory at an address received via the memory
device’s address pins (not shown). This memory address
may be provided by the microprocessor or by separate
control circuitry (not shown).

The four pulse sequence for Read—RPL, MC, RPi,
SC—and the flour pulse sequence for Wrile—WPi, MC,
WPL, SC—effectively amount to a four-phase system in
which no (wo adjacent lransmission gales are ever “on”
(closed) at the same time. The shift register array with its
clocking of MC and SC continues unaffected by any Read or
Write operations. Multiple MC (and SC) pulses may occur
after RPL and before RPi, as long as the order is maintained.
Multiple MC (and SC) pulses may also occur after WPi and
before WPL.

FIG. § also indicates that not all RPi pulses must occur at
the same time, nor must all WPi pulses occur at the same
time. Later discussion will show that hardware (HW) design
can provide a variety of RPi (or WPi) pulsing for a fixed
application. HW design with selectors plus software (SW)
controls can provide flexibility for changes in RPi (WPi) in
a general manner. FIG. 4 also implies that the Read and
Write channcls from the memory to the shift register array
are fixed by hard wiring. This is the general case, but it is
also possible to employ HW design with selectors plus SW
controls that will permit variabhle connections from memory
to shift register nodes.

FIG. 4 is not intended to imply that the shift register
“array” consists of only one shift register chain. Multiple
chains can be arranged in parallel to create a true Mxn array,
where M cquals the numbcer of parallcl chains, n cquals the
number of registers in each chain (assumed to be of equal
length), and the product M*n equals the total number of
registers which can be simultancously accessed via memory.
For example, for a single memory with 64 output bits, a
dedicated array could be 1x64 (a single chain), 2x32 (two
paralle] chains), 4x16, 8x8, 16x4, 32x2, or 64x1. One
method for selecting M is considered in a subsequent
discussion. In other embodiments, the shift register arrays
may have any number of shift registers and any number of
parallel chains. For example, a 2x34, a 1x65, 6x9, etc. array
may be uscd to for accessing a single mcmory with 64
outputs.

FIGS. 4 and 5 present the case for a shift register array
that can be used for both reading and writing, but not
simultaneously, unless the write is carried out upstream in
the array and the read is carried out downstream. Later
discussions will present an alternative embodiment in which
a write-dedicated shift register array is separate from a
rcad-dedicated shift register array. This permits writes to
occur in one (or more) memory devices while reads are
occurring simultaneously in one or more other memory
devices.

FIG. 6 illustrates an alternative mechanism for connecting
the shift registers 16 with the pins 14 of the memory device
10, in accordance with methods and systems provided. In
this embodiment, complementary metal oxide semiconduc-
tor (CMOS) latch shift registers arc uscd in place of trans-
mission gates.

In particular, the connection circuitry 17 of the embodi-
ment of FIG. 6 includes transmission gate 42, inverters 40,
44, 64, and 84, inverting tri-state buffer 52 and latch
registers 62 and 82.

Further, the shift register 16 includes inverter 76, nand
gates 68, 70 72, and 80 and latch shift registers 74 and 78.
Nand gate 68 takes as its inputs the output from the latch
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shill register 62 and the read pass signal (RPi). The oulput
of the nand gate 68 is connected to nand gate 72. Nand gate
70 provides the other input to nand gate 72. Nand gate 70
takes as its inputs the master clock signal (MC) and the
signal from a preceding read/write shift register (Din). The
output of nand gate 72 serves as the S input to shift register
74 and its inverse serves as the R input. The output of latch
shift register 74 serves as the input to latch shift register 78.
Latch shift register 78 also receives a slave clock signal
(8Q).

Additionally, for writing information o the memory
device nand gate 80 takes as its inputs a write pass signal
(WPi) and Din. The output of nand gate 80 is sent to latch
register 82 of the connection circuitry 17. The inverse of the
output from latch register 82 is then used as the input to the
tri-state buffer 52. Because the inverse of the latch register
82 is uscd, there is no nced for an inverter.

The reading and writing operations of the embodiment of
FIG. 6 may be performed using the clocking signal illus-
trated in the previously described FIG. 5. The reading and
wriling operations of this embodiment are preferably per-
formed in the same manner as was described with reference
to FIGS. 4 and 5.

FIG. 7 illustrates a modification to the counection
between an I/O pin 14 of a memory device 10 and a shift
register 16 of a shift register chain illustrated in TIG. 4, in
accordance with methods and systems provided. In FIG. 7,
the conmection circuitry 17 is thc samc as that in FIG. 4,
except for the two additional inverters (47 and 57) which
precede transmission gates 46 and 56 in the Read and Write
channels, respectively, of 17. These inverters separate the
three transmission gates 46, 56, and 32 from one another.
The data stored in memory 10, in this example, is the
non-overlapping inverse of the actual data; however, since
the number of inversions in the write channel still equals the
number of inversions in the Read channel of 17 this is
immaterial. Additionally, the shift register 16- is essentially
the same as that of FIG. 4. The essential difference between
FIG. 4 and FIG. 7 is that FIG. 7 cmploys a standard 2-phasc
pulse scheme rather than the 4-phase scheme of FIG. 4. Data
shifting in the shift register array still continues without any
interruptions because of the write and read operations. RPT,,
when it occurs, is preferably coincident with MC; RPi, when
it occurs, is preferably coincident with SC. WPI, when it
occurs, is preferably coincident with MC; and WPL, when
it occurs, is preferably coincident with SC.

FIG. 8 illustrates clock and control signals for the con-
nection of FIG. 7, in accordance with methods and systems
provided. As illustrated, the master clock signal (MC) is a
periodic signal (as in FIG. 5), and the slave clock signal (SC)
is the inverse of the master clock signal (MC). The read load
signal (RPT)) is coincident with a master clock (MC) pulse.
The read pass signal (RPi) occurs subsequent to the read
load signal (RPL) and is coincident with a slave clock (SC)
pulse. Further, the write pass signal (WPi) is coincident with
a master clock (MC) pulse. The write load signal (WPL)
occurs subsequent to the write pass signal (WPi), and is
coincident with a slave clock pulse (SC).

In [IG. 8, the WPi pulse is considered to be “correlated’
with the MC pulse that occurs at the same time, the WPL
pulse is correlated with the SC pulse that occurs at the same
time, the RPI. pulse is correlated with the MC pulse that
occurs at the same time, and the RPi pulse is correlated with
the SC pulse that occurs at the same time. The term
“correlation” means that the WPi, WPL, RPL, and RPi
pulses are timed such that the data read from or written into
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the memory devices using the respective pulses are read or
written in such a manner that the shift register maintains its
shifting as if only a shift was taking place. That is, the pulses
are timed such the shift register maintaios its shift frequency
during any reading or writing of data into or from the
memory device. As an additional example, in FIG. 5, the
WPL pulse is correlated with the MC pulse which follows it,
the WPi pulse is correlated with the SC pulse that follows it,
the RPL pulse is correlated with the MC pulse that follows
it, and the RPi pulse is correlated with the SC pulse that
follows it.

‘The reading and writing operations for the circuits of HIG.
7 correspond to those of FIG. 4 with the exception that the
clock and control signals of FIG. 8 may be used for the
operations of the circuitry of FIG. 7. The pulse waveforms
in FIG. 8 illustrate an example where the RPi pulse is one
and one half clock cycles after the RPL pulse, with RPL
being coincident with MC and with RPi being coincident
with SC. However, any or all RPi pulses may occur, for
example, at any integer n plus one half (n+¥4) clock cycles
after RPL, with n greater than or equal to zero. Further, in
this example, the WPI. pulse occurs one and one half clock
periods after the WPi pulse, with WP1 being coincident with
MC aad with WPL being coincident with SC. However, as
with RPi, WPL may occur at any integer o plus one half
(n+%) clock cycles after the WP pulse, with n greater than
or equal to zero.

Another difference between FIG. 7 anod FIG. 4 is the
insertion of Nor gate 41 and inverter 39. Nor gate 41 negates
the application of a master clock pulse MC to transmission
gate 32 whenever RPi is active. The disabling of transmis-
sion gate 32 does not occur during writing, and so write data
continues downstream just as in FIG. 4. The write channel
and thc Writc opcration in 17 arc thc samc as in FIG. 4
except that the WPi and WPL pulses are wider, and except
for the incidental inversion of data stored in the memory. It
is the Read operation that is affected by the presence of the
Nor gate, although the final outcomes are the same as for
FIG. 4. In FIG. 4, the dynamic charge that is stored at the
node between transmission gate 32 and inverter 34 when
MC is active is overwritten when MC goes low and RPi goes
high. Transmission gate 46 and inverter 44 in FIG. 4 now
have complete control of this node (between 32 and 34) and
overwrite the node with the Read data. If MC and RPi were
both simultancously high in FIG. 7, as may happen if the
Nor gate were not employed, then inverters 44 and 30 would
be fighting for control of the node. The disabling of trans-
mission gate 32 gives the active transmission gate 46 full
control of the node. The two inversions of the slave clock by
means of inverters 37-1 and 37-2 may not be necessary, and
merely assure non-overlaps of the MC and SC clocks, since
inverter 39 and nor gate 41 require two gate delays for MC.
The embodiments of FIGS. 4-8 for connecting a memory
device with a shift register are but examples and one of skill
in the art will recognize that other mechanisms may
employed for the connection circuitry 17 and shift registers
16.

FIG. 9 illustrates a versatile circuit for generating a single
RPL pulse along with a single or multiple RPi pulses, in
accordance with methods and systems provided. This con-
trol circuit may be employed in the control signal generator
15 referenced in FIG. 2. As illustrated the circuit includes
transmission gates 112, 116, 120, 124, and 128 are clocked
by the master clock (MC), and transmission gates 114, 118,
122, and 126 that are clocked by the slave clock (SC). In
addition, the circuit includes inverters 130, 132, 134, 136,
138, 140, 142, 144, 146, 148, 150, 152, 154, 156, and 158.
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Also, the circuit includes nand gates 160, 162, 164, 166, and
168 and nor gate 170. The circuit takes as its input a read
generate signal (RPGen) that goes high when portal 11 is to
read data from the memory devices 10. The RPGen signal is
preferably a long pulse that lasts multiple master clock
cycles consistent with the lower frequency control clocks for
memories. The microprocessor 20 may generate the RPGen
signal or separate control circuitry may generate this signal.
In addition, the master clock (MC) may also be generated by
the microprocessor 20 or separate control circuitry.

Although FIG. 9 illustrates the circuil generaling [ive
possible pulses, labeled as A, B, C, D, and E, more pulses
may be generated by lengthening the shift register chain. A
selector (not shown) or any other type of circuit for selecting
signals may be employed for selecting among the various
output pulses (A, B, C, D, or E), the RPL and RPi signals.
For cxample, of the illustrated pulscs, the RPL pulse pref-
erably is selected from any of pulse A, C, or E. The RPi pulse
preferably follows the RPL. Thus, if for example the RPL is
selected as pulse A, the RPi pulse preferably is selected as
B or D. Further, if for example, the C pulse is selected as the
RPL pulse, then D is preferably selected for the RPi pulse.

Oune application of the variable timing capabilities of the
RPi pulse is for synchronization adjustments between two
different data streams, one of which might be resident at a
distant location. An example of a synchronization adjust-
meat is the alignment of the starting bytes in two packets of
data so that they are synchronized. RPi has an adjustment
rangc of plus or minus n/2 clock periods, and so the time at
which any read data appears at the shift register outputs can
be varied simply by adjusting the timing of RPi, even while
RPL remains oplimized in its own alignment with a slable
memory output.

The following provides a brief overview of the operation
of this example circuitry for generating the RPL, RPi, WPL,
and WPi signals, and makes specific references to various
points in the circuit labeled as point P and R. The first two
transmission gates 112 and 114 and corresponding inverters
130 and 132 cxtending from the RPGen input to the point
labeled as R preferably reshape the input pulse RPGen to
guarantee synchronization in subsequent operation. The
waveshape generated by the circuit at the point labeled P is
preferably a positive pulse of length equal to one clock
period. This pulse then moves dowa the register chain and
produces the one half clock cycle RPL and RPi pulses at
each Nand/inverter combination.

FIG. 10 illustrates the signals at the points of the circuit
labeled as R and P of FIG. 9 along with the pulses labeled
as A, B, C, D, and [ and is provided to aid in the
understanding of how the circuit of FIG. 9 generates these
pulses. As discussed above, the RPL and RPi signals may be
selected from these pulses. As illustrated, pulse A, for
example, which may be selected as the first RPL pulse,
oceurs coincident with an MC pulse, and is exactly one
clock cycle after the capture of RPGen by a MC pulse.

With regard to the write coatrol signals (WPL and WPi),
the circuit of FIG. 9 may be also be used to generate these
signals with the exception that the input to the circuit is a
write generate signal (WPGen) that goes high when it is
desired to write data to the memory devices 10. Further, in
such an implementation, the possible WPi pulse timings
correspond with the pulse timings associated with RPL. in
the discussion above (A, G, E, . .. ), and the WPL timings
correspond with the pulse timings associated with RPi in the
discussion above (B, D, . . .). Since there is generally only
one WPL pulse and since WPi preferably occurs before
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WPL, a WPL choice of B leaves it with only the single
choice of A as its associated WPi, a WPL choice of D leaves
it with the only the two choices of A or C, etc. More choices
simply require a longer shift register chain.

The circuit of FIG. 9 may be included in the micropro-
cessor 20, may be included in the portal 11, or may be a
separate control circuit associated with 17. Although this is
one example of a circuit for generating the control signals,
such as those illustrated in FIGS. 5 and 8, one of skill in the
art would recognize that there are numerous other circuits
and variations of lhis circuit that may be employed [or
generating these signals.

FIG. 11 illustrates one alternative example circuit that
may be employed for generating RPx and WPx pulses, in
accordance with methods and systems provided. This circuit
could be employed in the control signal generator circuit 15
illustrated in FIG. 2. As illustrated, this circuit includes a
front end portion 201 that is identical to that front end
portion of the circuit of FIG. 9. The output of this front end
portion 201 is then fed to a Loop 203 which in this example
produces pulse signals A thru P.

In FIG. 9, RPGen (or WPGen) prelerably was inpul (o the
circuit from some external source each time the memory
presented a new output of data. It may, however, be desired
to access the memory for many output bytes of memory in
a sequential order. In the example circuit of I'IG. 11, the
circuit 15 may upon receiving a2 RPGen request pulse
continuously gencratc new RPx (or WPx) pulses for cach
memory output cycle. A full period pulse is created in the
same manner as in FIG. 9, but this pulse continues to loop
around the circuir until a Cease signal is applied to the T.oop
201. The Cease signal may be received by the circuit from
some external source, such as the source supplying the
RPGen signal, to indicate that the reading or writing opera-
tion may cease.

In this circuit, it is assumed that M*8 are loaded every 8
clock cycles from the memory device(s) 10 into the shift
register chain(s) 12 and then serially clocked out of the shift
registers chains prior to a new set of data being loaded from
the memory device(s) into the shift register chains. For
example, referring back to FIG. 2, there are two 8&-bit
parallel shift register chains 12-1 and 12-2 that are each
loaded with 8 bits of data from memory devices 10-1 and
10-2. In alternative embodiments where the number of shitt
registers in each chain that are loaded with data from the
memory device(s) is greater, the loop may be simply made
longer.

The operation of the circuit corresponds to that of FIG. 9
except for the loop closure at node 205, the additional full
stage shift register (comprising transmission gatcs 254, 256
and inverters 258 and 260) between the Nor gates 170 and
172, and the presence of the two sequential Nor gates 172
and 174. The additional shiflt register sltage comprising
transmission gates 254 and 256 produces a pipeline
interruption, without which there would be an additional
delay associated with a sequence of 4 active logic gates. This
shift register, although not required, provides a sharper wave
shape to the full period pulse that is looping through the shift
register loop. Nor gate 172 takes one input from the addi-
tional shift register and one from the LoopBack signal 205
that completes the loop. Nor gate 174 takes the input from
Nor gate 172 and from the external signal Cease which stops
the circulating full cycle pulse when the Cease signal is held
high for a full loop cycle. The inversion of an RPGen (or
WPGen) signal is a convenient way to provide the Cease
signal. That is RPGen can be maintained high for the full
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length of time that timing pulses should be continued, and its
negative-going inversion acts as a continually applied Cease
signal until RPGen once again goes high.

The SclA, SclB, ctc. inputs to the NAND gates 252 thru
282 preferably are activated by either HW ties to power
supply buses or selected by SW inputs to select the appro-
priate RPX’s and WPx’s. Those selection choices may be
determined by known properties of the related memory
devices, or by calibration lesting as discussed later. The
ability to select and modify the timing of these pulses adds
to the flexibility of this architecture design.

The following provides a geancral description of some of
the bandwidth capabilities achievable using the above
described methods and systems. The below description
references a NRAM. However, similar results may be
achieved with any type of memory device.

In conventional systems, the data bits from a DRAM are
read to a DRAM cache and then directly transferred onto a
bus of width B for transfer to the microprocessor, where B
is equal to the number of data I/O pins of the DRAM (or
DRAMs if multiple DRAMs are simultanecusly being
used). In such a system, the overall throughput for such a
cache can never be greater than B/, .., where 1, is the
cycle time for the DRAM. If the DRAM is not a synchro-
nous DRAM (ie., SDRAM), then t_,,, could be somewhat
variable depending on parameter differences among chips,
aging, temperature, voltage supply variations, etc.

Each wirc of a B-width bus, thus, has a holding time of
toycze- I Other words, each wire of the B width bus is
operating at a frequency of 1/t_,,,, and has a throughput of
1/t,7. Dits per second. Although the overall throughput, as
summed over all (B) wires, may be increased by increasing
B, the throughput per individual wire, or the bandwidth
capabilities of each wire, remains limited to 1/t,,,.,,.. A shift
register array preferably allows the throughput of each
output wire to equal the full limits of the combined
technologies, and produces the same total throughput with a
fewer number of wires.

If 2 DRAMSs having 8 data 1/Q) pins each are used in such
a conventional system and t,, Iis assumed to be 20
nanogseconds, the maximum throughput to a microproces-
sor would be 800 Megabits/sec (16/20 ns). However, each of
the 16 buses is only operating at a frequency of 1/,,.,,
which in this case would be 50 MHz.

For a system such as illustrated in FIG. 2, where 2
DRAMSs of 8 bits each are connected to 2 parallel shift
register chains, the master and slave clock signals shift the
bits from one shift register 16 to the next. ‘lhus, in reading
the data [rom the memory device 10 into the shifl register
chain 12, the read load signal (RPL) is preferably synchro-
nized with the t_,.,, for the DRAMs. That is, the spacing
between the RPL read load signals is preferably at least
equal to the longest manufacturer-guaranteed value for .,
for the system environment is which it will be operating.
Therefore, the frequency of the master clock signal (MC)
would preferably be no more than (B/M)A,,...., where B is
the number of I/O pins 14 of the DRAMs and M is the
number of shift register chains 12, so that there are enough
clock cycles to clock all the data from DRAMs out of the
shift registers before the DRAMs load the shift registers
with new data.

Tn the system of FIG. 2, B would be 16 (two eight bit
DRAMES), and M would be 2 (2 parallel shift register chains).
Thus, if, for example, t,., is 20 nanoseconds, then the
frequency of the master clock signal would preferably be no
more than 400 MHz (16/2/20 os). Further, in this system, the
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microprocessor is still receiving 800 Megabils per second,
but it is doing so using only 2 I/O pins of the microprocessor
(each operating at a frequency of 400 MHz) as opposed to
16 I/O pins as in the above-described conventional system.

Therefore, in the system of FIG. 2, 16 bits of information
from thc DRAMSs 10 may be supplicd to the microprocessor
every 20 nanoseconds. Additionally, only 2 I/O pins are used
by the microprocessor to receive the data. Further, each [/O
pin of the microprocessor is receiving data at a frequency of
400 MHz.

‘Thus, the number of necessary microprocessor 1/O pins
may be reduced. Or, if the number of microprocessor I/O
pins is kept at 16, then 16 separate shift register chains may
be used, and the value of B available to the microprocessor
over that same number of leads could be increased. Further,
the frequency of each shift register chain may be increased
by simply increasing the number of DRAMs to which the
shift register chains are connected.

For example, if there are 16 shitt register chains (M=16)
connected to 16 DRAMs of 8 bits each, then the master
clock signal (MC) would still preferably have a frequency of
400 Mhz (16 DRAMs*8 bits each/16 shift register chains/20
nanosecond access time). However, in such a case, the
microprocessor would be receiving 6.4 Gigabits/sec of data
(each of its 16 data 1/O pins would be operating at a
frequency of 400 MHz).

Further, it the microprocessor desired more data per
second, this could be achieved by simply increasing the
number of DRAMS, which would permit the master clock
signal (MC) to increase (assuming t,,., is 20 ns). For
example, if 32 DRAMs of 8 bits each were used with 16 shift
register chains, then the memory could supply the micro-
processor with 12.8 Gigabits/sec of information, and the
clock speed for each data I/O pin of the microprocessor
could operate at 800 MHz.

The following provides a method for determining a pref-
erable optimization relation and uses two relations for an
Mxn array: Maximum Memory Throughput=C*W/t__ , =B/
t.yctes and Shift Register Throughput=(C*\N)*fs,u.ﬁ/né(M*n)
*(£nip/m)=M*{ 5, where C indicates the number of chips
that are simultaneously accessed, W is the width of the
output byte for cach chip, B=C*W is the total number of bits
that are simultaneously accessed, M is the number of parallel
chains of shift registers, n is the number of shift registers in
each chain, [, is the clock [requency [or operaling the shift
registers (i.e., shift frequency), and t,,,, is the cycle time for
accessing the memory. The following description provides
one method for optimizing the system, and one of skill in the
art will recognize that there are many other ways and
parameters that may be used for designing the system. As
such, the following description of this preferable optimiza-
tion mechanism should in no way be read to limit the
invention to this particular example.

In one embodiment, the two above identified relations to
be equal to cach other. This produces the relation C/M=
fopip ™t oyere/W, which will hereinafter be referred to as the
optimization relation. The length of each chain, that is the
number of registers in each chain is n=C*W/M. The shift
register array is described as an Mxn array. t,,/W is a
parameter for any particular memory, and, for purposes of
this example of optimization,. it can be considered as a
constant, where its inverse, W/t_ ., is the maximum pos-
sible throughput that can be achieved, no matter what the
value of M or £, f;,; is assumed to have a maximum
value associated with the technology of the memory device
or with the transfer characteristics of the memory device’s
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I/0 transmission wires. This leaves C/M as the only remain-
ing parameter and C and M are linearly dependent on each
other. That is, if C is doubled, then the optimization relation
of this example says that M must be doubled.

Preferably, the memory devices used in the above
described methods and systems arc synchronous. Howcever,
these methods and systems will also work with non-
synchronous memory devices. For example, 1., can vary
significantly for non-synchronous DRAM. If the non-
synchronous DRAM is not forced to be synchronous by
means of exlernal controls, the outpul may drift with respect
to a synchronous signal for loading the shift registers with
data from the DRAMS. This can result in data being read into
the shift registers twice, or data not being read by the shift
registers at all.

If the non-synchronous DRAM, when operating in page
mode, cycles its word line addresses by means of inacces-
sible internal circuitry, then the memory outputs will be
changing at a rate that is independent of the master clock
signal (MC). With such a memory, it may not be acceptable
to permit an iniernally controlled page mode, but rather, o
cycle the input addresses by means of a controlled external
address generator. If an Address Enable pulse overrides any
internal page clocking, then the Address Enable timing can
be continuously controlled by means of feedback. Scheduled
calibration tests in which the RPL timing is incrementally
changed by amounts cqual to a clock period will reveal the
(approximate) central time for sampling, and it is that RPL
(and cquivalent WPL) pulsc that is sclccted for future pulscs.
Circuits such as FIGS. 9 and 11 can employ SW control to
select new timing for RPL (and WPL). Additionally, internal
modifications o DRAMs may be made to improve the
operation of this system.

FIG. 12 illustrates an embodiment wherein the shift
register chains 12 of multiple portals 11 are serially con-
nected to form a longer chain of shift registers, in accor-
dance with methods and systems provided. In this example,
each portal 11 connects to a single memory device 10, as
opposed to the cxample illustrated in FIG. 2 where the portal
11 connects to two memory devices 10-1 and 10-2. The
portals 11, however, may include any number of shift
register chains 12 connected to any number of memory
devices 10. In order to improve the understanding of the
following discussion the shift register chains 12 of each
portal 11 will be referred to as shift register arrays 12 and the
longer shift register chains comprised of the portals 11 shift
register arrays 12 interconnected in series will be referred to
as shift register chains 96-1 and 96-2. Additionally, although
FIG. 12 illustrates the memory devices 10 being DIMMs, as
discusscd above, the memory devices 10 may be any type of
memory device.

FIG. 12 further illustrates N memory devices wherein the
first N/2 memory devices 10 are connected to a first read/
wrile chain of shilt register arrays 96-1 and the next N/2
memory device 10 are connected to a second read/write
chain of shift register chains 96-2.

Further, in this exemplary embodiment, cach portal 11
includes one Read/Write shift register array 12 and associ-
ated connection circuitry 17, and each memory device 10 is
connected to the shift register array 12 of the corresponding
portal 11 via the connection circuitry 17. Although it is not
indicated in the figure, each portal 11 may also countain the
RPGen and WPGen pulse generation circuitry. The portal 11
may also he referred 10 as a daia portal (D-portal) 11 or a
memory interface device. Each shift register array 12 pref-
erably includes a plucality of shift registers 16 (not shown in
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this figure) in an Mxn array interconnected in series with
other arrays. Accordingly, the longer read/write shift register
chains 96-1 and 96-2 may also be viewed as Mx((N/2)n)
arrays, where M is the number of parallel chains (which in
this case is 2), N/2 is the number of serially connected shift
register arrays 12, and n is the length of cach of the shift
register arrays 12. When only one memory 10 is being read,
however, the concatenated Mx((N/2)n) array will, in normal
operation, function as a M*n shift register array, with all
upstream shifted data being overwritten by the active M*n
shifl register array, and all downstream data having been
shifted out before the new Read data arrives.

The shift register array 12 of each portal 11 in the chain
96 are connected to the next shift register array 12 in the
chain 96-1, such that the shift register arrays 12-1 thru
12-(N/2) are serially connected to form the longer chain
96-1. For example, for the chain 96-1, the shill register array
12-1 is connected to the shift register array 12-2, which is in
turn connected to the next shift register array 12-3 and so on
to form the longer read/write chain 96-1. Therefore, as data
is clocked out of the shift register array 12-1, it is clocked
into the shift register array 12-2. Read data can thus be
clocked through the chain of shift registers and output from
the last shift register array (e.g., 12-N/2, or 12-N) to, for
example, a microprocessor. In this implementation of FIG.
12, however, the data is clocked out of the shift registers to
a selector 94 which switches the data to one of a plurality of
optional output ports from the embodiments described in
FIGS. 12-14. For example, in the example embodiments of
FIGS. 12-14, the output ports are fiber optic cables (A or B)
In other examples, these output ports may be routing
channels, switching fabrics, or any other appropriate com-
ponent desired by the system designer. The selector 94 is
controlled by scparate sclect addresses that determine the
routing.

The architecture indicated in FIG. 12, with a concatena-
tion of D-Portals that produces a longer net chain for each
of the m shift register chains, introduces some limitations
and adds some operating flexibility. If each D-Portal 11 has
been optimized in relation to its associated memory 10, it
will have particular hardware valves for £, M, and n. M
will be the “optimum” M, the M that maximizes throughput
per line when all other parameters are fixed. This is the
design choice made when most accesses will be for a single
memory 10 at one time. If a neighboring memory 10 and its
associated concatenated D-portal 11 are simultaneously
accessed, then each D-Portal 11 must wait for 2*n clock
shifts before it is able to read new information into its shift
register array without the occurrence of undesired over-
writes somewhere in the concatenated shift register array.
The throughput for cach wirc is unaffected, and, therefore,
the overall throughput for two memories is the same as for
one, but the cycle times for each memory must be doubled.
For some applications or other engineering considerations,
however, it may still be desirable to have the flexibility to
access two memories and to interleave their outputs in a
single data stream. An optimization that favors the access of
only a single memory at a time is acceptable and desirable
when the I/O traffic is limited by its own number of ports,
which are two in the example of [IG. 12. It is, however,
possible to access all N/2 memory devices 10 simulta-
neously if there is a desire to multiplex, i.e., interleave, the
output bytes W from each memory device 10. Using the
same notation as was used earlier, C now becomes equal to
N/2, and n becomes equal to n*N/2. If M, which is fixed for
the case of FIG. 12, had been chosen to optimize the
throughput rate for C=1, then the new throughput rate is still
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equal to M*{,.,. (The optimization relation would have
increased M by C and would have increased the throughput
by C.) This flexibility for multiplexing output bytes from
different DIMMs can, ¢.g., be used for comparing data bases
from two files. If the system will permit, and desires, such
multiple memory device 10 (e.g. DIMM) addressing with
multiplex interleaving, then the RPL and RPi timing loop
must be longer for each portal and the timing selections must
be adjusted whemever multiple simultaneous Reads are
requested. The loop in FIG. 11 would now be (W/M)*N/2=
n*(N/2) clock cycles long for each pulse generation circuit
in each portal in order to accommodale the longest time
period when all memory devices might be interleaved. There
would be one RPL selected within the loop for each D-Portal
for C=N/2, and N/2 RPL’s selected for C=1. N/2 Cease input
locations may be used to shut down the loop faster than with
a single Cease input.)

In addition, FIG. 12 illustrates a write temporary portal
(T-portal) 82, a temporary storage memory device 84, a test
selector 86, a switch router 88, and selectors 90-1 and 90-2.
These components are included in this exemplary embodi-
ment and may or may not be included in different embodi-
ments. The write temporary portal 82, also referred to as a
T-Portal, is preferably a shift register array such as described
above, which incorporates all of the elements of the D-Portal
11. The temporary store memory device 84 may be any type
of memory device, such as a DRAM, SDRAM, SIMM,
DIMM, etc. The selectors 86, 90-1, 90-2, and 94 may be any
type of selector for selecting among a plurality of input
signals. The write switch 88 may be any type of switch or
routing selector for sending input traffic from one port to any
one of a plurality of ports.

The read/wrile connection circuitry 17 preferably
includes circuitry such as that described with reference to
FIGS. 4 thru 8. Additionally, although not shown, control
and clock signals may be provided to the embodiment of
FIG. 12 using circuitry such as that described above to
provide a master clock (MC), slave clock (SC), read load
signal (RPL), rcad pass signal (RPi), Writc load signal
(WPL), and write pass signal (WPi). For example, the
circuitry described with reference to FIGS. 9 thru 11, may be
used for generating the control signals. The memory devices
10 may be any type of memory device, as discussed above,
such as, for example, DRAMs, SDRAMs, SIMMs, DIMMs,
etc.

A writing operation for the embodiment of FIG. 12 will
now be described. Data to be written to the memory devices
10 first arrives at the Write T-Portal 82. This T-Portal 82 is
much like a D-Portal 11, in that it contains a shift register
array, control circuilry, and control pulse generation cir-
cuitry. This data may be provided via a fiber optic cable, or
other high throughput wiring, and under the control of
separate control circuitry (not shown).

Il the memory device 10 1o which the data is to be wrilten
is busy, or even if it is not, the data may be written to the
temporary memory device 84, where it is held until the
memory device 10 is ready to receive the write data. When
the memory device 10 is ready to receive the write data, the
data is passed to the test selector 86, which, because this is
a writing operation, is set to pass the Write Data WD to the
write switch (router) 88. The write switch 88 receives a
select signal that switches the write switch 88 so the data is
sent to the appropriate chain of shift registers 96 associated
with the memory device 10. The write data is then clocked
into the chain of shift regisiers where it is clocked through
until it is loaded into the shift register array 12 correspond-
ing to the memory device 10 to which the data is to be
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writlen. The data is then wrilien o the memory in a manner
such as that described above with reference to FIGS. 4-8.

A reading operation for the embodiment of FIG. 12 will
now be described. First, header data, such as, for cxamplc,
a destination address, is supplied to the appropriate read
selector 90-1 or 90-2. The destination address is an address
that any swilches between Lthe embodiment of FIG. 12 and
the destination to which the data is to be sent could use to
swilch the data so that it is sent Lo the appropriale address.
For example, if the destination is a computer connected to
the Internet the destination address could be an IP address.
Alternatively, the destination address could simply be an
internal address that switches in a storage hub may use, such
as the storage hub described in the above-referenced U.S.
Patent Application “METHODS AND SYSTEMS FOR A
STORAGE SYSTEM,” by M. JAMES BULLEN, STEVEN
L. DODD,; DAVID J. HERBISON, and WILLIAM T.
T'YNCH filed on the same day as the present application.

In implementations where data other than, or in addition
to, the previous “destination-related” data is coming from
sources other than the memory devices, such as, for
example, from a cached disk array (CDA) system, then this
data can bc scrially loaded into the array using the sclectors
90-1 and/or 90-2 and simply forwarded, e.g., to a micro-
processor. If the system is intended only for straightforward
communications with, for example, a microprocessor, and
no serial inputs are expected, the read selectors 90-1 and
90-2 need not be used. The data is then clocked into the
appropriate chain of shift registers and clocked through the
shift registers.

Next, the data is loaded from the memory devices 10 in
the chain into the corresponding shift register chains 12 in
the chain such that the header data HD (e.g., a destination
address) is appended to the [tonl of the chain.

The data is then serially clocked through and out of the
chain of shift registers 96 and passed to the selector 94. The
selector 94 receives a control signal directing the selector 94
to send the data via one of the fiber optic cables. The selector
94 then switches the data to the appropriate fiber optic cable.
In other implementations, such as that illustrated in FIG. 1
where the portals 11 send the data directly to a
microprocessor, the selector 94 need not be included.

A test operation for the embodiment of FIG. 12 will now
be described. In certain instances, it may be desirable to test
the system using known data. When testing the system, a
Test select signal is sent to the write/test selector 86 that
directs the selector to begin sending test data to the write
switch 88, which is then passed through the system. The test
selector 86 may receive the test data via an input pin from
the coatroller (not shown), another device, a memory
device, or some other type of storage media (not shown). A
second select lead permits a set of 0’s (Clear Data) to be
input to the shift register array in place of either Write Data
or Test Data. The Clear data resets the register to a known
state for initialization.

This test data could also be wriiten into the memory
devices 10, and later read out, in order to test the entire
operation. Such an input is very useful for programmed self
tests that test the availability and quality of the system. The
write data may be wriiten into any one, or all, of the memory
devices 10 in either Read/Write chain 96-1 or 96-2.

FIG. 13 illustrates an embodiment that uses separate shift
register chains for reading from the memory device 10 and
separate shift register chains 96 for writing to the memory
devices 10, in accordance with methods and systems pro-
vided. As illustrated, the embodiment includes a write
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temporary portal (T-portal) 82, a temporary storage memory
device 84, a test selector 86, read selectors 90-1 and 90-2, a
chain of shift register arrays for writing data 96, one or more
chains of shift registers arrays for reading data 98-1 and
98-2, read/write control circuitry 17, memory devices 10,
and a read selector 94. Although it is not shown, each portal
may also preferably include its RPGen and WPGen pulse
generation circuitry.

The single write chain of arrays is useful when write
operations are less common that read operations. Preferably,
only one memory device 10 will be wrilten at a time. Several
memory devices 10 can be written at one time if the same
data is to be written into those several memory devices and
the memory device addressing is properly timed. This is one
of the features of the designs in FIGS. 4, 6, and 7, since the

- written data is not destroyed during the write operation, but
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continucs down the array(s) as rcgular shiftcd data. The
division of the Read/Write array(s) into Read-only and
Write-only arrays allows a write to take place into any
memory device 10 that is not currently being read. This
permits reading to have priority, and writing to have many
opportunities (o carry oul ils wriles. For example, il memory
device 10-1 is being read, memory device 10-2 cannot also
be read, in this example, (unless outputs are multiplexed and
the RPx pulses modified), but memory device 10-2 can be
written.

A writing opcration for the cmbodiment of FIG. 13 will
now be explained. Data to be written to the memory devices
10 first arrives at the write tcmporary storage 82. If a
memory device to which the data is to be wriiten is busy, or
even if its not, the data may be written to the temporary
slorage memory device 84, where it is held until the memory
device 10 is ready to write data.

‘When the memory device 10 is ready fo receive the data,
the data is passed to the test selector 86, which because this
is a writing operation, is set to pass the write data to the chain
of write shift register chains 96. The data is then clocked
through the shift register chains 96 until it is loaded into the
writc shift register array corrcsponding to the mcmory
device 10 to which the data is to be written. The data is then
written to the memory in a manner such as that described
ahove with reference to FIGS. 4-8. A controller or control-
lers (not shown) would supply the memory device with the
address to which the data is to be written along with other
control signals, such as for example WPGen, master and
slave clock signals, etc. to ensure that the data is written in
the proper memory device 10 at the proper location.

Next a read operation for the embodiment of FIG. 12 will
be described. Tirst, header data (IID) (e.g., a destination
address) is provided to the read selector 90 for the chain that
is to be read. The header data is then clocked through the
chain of arrays 98 and output to the selector 94. The read
data is then synchronously loaded from the memory devices
10 in the chain inlo the corresponding shilt register aray 12.
The data is then clocked through the chain of shift registers
96 and passed to the read selector 94 such that the header
data is appended to the front of the serialized data. The read
selector 94 receives a control signal and in accordance with
this signal directs the header data and read data to the
appropriaic output of the sclector 94. The data is then scnt
from the selector via ome of the fiber optic cables its
destination. In implementations, such as that illustrated in
FIG. 1, where the data is fed to a microprocessor, the read
chain selector 96 need not be included.

As in the embodiment of F1G. 12, the test selector 86 may
be used to feed test data to memory devices for testing the
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system. Test Dala may also be supplied in place of, or
following, destination data to 90-1 or 90-2 for testing the
system. Such an operation is useful for testing the routing to
specific destinations and the acceptance of pseudo data by
the destination.

FIG. 14 illustrates a top level diagram of an embodiment
employing multiple chains of write shift register arrays 102
and multiple chains of read shift register arrays 104, in
accordance with methods and systems provided.
Additionally, this embodiment includes a write selector 106
that functions similar to the write selector 88 of I'IG. 12.
More particularly, the write selector 106 receives a control
signal causing the write selector 106 to switch the data to the
appropriate chain of write shift register arrays. As in the
above embodiments, a controller or controllers (not shown)
supply signals to these various devices to determine which
memory device 10 the data is written to or read from, and the
address from which to read or write the data in the memory
device 10, and all other control and clock signals required by
the specific implementation. It is also easily possible to
incorporate means by which any two adjacent D-Portals can
be connected together in series. With more selector circuitry,
it is possible to join any two D-Portals together in series.
This can be donc to, for cxample, multiplex data from two
files, to compare two files, and to carry out special math-
ematical operations (such as convolution integrals) on two
(les. It can aid searches within large data bases regarding
medical scans, fingerprints, security checking, etc.

The embodiments of FIGS. 12-13 may be employed in
the data portals (D-portals) used in the embodiments
described in the above-referenced U.S. Patent Application
“METHODS AND SYSTEMS FOR A STORAGE
SYSTEM,” by M. JAMES BULLEN, STEVEN L. DODD,
DAVID J. HERBISON, and WILLIAM T. LYNCH. More
particularly, in FIG. 12, the combination of the read/write
control circuitry 17 and the read/write shift register chain 12
corresponding 1o a memory device 10 (e.g., read/write
control circuitry 17-1 and read/write shift register chain 12-1
corresponding to memory device 10-1) could be cmployed
as the D-portals. Or, as in FIG. 13, the combination of the
read/write control circuitry 17, the write shift register chain
12 of the write chain 96, and the shift register array 12 of the
read chain 98 corresponding to a memory device 10 may be
employed as the D-portals (¢.g. write shifl regisler array
12-1 of write chain 96, read shift register array 12-1 of read
chain 98-1, read/write control circuitry 17-1 corresponding
to memory device 10-1). Likewise, in FIG. 14, the combi-
nation of the read/write control circuitry 17, the correspond-
ing write shift register array 12, and the corresponding read
shift register array 12 corresponding to a memory device 10
may be employed as the D-portals.

As previously discussed, the portal 11 illustrated in FIG.
2 may also include the control signal generator 15. FIG. 15
illustrates an alternative embodiment to that illustrated in
FIG. 2, wherein the portal 11 includes the control signal
generator 15. This portal 11 of FIGS. 2 and 15 may be
embodied on a single chip. The portal 11 may incorporate
either joint Read/Write or independent Read and Write
arrays as in FIGS. 12-14.

T1G. 16 illustrates another alternative wherein a single
chip 160 includes one or more memory devices 10, the
portal 11, and the control signal generator 15, in accordance
with methods and systems provided. In this example, the
connections between the memory devices 10 and the portal
11 are internal to the chip 160. As such, the chip 160 need
only have two (M) /O pins for reading data from the
memory devices 10, as opposed to the example embodiment
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wherein the portal 11 and memory devices 10-1 and 10-2 are
each separate chips. In the example using separate chips, 16
(B=C*W=M*n) pins are used for connecting the portal 11
and the memory devices 10, and an additional two (M) /0
pins are used for transferring the read data from the portal
11. Thus, by including the memory devices 10 on the same
chip as the portal 11, the number of I/O pins may be reduced.
This may be advantageous in certain instances such as, for
example, the acceplance of this design by memory manu-
facturers and customers as a preferred alternative to having
two chips at a higher price. Memory output widths will not
be limited by I/O pin counts since the memory output of B
bits will be internal to the chip. The customer application
will be able to accommodate very wide data buses within its
chip since its number of Input ports will be reduced from B
to M. The multiplexed inputs on the M leads are perfectly
synchronized and can be demultiplexed into B wires with
the aid of a clock signal from chip 160.

While it has been illustrated and described what is at
present considered to be the preferred embodiment and
methods of the present invention, it will be understood by
those skilled in the art that various changes and modifica-
tions may be made, and equivalents may be subslituted for
elements thereof without departing from the true scope of
the invention.

In addition, many modifications may be made to adapt a
particular element, lechnique or, implementation to the
teachings of the present invention without departing from
the central scope of the invention. Therefore, it is inteaded
that this invention not be limited to the particular embodi-
ment and methods disclosed herein, but that the invention
includes all embodiments falling within the scope of the
appended claims. .

What is claimed is:

1. An apparatus, comprising:

at least one memory device having one or more outputs;

at least one set of shift registers interconnected in series,

wherein at least one of the shift registers receives a
clock sigaal having a shift frequency, and wherein the
shift register is capable of shifting data loaded into the
shift register to a next one of the shift registers in the
set according to the shift frequency; and

wherein data from one or more of the outputs of the

memory device is loaded into a corresponding shift
register in one of the sets of shift registers and the
loaded data is shifted from the shift register to a next
one of the shift registers in the set according to the
clock signal, such that the shift register maintains its
shift frequency during any loading of the data.

2. The apparatus of claim 1, comprising a connection
circuit, responsive to a sct of onc or more timing pulscs
correlated with one or more pulses of the clock signal, to
load data from one or more of the outputs of the memory
device inlo a corresponding shilt register.

3. 'The apparatus of claim 1, wherein the number of sets
of shift registers are determined based on a frequency
selected for the shift frequency and a requirement that
throughput for the sets of shift registers corresponds to the
throughput from the one or more memory devices.

4. The apparatus of claim 3 wherein the number of sets of
registers corresponds to the throughput from the one or more
memory devices divided by the shift frequency, wherein the
throughput is determined based on the number of memory
outputs from the one or more memory devices and a cycle
time for the memory devices.

5. 'The apparatus of claim 1, wherein data from one or
more of the shift registers is loaded into one or more
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memory devices via a corresponding output of the memory
device, and wherein the shift register maintain its shift
frequency during the loading of the data into the one or more
memory devices.
6. The apparatus of claim 1, further comprising a timing
circuit for generating one or more variably timed sampling
and pass pulses that are employed in the loading of the data
from the memory devices into the shift registers, wherein the
sampling and pass pulses are generated based on the receipt
of an initiation pulse by the apparatus.
7. The apparatus of claim 6, further comprising
a plurality of connection circuits between the outputs of at
least one of the memory devices and shift registers
within at least one of the sets of shift registers;

wherein the data from one or more outputs of the memory
device is transferred to a corresponding one of the
connection circuits using the one or more sampling
pulses, wherein the sampling pulses are timed such that
data from the outputs of the memory device is trans-
ferred to the connection circuit and held by the con-
nection circuit while the memory device provides new
data to its outputs; and

wherein the data transferred to one or more of the con-

nection circuits is subsequently transferred from the
connection circuit using the pass pulses, wherein the
pass pulses are timed o distribute the data to the at least
one set of shift registers and wherein the shift registers
maintain their shift frequency during the transfer and
shifting of the data.

8. The apparatus of claim 6, wherein one or more of the
connection circuits include a selector for modifying wiring
paths [rom the connection circuils 1o the al least one sel of
shift registers.

9. The apparatus of claim 8, wherein the wiring paths are
modified based on an encryption scheme.

10. The apparatus of claim 7, wherein the timing circuit
generales a plurality of sampling pulses with variable timing
that iransfer data [rom the memory devices, and the trans-
ferred data is analyzed for its accuracy, and the analysis is
used to choose a preferred timing for future sampling pulses.

11. The apparatus of claim 6, wherein the pass pulses are
determined based on synchronization adjustments between
data transferred from the memory to the one or more sets of
shift registers and data outside the apparatus.

12. The apparatus of claim 6, wherein the timing circuit
generates a plurality of pulses, and wherein the timing
circuit includes

a plurality of selector gates for selecting one or more of

the generated pulses as the sampling and pass pulses
such that the selection can be changed to modify the
pulses sclected as the sampling and pass pulscs.

13. The apparatus of claim 12, wherein software controls
the sclector gatcs such that the pulses sclected as the
sampling pulses are selected so that data loaded from the
memory device into the corresponding shift registers is
loaded while the dala is valid.

14. 'The apparatus of claim 12, wherein software controls
the selector gates such that the pulses selected as the pass
pulses are selected so that data loaded into the shift registers
is synchronized on the basis of predetermined criteria.

15. The apparatus of claim 6, wherein the timing circuit
includes a loop for generating, on the basis of the receipt of
the initiation pulse, the sampling and pass pulses employed
in a plurality of loading operations, each loading operation
inctuding loading of data from the memory devices into the
shift registers.

16. The apparatus of claim 15, wherein the timing circuit
generates a plurality of pulses for each loading operation and
the timing circuit includes
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a plurality of selector gales [or selecting one or more of
the generated pulses as the sampling and pass pulses for
the loading operation such that the selection can be
changed to modify the pulses selected as the sampling
and pass pulses.

17. The apparatus of claim 16, wherein software controls
the selector gates such that the pulses selected as the
sampling pulses are selected so that data loaded from the
memory device into the corresponding shift registers is
loaded while the data is valid.

18. The apparatus of claim 16, wherein software controls
the selector gates such that the pulses selected as the pass
pulses are selected so that data loaded into the shift registers
is synchronized on the basis of predetermined criteria.

19. The apparatus of claim 1, wherein at least one of the
sets of shift registers may be used in both loading data from
one or more of the memory devices into the set of shift
registers and writing data from the set of shift registers to
one or more of the memory devices.

20. The apparatus of claim 19 further including one or
more selectors for selecting among one or more inputs to the
selector, and outputting data arriving on the selected inputs
such that the data is loaded into one of the sets of shift
registers, and wherein data arriving at the inputs includes
one or more of data to be written to one or more of the
memory devices and test data for testing the apparatus.

21. The apparatus of claim 19 further including one or
more selectors for selecting among one or more inputs to the
selector, and outputting data arriving on the selected inputs
such that the data is loaded into onc of the scts of shift
registers, wherein data arriving at the inputs includes one or
more of data to be appended to the data loaded from the one
or more memory devices into the shift registers and test data
for testing the apparatus.

22. The apparatus of claim 1, wherein at least one of the
sets of shift registers may be used for writing data to one or
more of the memory devices and wherein at least one set of
shift registers may be used for loading data from the memory
devices into the set of shift registers; and wherein the at least
one sets of shift registers for writing are separate from the at
least onc scts of shift registers for loading.

23. The apparatus of claim 1, wherein the at least one of
the memory devices and at least one of the sets of shift
registers are embodied on a chip.

24. The apparatus of claim 23, wherein the chip includes
a number of input/output leads and the oumber of output
leads is less than the number of outputs from the one or more
memory devices included on the chip.

25. The apparatus of claim 23, further comprising

a plurality of connection circuits between the outputs of at
least one of the memory devices and the shitt registers
of at least one of the scts of shift registers; and

wherein at least one of the plurality of connection circuits
are also embodied on the chip.

26. The apparatus of claim 25, wherein the chip includes

a number of imput/oulput leads and the number of output
leads is less than the number of outputs from the one or more
memory devices included on the chip.

27. The apparatus of claim 25, further comprising:

a timing circuit for generating the one or more sampling
pulses based on the receipt of a pulse by the apparatus
instructing the apparatus to read data from one or more
of the memory devices; and

wherein the timing circuit is also embodied on the chip.

28. The apparatus of claim 27, wherein the chip includes
a number of input/output leads and the number of output
leads is less than the number of outputs from the one or more
memory devices included on the chip.
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29. The apparatus of claim 1, wherein the memory device
includes a non-volatile memory device.

30. The apparatus of claim 1, wherein the memory device
includes a magnetic memory device.

31. The apparatus of claim 1, wherein the shift registers
include at least one clock-operated semiconductor latch.

32. The apparatus of claim 1, wherein the shift registers
include at least one clock-operated dynamic charge transfer
stage.

33. The apparatus of claim 1, wherein the shift registers
include at least one stage of a charged coupled device
(CCD).

34. The apparatus of claim 1, wherein an output of at least
one of the set of shift registers is connected to a micropro-
CEsSOr.

35. The apparatus of claim 1, wherein at least one of the
set of shift registers forms a ring, such that the data in the
ring circulates at a ratc bascd on the clock signal.

36. The apparatus of claim 1, wherein data can be
simultaneously loaded from onme or more of the memory
devices inio one or more of the sets of shill registers and
loaded from one or more of the sets of shift registers into a
different one or more of the memory devices.

37. An apparatus, comprising:

at least one memory device having outputs;

at least a first set of shift registers interconnected in series
and a second set of shift registers interconnected in
series;

a plurality of conncctors conneeting one of the outputs of
at least one of the memory devices to a corresponding
shift register in the first or second set of shift registers;
and

whercin data from at lcast onc of the outputs of the
memory devices are loaded into the corresponding shift
register in the first or second sets of shift registers via
the plurality of connectors;

wherein the data loaded into the first set of shift registers
is shifted from one of the shift registers in the first set
of shift registers to a next onc of the shift registers in
the first set of shift registers according to a clock signal;
and

wherein the data loaded into the second set of shift
registers is shifted from one of the shift registers in the
second set of shift registers to a next one of the shift
registers in the second set of shift registers according to
the clock signal.

38. A method, comprising:

shifting data in one or more shift registers in a set of shift
registers interconnected in series from the shift register
to a next one of the shift registers in the set on the basis
of a clock signal having a shift frequency;

loading data from at least one memory device into a
corresponding shift register in the set; and

shifting the data loaded into one or more of the shift
registers to a next one of the shift registers in the set
according to the clock signal, wherein the shift registers
maintain their shift frequency during the loading of the
data from the memory devices into the shift registers.

39. The method of claim 38, wherein the step of loading
the data from one or more of the outputs of the memory
device into corresponding shift registers includes using a set
of one or more timing pulses correlated with one or more
pulses of the clock signal.

40. The method of claim 38, wherein the number of sets
of shift registers are determined based on a frequency
selected for the shift frequency and a requirement that

-

0

15

20

25

30

45

50

55

65

26

throughput [or the sets of shifl registers corresponds (o a
throughput from the one or more memory devices.

41. The method of claim 38, further comprising loading
data from one or more of the shift registers into one or more
memory devices via a corresponding output of the memory
device, and wherein the shift registers maintain their shift
frequency during the loading of the data into the one or more
memory devices.

42. The method of claim 38, further comprising:

receiving an initiation pulse;
generating one or more variably timed sampling and pass
pulses in response to the receipt of the initiation pulse;

wherein the loading of the data from the memory devices
into the shift registers uses the generated sampling and
pass pulses.

43. The method of claim 42, wherein the step of loading
the data into the shift registers includes:

transferring the data from one or more outputs of the

memory device using the one or more sampling pulses;
latching the data from the memory device as the memory
device provides new data to its outputs; and
transferring the latched data using a second set of timed
pulses, such that the data is distributed to the set of shift
registers.

44. The method claim 43, further comprising:

modifying wiring paths for distributing the latched data to

the set of shifl registers.

45. The method of claim 44, wherein the wiring paths are
modified based on an encryption scheme.

46. The method of claim 43, further comprising:

generating a plurality of sampling pulses with variable

timing for transferring known data from the memory
devices;

analyzing the transferred data for accuracy; and

choosing a preferred timing for future sampling pulses

based on the analyzing.

47. The method of claim 42, wherein the pass pulses are
generated based on synchronization adjustments between
data transferred from the memory to the one or more sets of
shift registers and data outside the apparatus.

48. The method of claim 38, further comprising:

writing data from the set of shift registers to one or more

of the memory devices.

49. The method of claim 38, further comprising writing
data to one or more of the memory devices from at least one
shift register of a write set of one or more shift registers;

wherein the write set of shift registers is separate from the

set of shift registers for loading.

50. The method of claim 38, wherein the step of loading
the data from the memory devices into the shift registers
includes overwriting any data previously shifted into the
shift registers.

51. A method, comprising:

shifting data in a first sct of shift rcgistcrs interconnected

in series from the shift register to a next one of the shift
registers in the first sct on the basis of a clock signal
having a shift frequency;

shifting data in a second set of shift registers intercon-

nected in series from the shift register to a next one of
the shift registers in the sccond sct at the shift fre-
quency;
loading data from at least one output of a memory device
into a corresponding shift register in the first set;

loading data from at least one output of the memory
device into a corresponding shift register in the second
set;
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shilling the data loaded into the shifl register in the first
set from the shift register to a next ome of the shift
registers in the first set according to the shift frequency;
and

shifting the data loaded into the shift register in the second
sct from the shift register to a next onc of the shift
registers in the second set according to the shift fre-
quency.

52. An apparaws, comprising:

at least one means for storing data including at least one
means for transferring the data;

at least one set of a plurality of means for shifting data,
wherein the means for shifting data receive a clock
signal having a shift frequency and wherein the means
for shifting in each are interconnected in series such
that data [rom at least one of the means [or shilting may
be shifted to a next one of the means for shifting
according to the shift frequency; and

mecans for loading the data from the mcans for storing into
a corresponding means for shifting, such that the means
for shifting maintain their frequency during the loading
of data.

53. The apparatus of claim 52, wherein the means for

loading includes

a plurality of means for latching the data from the means
for storing;

means for transferring the data to a corresponding one of
the means for latching using one or more sampling
pulses, wherein sampling pulses are (imed such thal
data from the means for transferring of the means for
storing is transferred to the means for latching and
latched by the means for latching while the means for
storing provides new data to its means for transferring;
and

means for transferring the data from the means for latch-
ing using one or more pass pulses, wherein the pass
pulses are limed (o distribute the data to at least one of
the means for shifting and wherein the clock signal
maintains its frequency during the transfer of the data
and the shifting of the data from one means for shifting
to the next means for shifting in the set.

54. A method, comprising:

shifting data in one or more shift registers in a set of shift
registers interconnected in series from the shift regis-
lers Lo a next one of the shill registers in the set on the
basis of a clock signal having a shift frequency;

loading data from one or more of the shift registers to a
memory device; and

shifting the data loaded from the one or more shift
registers 0 a next one of the shill registers in the sel
according to the shift frequency after the data is loaded
into the memory device, wherein the shift registers
maintains their shift frequency during the loading of the
data.

55. An apparatus, comprising:

at least one memory device having one or more outputs;

at least one set of shift registers interconnected in series,
wherein at least one of the shift registers receives a
clock signal baving a shift frequency, and wherein a
shift register is capable of shifting data loaded into the
shift register to a next onc of the shift registers in the
set according to the shift frequency; and

wherein data from one or more of the outputs of the
memory device is loaded into a corresponding shift
register in one of the sets of shift registers and the
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loaded data is shifled [rom the comesponding shift
register to a next one of the shift registers in the set
according to the clock signal, such that loading data
into the shift registers occurs without disruption of the
shift frequency of the shift registers.

56. An apparatus, comprising;

at least one memory device having outputs;

at least a first set of shift registers interconnected in series
and a second set of shift registers interconnected in
series;

a plurality of connectors connecting one of the outputs of
at least one of the memory devices to a corresponding
shift register in the first or second set of shift registers;
and

wherein data from at least one of the outputs of the
memory devices are loaded into a corresponding shift
register in the first or second sets of shift registers via
the plurality of connectors;

wherein the data loaded into the first set of shift registers
is shifted from one of the shift registers in the first set
of shift registers to a next one of the shift registers in
the first set of shift registers according to a clock signal;

wherein the data loaded into the second set of shift
registers is shifted from one of the shift registers in the
second set of shift registers to a next one of the shift
registers in the second set of shift registers according to
the clock signal, and

wherein loading data into the first set of shift registers and
the second set of shift registers occurs without disrup-
tion of shifting according tfo the clock signal for the first
set of shift registers and the second set of shift registers.

57. A method, comprising:

shilting data in one or more shilt registers in a set of shift
registers interconnected in series from a shift register to
a next one of the shift registers in the set on the basis
of a clock signal having a shift frequency;

loading data from at least one memory device into a
corresponding shift register in the set; and

shifting the data loaded into ome or more of the shift
registers to a next one of the shift registers in the set
according to the clock signal, loading data into the shift
registers occurs without disruption of the shift fre-
quency of the shift registers.

58. A method, comprising:

shifting data in a first set of shift registers interconnected
in series from a shift register in the first set to a next one
of the shift registers in the first set on the hasis of a
clock signal having a shift frequency;

shifting data in a second set of shift registers intercon-
nected in serics from a shift register in the sccond sct
to a next one of the shift registers in the second set at
the shift frequency;

loading data from at least one output of a memory device
into a corrcsponding shift register in the first sct;

loading data from at least one output of the memory
device into a corresponding shift register in the second
set;

shifting the data loaded into the corresponding shift
register in the first set from the corresponding shift
register in the first set to a next one of the shift registers
in the first set according to the shift frequency; and

shifting the data loaded into the corresponding shift
register in the second set from the corresponding shift
register in the second set to a next ome of the shift
registers in the second set according to the shift
frequency,
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wherein loading data inlo the corresponding shifl register
in the first set and the corresponding shift register in the
second set occurs without disruption of the shift fre-
quency for the first set of shift registers and the second
set of shift registers.

59. An apparatus, comprising:

at least one means for storing data including at least one
means for transferring the data;

at least one set of a plurality of means for shifting data,
wherein each means for shifting data receives a clock
signal having a shift frequency and wherein the means
for shifting are interconnected in series such that data
from at least one of the means for shifting may be
shifted to a next one of the means for shifting according
to the shift frequency; and

means for loading the data from the means for storing into
a corresponding means for shifting, such that loading
data into the corresponding means for shifting data
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oceurs without disruption of the shifl frequency of the
at lcast onc sct of a plurality of mcans for shifting data.

60. A method, comprising:

shifting data in one or more shift registers in a set of shift
registers interconnected in series from a shift register to
a next one of the shift registers in the set on the basis
of a clock signal having a shift frequency;

loading data from one or more of the shift registers to a
memory device; and

shifting the data loaded from the one or more shift
registers to a next one of the shift registers in the set
according to the shift frequency as the data is loaded
into the memory device, wherein loading dala [rom the
shift registers occurs without disruption of the shift
frequency of the shift registers.
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