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IN THE UNITED STATES DISTRICT COURT ™~

FOR THE EASTERN DISTRICT OF TEXAS, SFP 16 PH 3:02
MARSHALL DIVISION S

REMBRANDT TECHNOLOGIES, LP

Plaintiff, L /
Case No. Z PoCy é/"’//j

JURY TRIAL DEMANDED

V.

COMCAST CORPORATION; COMCAST
CABLE COMMUNICATIONS, LLC; and
COMCAST OF PLANO, LP

Defendants.

COMPLAINT FOR PATENT INFRINGEMENT

For its complaint plaintiff Rembrandt Technologies, LP (“Rembrandt”), by and through

the undersigned attorneys, alleges as follows:

THE PARTIES

1. Plaintiff Rembrandt is a limited partnership organized under the laws of the state
of New Jersey with its principal place of business at 401 City Avenue, Suite 528, Bala Cynwyd,

PA 19004.

2. Defendant Comcast Corporation is a corporation organized under the laws of the
state of Pennsylvania with its principal place of business at 1500 Market Street, Philadelphia, PA
19102. Defendant Comcast Cable Communications, LLC is an LLC organized under the laws of
Delaware with its principal place of business at 1500 Market Street, Philadelphia, PA 19103.
Defendant Comcast of Plano, LP is a limited partnership organized under the laws of Delaware.

(Defendants are collectively referred to herein as “Comcast.”)
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JURISIDICTION AND VENUE

3. This is an action for patent infringement, arising under the patent laws of the

United States, 35 U.S.C. §§ 1, ef seg..

4. Subject matter jurisdiction is proper in this Court under 28 U.S.C. §§ 1331 and

1338(a).

5. Because Comcast has committed acts of patent infringement in this judicial
district, and is otherwise present or doing business in this judicial district, this Court has personal

jurisdiction over Comcast.

6. Because Comcast has committed acts of patent infringement in this judicial
district, and because Comcast provides services and does business in this judicial district and
otherwise has minimum contacts with this judicial district, venue is proper in this judicial district

under 28 U.S.C. §§ 1391(b), (), and 1400(b).

COUNT I — INFRINGEMENT OF U.S. PATENT NO. 5,243,627

7. Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-6 of this Complaint.

8. Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,243,627, entitled “Signal

Point Interleaving Technique” (“the ‘627 patent.”)

9. The 627 patent was duly and legally issued by the United States Patent and

Trademark Office on September 7, 1993.

10.  Comucast is the operator of cable systems throughout the United States.
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11.  Comcast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘627 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘627 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘627 patent by
its receipt and retransmission over its cable television systems of digital terrestrial broadcast

signals that comply with the ATSC Digital Television Standard.

12.  Upon information and belief, Comcast will continue to infringe the ‘627 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT H — INFRINGEMENT OF U.S. PATENT NO. 5.852.631

13.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-12 of this Complaint.

14.  Rembrandt is the owner of all right, title and interest, including the nght to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,852,631, entitled
“System and Method for Establishing Link Layer Parameters Based on Physical Layer

Modulation” (“the ‘631 patent.”)

15. The <631 patent was duly and legally issued by the United States Patent and

Trademark Office on December 22, 1998.

16. Comecast is the operator of cable systems and provider of Interet service

throughout the United States.
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17. Comecast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘631 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the 631 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘631 patent by

its provision of high speed internet service to its customers, including cable subscribers.

I8.  Upon information and belief, Comcast will continue to infringe the ‘631 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT III - INFRINGEMENT OF U.S. PATENT NO. 5,719,858

19.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-18 of this Complaint.

20.  Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,719,858, entitled “Time-
Division Multiple-Access Method for Packet Transmission on Shared Synchronous Serial

Busses” (“the ‘858 patent.”)

21.  The ‘858 patent was duly and legally issued by the United States Patent and

Trademark Office on February 17, 1998.

22, Comcast is the operator of cable systems and provider of Internet service

throughout the United States.
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23. Comecast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘858 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘858 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘858 patent by
its provision of high speed internet services, including such services as Voice over [P (VoIP)

services, to its customers, including cable subscribers.

24,  Upon information and belief, Comcast will continue to infringe the ‘858 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and rcasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT 1V — INFRINGEMENT OF U.S. PATENT NO. 4.937.819

25.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-24 of this Complaint.

26.  Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 4,937,819, entitled “Time

Orthogonal Mutiple Virtual DCE for Use in Analog and Digital Networks” (“the ‘819 patent.”)

27. The ‘819 patent was duly and legally issued by the United States Patent and

Trademark Office on June 26, 1990.

28.  Comcast is the operator of cable systems and provider of Internet service

throughout the United States.
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29. Comecast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘819 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘819 patent, in this district and throughout the
United States. For example, Comeast has infringed and continues to infringe the ‘819 patent by
its provision of high speed internet services, including services such as Voice over [P (VoIP)

services, to its customers, including cable subscribers.

30.  Upon information and belief, Comcast will continue to infringe the ‘819 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

PRAYER FOR RELIEF

WHEREFORE, Rembrandt prays that it have judgment against Comcast for the
following:

(1) A decree that Comcast has infringed the patents-in-suit;

(2) A permanent injunction enjoining and restraining Comcast and its agents,
servants, employees, affiliates, divisions, and subsidiaries, and those in association with it, from
making, using, offering to sell, selling, and importing into the United States any product, or
using, offering to sell, or selling any service, which falls within the scope of any claim of the
patents-in-suit;

(3) An award of damages;

4 An award of increased damages pursuant to 35 U.S.C. § 284;

(5) An award of all costs of this action, including attorneys' fees and interest; and

(6) Such other and further relief, at law or in equity, to which Rembrandt 1s

justly entitled.
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JURY DEMAND

Rembrandt hereby demands a jury trial on all issues appropriately triable by a jury.

Dated: September 16, 2005

Of COUNSEL:

Frank E. Scherkenbach
Lawrence K. Kolodney

FISH & RICHARDSON, P.C.

225 Franklin Street
Boston, Massachusetts 02110
Tel: 617-542-5070
Fax: 617-542-8906

Alan D. Albright
/State Bar # 00973650

FISH & RICHARDSON, P.C.

One Congress Plaza
4th Floor

111 Congress Avenue
Austin, Texas 78701
Tel: 512-391-4930
Fax: 512-391-6837

Respectfully submitted,

L Ol

Otis Carroll, Attorney-in-Charge

State Bar No. 03895700

Wesley Hill

State Bar No. 24032294

IRELAND, CARROLL & KELLEY, P.C.
6101 S. Broadway, Suite 500

Tyler, Texas 75703

Tel: (903) 561-1600

Fax: (903) 581-1071

Email: fedserv@icklaw.com

e
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Timothy Devlin

FISH & RICHARDSON, P.C.
919 N. Market Street, Suite 1100
P.O.Box 1114

Wilmington, Delaware 19899
Tel: 302-652-5070

Fax: 302-652-0607

Franklin Jones, Jr.

State Bar No. 00000055

JONES & JONES, INC., P.C.

201 West Houston Street, Drawer 1249
Marshall, Texas 75671-1249

Tel®903) 938-4395

Fax®903) 938-3360

S. Calvin Capshaw, III

State Bar No. 03783900
BROWN MCCARROLL, L.L.P.
1127 Judson Road, Suite 220

P. O. Box 3999

Longview, Texas 75601-5157
Tel: (903) 236-9800

Fax: (903) 236-8787

Robert M. Parker

State Bar No. 15498000

100 E. Ferguson, Suite 1114
Tyler, Texas 75702

Tel: (903) 533-9288

Fax: (903) 533-9687

Filed 09/16/05 Page 8 of 65

Attorneys for Plaintiff
REMBRANDT TECHNOLOGIES, LP.
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1
SIGNAL POINT INTERLEAVING TECHNIQUE

BACKGROUND OF THE INVENTION

The present invention relates to the transmission of
digital data over band.limited channels.

Over the years, the requirements of modern-day digi-
tal data transmission over band-limited channels—such
as voiceband telephone channels—have resulted im a
push for higher and higher bit rates. This push has led to
the development and irtroduction of such innovations
as adaptive egualization, multi-dimensional signal con-
steilations, echo cancellation (for two-wire applica-
tions), and treliis eoding. Today, the data rates achieved
using these and other techniques are beginning to ap-
proach the theoretical limits of the channel.

¥t has been found that various channel impairments,
whose effects on the achievable bit rate were relatively
minor compared to, say, additive white Gaugsian noise
and Hinear distoriion, have now become of greater con-
cemn. These include such impairments as nonlinear dis-
tortion and residual (i.e., uncompensaied-for} phasc
jitter. Such impaitments are particularly irksome in
systems which use trellis coding. Indeed, it has been
found that the theoretical improvement in Gaussian
noise immunity promised by at least some trellis codesis
not realized in real-world applications where these im-
pairments are manifest. The principal reason this is so
appears 1o be that the noise compenents introduced into
the received signal samples are such as 10 worsen the
effectiveness of the Viterbi decoder used in the receiver
1o recover the transmitted data.

LS. Pat. No. 4,677,625, issued Jun. 30, 1987 10 Betts
et al, teaches a method and arrangement in which,
through the use of a distributed trellis encoder/Viterbi
decoder, the effects of many of these impairments can
be reduced. The invention in the Betts et al patent rec-
agnizes that a part of the reason that the performance of
the Viterbt decoder is degraded by these impairments is
the fact that the noise components of channe! symbols
which clasely follow one another in the transmission
channel are highly correlated for many types of impair-
ments. And it is that correlation which worsens the
effect that these impairments have on the Viterbi de-
coder. Among the impairments whose noise is corre-
lated in this way are impulse noise, phase “hits” and
gain “hits.” All of these rypically extend over a number
of adjacent channel symbols in the channel, and thus ail
result in channel symbol noise components which are
highty correlated. The well-known noise enhancement
characteristics of linear equalizers also induce corre-
iated noise in adjacent channel symbols, as does uncom-
pensated-for phase jitter. Also, the occurrence of one of
the relatively high power points of the signal constella-
tion can, in pulse code modulation (PCM) systems, for
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example, give rise to noise on adjacent channel symbols -

which, again, is correlated.

The Betts et al patent addresses this issue by distribut-
ing the outgoing data to a plurality of trellis encoders in
round-robin fashion and interleaving the trellis encoder
outputs on the transmission channel. In the receiver, the
stream of received interleaved channel symbols is cor-
respondingly distributed to a plurality of trellis decod-
ers. Since the successive pairs of channel symbols ap-
plied to a particnlar trellis decoder are separated from
one another as they traverse the channel, the correla-
tion of the noise components of these channel symbol

60

2
pairs is reduced from what it would have otherwise
been.

SUMMARY OF THE INVENTION

In accordance with the present invention, it has been
realized that the Viterbi decoder performance in a data
communication system using 2N-dimensional channel
symbols can be farther enhanced by an interleaving
technique which uses, in combination, a) the aforemen-
tioned distributed trellis encoder/Viterbi decoder tech-
tiigue and b) a signal point interleaving technique which
causes the constituent signal points of the channel sym-
bols 1o be non-adjacent as they traverse the channel.

In preferred embodiments of the invention, the inter-
leaving is carried put in such a way that every N*signal
point in the signal point stream traversing the channel is
the N signal point of a respective one of the channel
symbols. This criterion enhances the accuracy with
which the phasc tracking loop in the receiver performs
its function.

Also in preferred embodiments, we have found that
the use of three parallel treflis encoders in conjunction
with a signal point interleaving regime in which the
signal points of each channe} symbol are separated from
one another by three signaling intervals (bauds) pro-
vides an optimum or near-optimum tradeoff berween
signal point/channe! symbol separation and the decod-
ing dclay that is caused by the interlcaving.

BRIEF DESCRIPTION OF THE DRAWING

In the drawing,

FIG. 1is 2 block diagram of the transmitter section of
a prior art modem;

FIG. 2 is shows a signal constellation used by the
transmitter of FIG. 1;

F1G. 3 is a block diagram of the transmitter section of
a modem employing four-dimensional channel symbols
and embodying the principles of the invention;

FIG. 4 is a block diagram of the receiver section of a
modem embodying the principles of the invention
which processes the received four-dimensional channel
symbols generated by the transmitter of FIG. 3;

FIG. 5is a signal point timing/sequencing chart heip-
ful in explaining the principles of the present invention;

FIG. 6 is a signal point interleaver which can be used
in the transmitter of FIG. 3 to interleave the signal
points of eight-dimensional channel symbols; and

FIG. 7 is a signal point deinterleaver which can be
used in the receiver of FI1G. 4 to deinterieave the signal
points of eight-dimensional channel symbols.

DETAILED DESCRIPTION

FIG. 1 depicts the transmitter section of a prior art
modem employing a 2N-dimensional signaling scheme,
NzZ1. The modem receives input information in the
form of a serial bit stream from data terminal equipment
{DTE) 11i—illustratively a host computer. That bit
stream is then scrambled, or randomized, by randomizer
113 whose output bits are provided in serial form to
serial-to-paralle] (S/P) converter 115.

Serial-to-parallel converter 115, in turn, provides,
during each of a succession of symbol intervals (com-
prised of N baud intervals), some predetermined num-
ber of parallel bits on lead 109 and some number of
parallel bits on lead 108. (It will be appreciated that
whenever bits are provided in paraflel in the modem,
separate leads are required to carry each of the bits)
The bits on lead 109 are applied to trellis encoder 119a,
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and are referred to as the “trellis bits.” The bits on lead
108 are applied to modulus converter 116, and are re-
ferred to as the “uncoded bits.”

To better understand how trellis encoder 119a and
modulus converter 116 work, reference is made to FIG.
2, which shows the two-dimensional signal constella-
tien that forms the basis of the 2N-dimensional signaling
scheme illustratively used by the modem. This constel-
Iation is comprised of 32 signal points, which are di-
vided into four subsets, A through I, each comprised of
cight signa! points. The eight points of subset A are
- explicitly labeled as Apthrough As. It may be noted that
subsets C, B and I ¢an be arrived at by clockwise rota-
tion of subset A by 90, 180 and 270 degrees, respec-
tively, {(Conventional differential encoding circuitry
. within trellis encoder 119 exploits this symmetry.} For
reference, a single signal point of each of those subsets
is also shown on FIG. 2.

Consider, first, the case of N=1, i.e,, a two-dimen-
sional signaling scheme. In this case, one trellis bit on
jead 109 would be expanded to two bits by trellis en-
coder 119a on lead 121. The four possible values of
those thres bits 00, D1, 10, and 11 idemtify subssts A, B,
C and D, respectively. The successive 2-bit words on
jead 12% are represented as @, n=0,1,2. .., where n is
an jndex that advances at the baud raie. At the same
1ime, three paralle] bits would be provided on lead 108,
These are converted by modulus converter 116 into an
index having a value within the range (decimal) G1o 7.
The index vaiue, represented in binary form on lead
117, selects a particular signal point from the subset
identified on lead 121. Thus if lead 121 carries the two
bits 00 while lead 117 carries the thres bits 001, then
signal point A; of the FIG. 2 constellation has been
selected. The words on leads 117 and 121 are applied to
QAM encoder 124 which generates, on lead 125, values
representing the 1 (in-phase) and Q {quadrature-phase)
components of signal point A;. The signal point gener-
ated on lead 125 in the n? baud interval is denoted X%,
which is passed on 10 modulator 128 to generate a pass-
band line signal which is applied to the communication
channel. The superscript, &, indicates that the trellis
encoder that was used to identify the subset for any
particular signal point was trellis encoder 189a. That is,
of course, a trivial notation as far as FIG. 1 goes inas-
much as trellis cacoder 119 is the only trellis encoder
in-the modem. However, it is useful to introduce this
notation because more than one trellis encoder stage is
used in preferred embodiments of modems incorporat-
ing the principles of the present invention as shown in
later FIGS.

In the case of N1, the operation is similar. Now,
however, the words on jead 109 are used by treliis en-
coder 119a to sequentially identify oa lead 12IN sub-
sets, while the words on lead 108 are used to generate N
corresponding index values on lead 117, The N signal
points identified in this way are the component signal
points of a 2ZN-dimensional channel symbol, the first
such symbol being comprised of the signal points Xo2, .
. X¢x— 1@ For example, 2 modem in which the trans-
mitter of FIG. 1 could be used may be a 14,400 bit per
second modem wusing four-dimensional coding (ie.,
N=2} and a baud rate of 3200. In this case, nine bits
from S/P converter 115 are used for each four-dimen-
sional symbol. Specifically, three paraltel bits on lead
109 are expanded into four bits an lead 121 to identify 2
pair of subsets while six bits on lead 108 are used to
select particular signal points from those two subsets.

4

Those two signal points are thereupon communicated

_ over the channel by QAM encoder 124 and modulator

10

20

25

30

35

40

45

50

55

0

65

128 as described above.

Note that, implementationally, the 2N-dimensional
channel symbol is generated by having the trellis en-
coder identify, interdependently, N subsets of the two-
dimensional constellation of FIG. 2, thea select a two-
dimensiona) signzl point from each of the subsets thus
identified. The concatenation of the N two-dimensional
signal points thus selected is the desired 2N-dimensional
channel symbol. This process, however, can be under-
stood as involving the direct selection of a 2N-dimen-
sional chaanel symbol. Viewed in this context, the set of
all possible combinations of N of the two-dimensional
subsets identified by N successive trellis encoder ous-
puts can be understood to be a set of 2N-dimensional
subsets of a 2N-dimensional constellation, the latter
being comprised of all possible combinations of N of the
signal points of the two-dimensional constellation. A
succession of N outputs from the trellis encoder identi-
fies a particular one of the 2N-dimensional subsets and a
suceession of N outputs from the modulus converter
selects a particular 2N-dimensional signal point from
the identified 2N-dimensional subset.

Modulus converter 116 is illustratively of the type
disclosed in co-pending, commonly-assigned U.S. pa-
tent application Ser. No. 588,638 filed Sep. 26, 1990 and
allowed on May 21, 1991, hereby incorporated by refer-
ence. Modulus converter 116 provides the modem with
the ability to support data iransmission at varjous differ-
ent bit rates. Assume, for example, that the rate at which
bits are provided by DTE 111 decreases. The serial-to-
parallel converter will continue to provide its outputs
on leads 108 and 109 at the same baud rate as before.
However, the upper limit of the range of index vaiues
that are provided by modulus converter 116 on lead 117
will be reduced, so that, effectively, each of the four
subsets A through D, instead of having eight signal
points, will have some smaller number. Conversely if
the rate a1 which bits are provided by DTE 111 should
increase over that originally assumed, the upper limit of
the range of index values, and thus the number of paral-
Iel bits, that appear on lead 117 will be increased beyond
eight and the constellation itself will be expanded to
accommodate the larger number of signal points thus
being selected. As an alternative to uwsing a modulus
converter, fractional bit rates can be supported using,
for example, the technique disclosed in L.. Wei, *"Trellis-
Coded Modulation with Multidimensional Constella-
tions,” JEEE Trans. on Communication Theory, Vol.
IT-33, No. 4, July 1987, pp. 483-301.

Turning now to FIG. 3, the transmitter portion of a
modem embodying the principles of the invention is
shown. This embodiment illustratively .uses the afore-
mentioned four-dimensional, ie, N=2, signaling
scheme. Many of the components are similar to those
shown in FIG. 1. Thus, in particular, the transmitter of,
FIG. 3—which receives its input information in the
form of a stream of input bits from DTE 311—includes
randomizer 313, which supplies its output, on lead 314,
to S8/P converter 315, The latter outputs uncoded bits to
modulus converter 316. The transmitter further in-
cludes four-dimensional QAM encoder 324 and modu-
lator 328. The trellis bits, on lead 309, are provided not
to a standard single trellis encoder, but 1o a distributed
trellis encoder comprised of three treflis encoder stages:
trellis enceder stage 319, trellis encoder stage 3195,
and trellis encoder stage 319y.
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Such a distributed trellis encoder, which is described
in the aforementioned Betts et al patent, generales a
plurality of streams of trellis encoded channel symbols
in response to respective portions of the input informa-
tion. Specifically, a three-hit word on lead 3069 is sup-
plied to trellis encoder stage 319a. The next three-bit
word on lead 309 is supplied to trellis encoder stage
-3195. The next three-bit word is supplied to trellis en-
coder stage 319y, and then back to trellis encoder stage
319a. This distribution of the trellis bits to the various
trellis encoder stages is performed by switching circuit

331 operating under the control of symbol clock 325. .

The initial data word ontputs of the trellis encoders are
subset-identifiers ag and aj for encoder stage 319¢, B
and 83 for encoder stage 3195, and y4 and s for en-
coder stage 319y, followed by as and a7 for encoder
stage 319a, and so forth. These are supplied to four-di-
mensional QAM encoder 324 by switching circuit
337—also operating under the control of symbol clock
325—on lead 338 through a one-symbol delay 364 and
lead 363, in order to corapensate for a one-symbol delay
caused by modulus converter 316. Thus, the stream of
subset identifiers on lead 338 is ag, ai, 82, 83, Y4, ¥5 a8

. Using the notation iniroduced above, then, the
output of encoder 324 on lead 325 is the stream of signal
points Xo%, Xi2, Xof, X34, Xq7, Xs?, Xe*. .., which is
comprised of three interleaved stredms of trellis en-
coded chznnel symbols, these streams being X%, X419,
X2, X12, X129 . .. X8, X358, Xef, Xoh, X148, .. ; and
X4, Xs7, X1o¥, X117, Xjg¥ . . . . These, In turn, are
supplied, in accordance with the invention, io signal
point interleaver 341 which applies alternate ones of the
signal points applied thereto to lead 3¢12—which signal
points appear immediately at the interleaver ontput on
lead 342-—and to one-symbol (Z—1) delay element 3411,

30

which appear on lead 342 after being delayed thereinby

one symbol interval. The resulting interleaved stream of
trellis encoded signal points is Xg?, X_17, X28, X9,
a7, XaB, Xev, X5, XpB, X172, X107, Xof . . . {the signal
point X_ 17 being, of course, the signal point applied.to
interieaver 341 just ahead of signal point Xg2).

A discussion and explanation of how the interleaving
Jjust described is advantageous is set forth hercinbelow,
In order to fully set the stage for that explanation, how-
ever, 1t will. be first useful to consider the receiver sec-
tion of 2a modem which receives the interleaved signal
point stream.

Thus referring to FIG. 4, the line signal transmitted
by the transmitter of FIG. 3 is received from the chan-
nel and applied to demodulator/equalizer 455 which, in
conventional fashion—including an input from phase
tracking loop 457—generates a stream of outputs on
lead 456 representing the demodulator/equalizer’s best
approximation of the vaiues of the I and Q components
of the signal points of the transmitted interleaved signal
point stream. These outputs are referred to herein as the
“received signal points.” (Due to distortion and other
channel impairments that the demodulator/equalizer is
not able to compensate for, the I and Q components of
the received signal points, instead of having exact inte-
ger values, can have any value. Thus a transmitted
signal point having ccordinates {3, —5) may be output
by the demodulator/equalizer as the received signal
point (2.945, —5.001).) The stream of received signal
points on lead 456 is denoted Xoﬂ X_y7, 308, X, X,

Xa8, Xgn, X5, KB, Koo, Xyp¥, Xof .

The successive received signal pomts are deinter-
Teaved in signal point deinterleaver 441, which provides
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the opposite function to interleaver 341 in the transmit-
ter. The output of deinterieaver 441 on lead 442 is thus
X, X1z, X0, KB, Ry, Xsv, Xeo, . . ., ete. (Although
not explicitly shown in the drawing, the same well-
known techniques used in modems of this general kind
to identify within the stream of received signal points
the boundaries between successive symbols is used to
synchronize the operation of signal point deinterleaver
441 to ensure that received signal points Xo2, X,8, Xy

. are applied to delay element 4411 while received
s:gna! points X2, X8, Xsr. . . are applied to lead 4412.)

The received signal points on lead 442 are then dis-
tributed by switching circuit 431 under the control of
symbol clock 425 to a distributed Viterbi decoder com-
prised of 4D Viterbi decoder stages 419q, 4194 and
419y, Specifically, received signal points Xo® and X
are applied to _decoder stage 419a; received signal
points X2 and X38 are applied to decoder stage 41958;
and received signal points X47 and Xs? are applied to
decoder stage 419y. The outputs of the three decoder
siages are then combined into a serial siream on lead 438
by switching circuit 437, also operating under the con-
trol of symbo! clock 425, Those outputs, representing
decisions as to the_valpes of the trapsmitted signal
points, are denoted Xo, X1, X2, X3, X4, Xs, Xg, .. ., the
@, B and y superscripts no longer being needed.

In conventional fashion, the bits that represent each
of the decisions on lead 438 can be divided into bits that
represent 2) the trellis bits that appearsd on transmitter
lead 309 and b) the index values that appeared on trans-
mitter lead 317, Fhose two groups of bits are provided
in the receiver on leads 461 znd 462, respectively. The
latter group of bits are deconverted by modulus decon-
verter 416 (also disclosed in the aforementioned 658
patent application) back to uncoded bit values on lead
414, The operation of the modulus deconverter imparts
a one-symbol delay to the bits on lead 414. Accordingly,
the bits on lead 461 are caused to be delayed by one
symbol by delay element 464. The resulting combined
bits on lead 415 thus represent the stream of bits that
appeared at the output of randomizer 313 in the trans-
mitter. These are derandomized in the receiver by
derandomizer 413 and the resulting derandomized bit
stream is applied to DTE 411 which may be, for exam-
ple, a computer terminal.

Referring to FIG. 5, one can see the improvement
that is achieved by the present invention.

Line I shows the stream of output signal points gener-
ated and launched into the channel using one stage of
trellis encoding and no signal point interleaving. This is,
of course, the prior art arrangement shown in FIG. 1.
Line II shows the effect of providing a threesstage dis-
tributed trellis encoder but still no signal point inter-
leaving. This is the arrangement shown in the aforemen-
tioned Betis et al patent, Note that the signal points of
each channel symbol operated on by a particular treliis
encoder stage are adjacent in the output signal point
stream. For example, the second signal point of the
symbol Xpe Xi@—namely signal point X;¢—is sepa-
rated by five baud intervals from the first (closer) signal
point of the symbol X¢= X75—namely signal point X¢°
As noted earlier, such separation is advantageous be-
cause the channel symbols which are processed one
after the other in a particular Viterbi decoder stage

‘have noise components which are not highly corre-

lated.
Note, however, that the individual signal points of
each channel symbol, e.g.. Xo® and X4, are adjacent to
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one another as they pass through the channel; and since
all the signal points of a channel symbol must be pro-
cessed serially in the same Viterbi decoder stage, this
means that the Viterbi decoder must process adjacent
signal points that have highly correlated noise compo-
nents. i
It is to this end that signal point interleaver 341 is
included within the transmitter in accordance with the
invention. Firstly, it may be noted from Line III that
using the signal point interleaver without the distributed
trellis encoder——an arrangement not depicted in the
drawing—will, advantageously, cause the signal points
from the same channel symbol to be non-adjacent.
Moreover, there is further advantage in that a pair of
channel symbols processed serially by Viterbi decoder
stage 419c traverses the channel separated by five baud
intervals rather than three, thercby providing greater
decorrelation . of the noise components thereof, Com-
pare; for example, the span of baud intervals occupied
by signal points Xo¢ and X2, X% and X32in Line I and
the span of baud intervals occupied by the same signal
points in Line II1. Disadvantageously, however, the use
of a single trellis encoding siage brings back the prob-
lem that the distributed trellis encoder solves, as de-

scribed above. Thus, for example, although signal 2

points Xg2 and X2, which are from the same channel
symbol, are separated from one another when travers-
ing the channel, we find that, disadvantageously, signal
points Xo¢ and X%, which are signal points from two
different channel symbols which will be processed seri-
ally by the Viterbi decoder, traverse the channel adja-
cent to one another.

Line IV shows that using the signal point interleaver
with a two-stage trellis encoder—also an arrangement
not depicted in the drawing—provides some improve-
ment. Firstly, it may be noted that, as in Line I, signal
points from the same channel symbol remain separatec
by three baud intervals. Additionally, pairs of channel
symbals processed sequentially by a given Viterbi de-
coder stape—such as the channel symbols comprised of
signal points Xo® and X%, Xa® and Xs%—are still non-
adjacent and, indeed, are now scparated by seven baud
intervals, which is even greater than the separation of
five baud intervals provided in Line IIT. Moreover,
certzin signal points that traverse the channel adjacent
to one another and which are from channe] symbols
which would have been decoded sequentially in the
one-trellis-encoding-stage case are, in the two-trellis-
encoding-stage case of Line IV, processed by different
Viterbi decoding stages. Signal points X2f and X 2 are
such 2 pair of signal points. Note, however, that, disad-
vantageously, signal points X1% and X4® traverse the
channel serially, and are from channel symbols which
are serially processed by the “a” Viterbi decoder stage.

Referring, however, to Line V, which depicts the
stream of signzl points output by the transmitter of FIG.
3, it will be seen that, in accordance with the invention,
there is still a non-adjacency—indeed, a separation of at
least three baud intervals—between a} the signal points
which belong to any particular channel symbol {and
which, therefore, are processed serially by a particular
Viterbi decoder stage) and b) the signal points which
beleng to channel symbols which are processed serially
by a Viterbi decoder stage. Thus, for example, signai
points X2 and Xq¥ are now processed by different
Viterbi decoder stapes. Moreover, pairs of channel
symbols processed sequentially by a given Viterbi de-
coder stage-—such as the channel symbols comprised of
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- signal points Xo® and X9, X¢® and X7"—are now sepa-
rated by none baud intervals.

Using more than three trellis encoder stagr-.'s in the
distributed trellis encoder and/or a signzl point inter-
leaver that separates signal points from the same chan-
nel symbol by more than three baud intervals would
provide even greater separation and could, therefore,
potentially provide even greater improvemen! in
Viterbi decoding. However, such improvement comes
at a price—that price being increased decoding delay—
particularly as the number of trellis encoders is in-
creused beyond three. An engineering trade-off can be
made, as suits any particular application.

Moreover, it is desirable for the signal point inter-

leaver to provide a sequence in which every N signal

point in the interleaved signal paint stream is the N#
signal point of a channel symbol, {The reason this is
desirable is described in detail hereinbelow.) Int the case
of an N=2, four-dimensional signaling scheme, this
means that every second, that is “every other,” signal
point in the interleaved stream is the second signal point
of the channel symbol from which it comes. In the case
of an N=4, eight-dimensional signaling scheme, this
means that every fourth signal point in the interieaved
stream is the fourth signal point of the channel symbol
from which it comes. Indeed, this criterion is in fact
satisfied in the embodiment of FIG. 3. Note that each
one of signal points Xo®, X28, X47, X6 . . ., which
appear as every other signal point in the interleaved
stream, is the second signal point of one of the four-di-
mensional channel symbols. Note that not all rearrange-
ments of the signa! points will, in fact, satisfy this crite-
rion, such as, if the two signal points of a channel sym-
bol are separated by two, rather than three, baud inter-
vals.

Satisfying the above criterion is advantageous be-
cause il enhances the accuracy with which phase track-
ing loop 457 performs its function. This is so because the
arrival of an N/ signal point of a giver symbol means
that all the signal points comprising that channel symbol
have arrived, This, in turn, makes it possible to form a
decision as to the identity of that channel symbol by
wsing the minimum accemulated path metric in the
Viterbi decoder stages. (Those decisions are fed back to
the tracking loop by decoder stages 4180, 4193 419y on
leads 494, 495 and 496, respectively, via switching cir-
cuit 456.) Without having received all of the signal
points of a channel symbeol, one cannot take advantage
of the accumulated path metric information but, rather,
must rely on the so-called raw sliced values, which is
less accurate. By having every N signal point in the
interieaved stream be the N signal point of a channel
symbol; we are guaranteed that the time between adja-
cent such path metric “decisions” supplied to the phase

_tracking loop is, advantageously, never more than N

baud intervals.

The foregoing merely illustrates the pnnmples of the
invention. Thus although the illustrative embodiment
utilizes a four-dimensional signaling scheme, the inven-
tion can be used with signaling schemes of any dimen-
sionality. In the general, ZN-dimensional, case each
stage of the distributed trellis encoder would provide N
two-dimensional subset identifiers to switching circuit
337 before the latter moves on to the next stage. And, of
course, each stage of the distributed Viterbi decoder
would receive N successive received signal points. The
distributed irellis encoder and distributed Viterbi de-
cader can, however, continue to include three trellis
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encoders and still maintain, independent of the value of
N, a separation of three baud intervals in the channel
between signal points that are from channel symbols
" that are adjacent in the trellis encoder. If a greater sepa-
ration of such signal points is desired, more stages can
be added to the distributed wrellis encoder/Viterbi de-
coder, just as was noted above for the four-dimensional
case. However, when dealing with 2N-dimensional
signaling where N> 2, it is necessary to add additional
delay elements to the signal point interleaver/deinter-
leaver in order to maintain a three-baud-interval separa-
. tion among the signal points from any given channel
symbol.

Consider, for example, the case of N=4, i.e, an eight-
dimensional case. Looking again at FIG. 3, the three
(8D) stages of the distributed trellis encoder would
generate the three streams of subse! identifiers apaj a2
asaz. .., Bafs Bs B7Bis. . . v and g ¥o Y0 YL Y20-
.+, respectively. This wonld lead to the following
stream of signal points of eight-dimensional trellis en-
coded channel symbols at the output of the QAM en-
coder on lead 325: Xo® X1® Xo0 X3 X8 X8 X8 X8
X Xg¥X10¥ X117 X% . . . Signal point interleaving
could be carried ouf by substituting sigral point inter-
leaver 641 of FIG. 6 for interleaver 341. Interleaver
641, in addition to. direct connection 6414, includes
one-, two-, and three-symbol delay elements 6413, 6412
and 6411, respectively.

The signal points on lead 325, after passing through
interleaver 641, would appear on lead 342 in the follow-
ing order: Xo® X ¥ X 6P X_o® XeBf Xqo X _ ¥ X_s8
K7 XsB Xao X7 X12® Xo¥ Xef X3 Xo6® X132 Xio?
X-8.. . where signal points with negative subscripts are,
of course, signal points that arrived before signal point
Xp2 and were giready stored in the delay elements 6411,
6412 and 6413. Examination of this signa! point stream
will reveal that there is either a three- or five-baud
separation between signal points of channel symbols
that are processed sequentially by the same trellis en-
coder stage, e.g., X3® and X;2%; that adjacent signal
points of any one channel symbol, e.g., Xp2 and X%, are
separated by five baud intervals; and that the four signal
points comprising any particular one channel symbol
are separated by fificen baud intervals,

FIG. 7 shows the structure of a deinterieaver 741 that
could be used in the receiver of FIG. 4 in place of dein-
terleaver 441 in order to restore the signal points of the
eight-dimensional channel symbols to their original
order. This structure, which is the invérse of interleaver
641, includes delay stages 7411, 7412 and 7413, as well
as direct connection 7414.

Tt will be appreciated that, although varjous compo-
nents of the modem transmitter and receiver are dis-
closed herein for pedagogic clarity as discrete func-
tional efements and indeed—in the case of the vadous
switching circnits—as mechanical elements, those
skilled in the art will recognize that the function of any
one or more of those elements counld be implemented
with any appropriate available technology, including
one Or more appropriately programmed processors,
digital signal processing (DSP) chips, etc. For exampie,
multiple trellis encoders and decoders can be realized
bsing a single program routine which, through the
mechanism of indirect addressing of multiple arrays
within memory, serves to provide the function of each
of the multiple devices.

1t will thus be appreciated that those skilled in the art
will be able to devise numerous arrangements which,
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althoegh not explicitly shown or described hersin, em-
body the principles of the invention and are within its
spirit and scope. :

We claim:

1. Apparatus for forming a stream of trellis encoded
signal points in response 10 input information, said appa-
rarus comprising

means for generating a plurality of streams of trellis

encoded channel symbols in response to respective
portions of said input information, each of said
channel symbols being comprised of a plurality of
signal points, and

means for interleaving the sigaal points of said gener-

ated channel symbols to form seid stream of trellis

"encoded signal points, said interleaving being car-
ried out in such a way that the signal points of each
channe] symbol are non-adjacent in said stream of
treilis encoded sipnal points and such that the sig-
nal points of adjacent symbols in any one of said
channel symbol sireams are non-adjacent in said
stream of trellis encoded signal points.

2. The apparatus of claitn 1 wherein said means for
generating generates three of said streams of trellis en-
coded channel symbols, and wherein said means for
interleaving causes there to be interleaved between
each of the signal points of each channel symbol at least
two signal points from other channel symbols of said
streams of trellis encoded channel symbols.

3. The apparatus of claim 1 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
N signal point in said interleaved signal point stream to
be the N*isignal point of a respective one of said chan-
nel symbols.

4. The apparatus of claim 2 whersin said c¢hannel
symbols are IN-dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
Nk signal point in said interieaved signal point stream to
be the N*% signal point of & respective one of said chan-
nel symbols.

5. A modem comprising

means for receiving a stream of input bits,

means for dividing said stream of input bits into a

stream of uncoded bits and a plurality of streams of
- treHis bits, )
means for independently trellis encoding each of said
plurality of streams of trellis bits to generate re-
spective streams of data words each identifying one
of a plurality of predetermined subsets of the chan-
nel symbols of 2 predetermined 2N-dimensional
constellatton, N being an integer greater than
unity, each of said channel symbols being com-
-prised of a plurality of signal points,

means for selecting an individual channel symbol
from each identified subset in response to said
stream of uncoded bits to form a siream of channel
symbols, and

means for generating a stream of output sigaal points,

said signal point stream being comprized of the
signal points of the selected channel symbols, the
signal points of said sipnal point stream being se-
quenced in such a way that signal points that are
either &) part of the same channel symbol, or b) part
of channel symbols that are adjacent to one another
in said channel symbol stream, are separated in said
output stream by at least one other signal point.

6. The apparatus of claim 5 wheretn said treliis encad-
ing means includes a plurality of trellis encoder stage
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means for trellis encoding respective ones of said
streams of trejlis bits.

7. The apparatus of claim 5 wherein said means for
selecting includes means for modulus converting said
stream of uncoded bits.

8. The apparetus of claim 5 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for generating causes every N#
signal point in said stream of output signal points to be
the N* signal point of a respective one of said channel
symbojs.

9. Receiver apparatus for recovering information
from a received stream of trellis encoded signal points,
said signal points having been transmitted to said re-
ceiver apparatus by transmitter apparatus which gener-
ates said signal points by generating a plurality of
streams of trellis encoded channel symbols in response
to respective portions of said information, each of said
channel symbols being comprised of a plurality of signal
points, and by interleaving the signal points of said
generated channet symbols to form said stream of trellis
encoded signal points, said interleaving being carried
out in such a way that the signal points of each channel
symbol are non-adjacent in said stream of trellis en-
coded signal points and such that the signal points of
adjacent symbols in any one of said channel symbol
streams are non-adjacent in szid stream of trellis en-
coded signal points,

said receiver apparatus comprising

means for deinterleaving the imerleaved signal points

to recover said plurality of streams of trellis en-
coded channel symbols, and

a distributed Viterbi decoder for recovering said

information from the deinterieaved signal points.

10. The apparatus of claim 9 further comprising

a phase tracking loop, and '

means for-adapting the operation of said phase track-

ing loop in response {o minimum accumulaied path
metrics in said distributed Viterbi decoder.

11. A method for forming a stream of trellis encoded
signal points in response to input information, said
method comprising the steps of

generating a plurality of streams of trellis encoded

channel symbols in response to respective portions
of said input information, each of said channel
symbols being comprised of a plurality of signal
points, and : _

interleaving the signal points of said generated chan-

niel symbols to form said stream of trellis encoded
signal points, said interleaving being carried out in
such a way that the signal points of each channel
symbol are non-adjacent in said stream of rrellis
encoded signal points and such that the signal
points of adjacent symhbols in any one of said chan-
nel symbol streams are non-adjacent in said stream
of trellis encoded signal points.

12. The method of claim 11 wherein said generating
step generates three of said streams of trellis encoded
channel symbols, and wherein said interleaving step
causes there to be interieaved between each of the sig-
nal paints of each channel symbol at least two signal
points from other channel symbols of said streams of
trellis encoded channel symbols.

13. The method of ciaim 11 wherein said channel
symbols are IN-dimensional channel symbols, N> 1,
and wherein said interleaving step causes every N
signal point in said interleaved signal point stream to be
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the N signal point of a respective one of said channel
symbols. .

14. The method of claim 12 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said interleaving step causes every N
signal point in said interleaved signal point stream to be
the N# signal point of a respective one of said channel
symbols. ’

15. A method for use in a modem, said method com-
prising the steps of

receiving a stream of input bits,

dividing said stream of input bits into a stream of

" uncoded bits and a plurality of streams of trellis

bits,

independently trellis encoding each of said plurality

of streams of trellis bits to genecrate respective
streams of data words each identifying one of a
plurality of predetermined subsets of the channel
symbols of a predetermined 2N-dimensional con-
stellation, N being an integer greater than unity,
each of said channel symbols being comprised of a
plurality of signal points,

selecting an individual channel symbol from each

identified subset in response to said stream of un-
coded bits to form a stream of channel symbols,
and’
generating a stream of output signal points, said signal
point stream being comprised of the signal points of
the selected channel symbols, the signal points of
said signal point stream being sequenced in such a
way that signal poinis that are either a) part of the
same channel symbaol, or b) part of channel symbols
that are adjacent to one another in seid channel
symbol stream, are separated in said output stream
by at least one other signal point.
16. The method of claim 15 wherein in said trellis
encoding step a plurality of trellis encoder stages trellis
encode respective ones of said streams of trellis bits.
17. The method of claim 15 wherein said sefecting
step includes the step of modulus converting said stream
of uncoded bits.
18. The method of claim 15 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein sajd generating step causes every N signal
point in said stream of output signal points to be the N*
signal point of a respective one of said channel symbols,
19. A method for use in a receiver to recover infor-
mation from a received stream of trellis encoded signal
points, said signal points having been transmitted to said
receiver apparatus by a method which includes the
steps of .
generating a plurality of streams of trellis encoded
channel symbols in response to respective portions
of said information, each of said channel symbols
being comprised of a plurality of signal points, and

interleaving the signal points of said generated chan-
nei symbols to form said stream of trellis encoded
signal points, said interleaving being carried out in
such a way that the signal points of each channel
syinbol are non-adjacent in said stream of trellis
encoded signal points and such that the signzl
points of adjacent symbols in any one of said chan-
nel symbol streams are non-adjacent in said stream
of trellis encoded signal points,

said method comprising the steps of

deinterieaving the interleaved signal points to re-

cover said plurality of streams of trellis encoded
channel symbols, and
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nsing a distributed Viterbi decoder to recover said
information from the deinterieaved signal points.
20. The method of claim 19 wherein said receiver
includes a phase tracking loop and wherein said method
comprises the further step of adapting the operation of
szid phase tracking loop in response to minimum accu-
mulated path metrics in said distributed Viterbi de-
coder. ) :
21. Data communication apparatus comprising
means for receiving input information,
means for generating & plurality of streams of trellis
encoded channel symbols in response to respective
portions of said input information, each of said
channe! symbols being comprised of a plurality of
signal points, :
means for interleaving the signal points of said gener-
ated channel symbols to form a stream of tretlis
encoded signal points, said interleaving being car-
ried out in such a way that the signal points of each
channel symbol are non-adjacent in said stream of
trellis encoded signal points and such that the sig-
nal points of adjacent symbols in any one of said
channel symbol streams are non-adjacent in said
stream of treHis encoded signal points,
means for applying the stream of trellis encoded sig-
nal points to a transmission channel,
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means for receiving the stream of trellis encoded

signa! points from the channel,

means for deinterleaving the interleaved signal points

to recover said plurality of streams of trellis en-
coded channel symbals, and

a distributed Viterbi decoder for recovering said

information from the deinterleaved signal points.

22, The apparatus of claim 21 wherein said means for
generating generates three of said streams of trellis en-
coded channel symbols, and wherein said means for
interleaving causes there to be interleaved between
each of the signal points of each channel symbol at least
two signal points from other channel symbols of said
streams of trellis encoded channel symbols,

23. The apparatus of claim 21 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving canses every
N signal point in said interleaved signal point stream to
be the N signal point of a respective one of said chan-
nel symbols.

24. The apparatus of claim 22 wherein said channel
symbols are 2N.dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
Nt signal point in said interleaved signal poini stream to
be the N signal point of a respective one of said chan-
nel symbols.

¥ x * ¥ ¥
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[57] ABSTRACT

A system and method for establishing a link layer connec-
tion between a calling modem kaving a plurality of possible
first physical layer modulations and one or more possible
lick layer connections and an answering modem baving a
plurality of possible second physical layer modulations and
one or more possible link Iayer connections comprising the
steps of establishing a physical layer connection between the
calling and the answering modems, wherein the physical
layer connection is based on a negotiated physical layer
modulaiion chogen from the first and second physical layer
medalations, and cstablishing link layer comncetion bascd
upon said negotiated physical layer modulation. The link
layer -connection includes parameters that ate preset to
default values based wpon the negotiated physical layer
connection. Thus, the modems are able 10 avoid the link
layer negotiation, thereby providing a faster and more robust
coanection.
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SYSTEM AND METHOD FOR
ESTABLISHING LINK LAYER
PARAMETERS BASED ON PHYSICAL
LAYER MODULATION

This application claims priority to and the benefit of the
filing date of copending and commonly assigned provisional
application entitled CELLULAR DATA PROTOCOL FOR
QUICK CONNECTION, assigned Ser. No. 60/026,970, and
filed Sep. 20, 1996; and copending and commonly assigned
provisional application eatitled A RAPID START UFP PRO-
TOCOL FOR COMMUNICATION BETWEEN A PLU-
RALITY OF MODEMS, assigned Ser. No. 60/022,474, and
filed Jun, 21, 1996.

FIELD OF THE INVENTION

‘The present invention generally relates fo data commu-
nication pratocols, and more particvtarly, to presetting the
link layer parameters per the physical layer medulation in a
protoco] stack for modems.

BACKGROUND OF THE INVENTION

In an effort o facilitate more reliable and platform inde-
pendent communication links between remotely located
computerss, communication protocols are typically organized
into individual layers or levels comprising a protocol stack.
‘The lowest layer is designed to establish host-to-host com-
munication between the hardware of different hosts. The
highest layer, on the other hand, comprises user application

programs which pass customer data back and forth across -

the communication link. Each layer is configared to use the
layer beneath it and to provide services to the layer above it.

Examples of two protocol stacks are the Opened Systems
Inierconnect (OST) seven layer model and the Transmission
Control Protocol/Internet Protocol (TCP/AR} five layer
model. The OSI seven layer model comprises the following
tayers from lowest to highest: a physical layer, a data link
layer, a network layer, a fransport layer, a session layer, a
presentation layer, and an application layer. When
combined, the seven lavers form a protocol stack that is
designed to provide a beterogencous computer network
architecture, The TCP/IP five layer model comprises the
following layers from lowest to highest: a physical layer, a
data link layer, a network layer, a transport layer, and an
application Tayer. O particular televance 1o the present
invention is the implementation of the physical layer and
data link layer in these systems.

The physical layer of the OSI model is the lowest layer
and is conccroed with cstablishing the clectrical and
mechanical connection between two modems. The data link
layer is the second lowest layer of the OS] seven kayer model
and is provided to perform ezror checking functions as well
as retrapsmitting framies that are not received comectly.

As is well known, a variety of standards exist which
govern the protocols for communication between moderns.
For example, V.21, V.22, V.32, V.32bis, V34, VA2, and
V.42bis, are identifiers of differing communication standards
recommended by the International Telecommunications
Umion (ITU). Each onc of those is dirceted to an aspect of
cithes the physical layer or data link Iayer of the OSI model.

The ITU Standard V.34 (hereafter referred o as V.34) is
intended for use in establishing a physical layer connection
between two remotely located computers over the Public
Switch Telecommunications Network (PSTN). The V34
standard includes the following primary characteristics: (1)
full and half-duplex modes of operation; (2) echo cancella-
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tion techniques for channel separation; (3) quadrature ampli-
mde modulation for each chanmel with synchronous line
transmission at sclectable symbol rates; {4) synchronous
primary channel data signaling rates ranging from 2,400 bits
per second Lo 33,600 hits per second, in 2,400 bil-per-second
increments; (5) trellis coding for all data signaling rates; and
(6) exchange of rate sequences during start-up 10 establish
the data signaling ratc. The featurces of V.34 are documented
in the publicly-available ITU Standard V.34 Specification
and are well known by those skilled in the art, and will not
be described in detail herein.

Another sigmificant feature of V.34, as it relates to the
present invention, is Lhe ahility to aulomode lo other
V.-series modems that are supported by the ITU Standard
V.32bis antomode procedures. In this regard, V.34 defines
signul handshaking that two connccting modems exchange
at startup in order to learn the capabililies of the other
modsm o most cfficiently exchange information.

While V.34 achieves efficient and generally high speed
communication between two communicating modems, it
nevertheless possesses several shartcomings thal impede
even more efficient operation. One significant shorcoming
is the lengthy startup sequence which takes approximately
10-15 seconds. Particularly, for cellular customers, the
ability 1o provide Taster connections and faster data rates is
particularly desirable since the cellular customer typically
pays a charge for each cellular call based primarily on the
length of the call and several other factors such as day of the
week, time of day, roaming, etc. As a result, new fast connect
protocals are being developed thal provide for faster and
morc cfficient startup operation bascd upon the system
configuration and the path of the established communication
link. An example of one such fast conmecl protocol is
Paradyne Corporation’s Enhanced Throughput Cellular 2
Quick Comnect™ (ETC2-QC™). In esseucs, the ETC2-
QU™ protocol uses technigues in the physical layer 1o
reduce the physical layer startup lime delay lo about 1
second. )

Of particular relevance to the prosent invention is the ITU
Standard V.42 (hereinafter referred to as V.42). The V.42
standard is intended for use in ecstablishing the error-
correcting protocol of the data link layer connection. The
V.42 standard includes a detection phase which determines
whether both modems are capable of a an error-corrected
connection, an exchanging identification phase for deter-
mining error-correcting parameter values and a link estab-
lishment phase for establishing the error-comected connec-
tion. Under normal circumslances, V.42 rcquires
approximately 1-3 seconds 1o establish an error-corrected
connection. While this is relatively small in comparison to
the establishment of a physical layer connection under V.34,
it can essentially double the connection time when used in
conjunction with fast connect modems.

Therefore, a herstofore unaddressed need exists in the
industry for 2 system and method that reduces or eliminates
the time required 1o establish a link layer connection so as
to minimize the amount of time for establishing a connection
between two modems.

SUMMARY OF THE INVENTION

The present invention overcomes the inadequacies an
inefiiciencies of the prior art as discussed hereinbefore and
well known in the industry. The present invention provides
a system and method for establishing 2 Hok layer connection
between a calling modem having a plurality of possible first
physical layer modulations and a plurality of possible link
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layer connections and am answering modem having a ple-
rality of possible second physical layer modulations and a
plurality of possible second Link layer comnections thai
comprises the following steps. One step includes establish-
ing a physical layer connection belween the calling and the
answering moedems, wherein the physical layer connection is
based on a negotiated physical layer modulation chosen
from the first and sccond physical laver modulations.
Another step includes establishing a link layer cornection
based upon the negotiated physical layer modulation. This
link laver connection includes parameters that are preset o
default values based upon the negotiated physical layer
connection. Thus, the modems are able to avoid the lLink
layer negotiation that-essentially all other modems perform,
thereby providing a faster and more robust connection.

Other features and advantages of the present invention
will become apparent to cne with skill in the art upon
examination of the following drawings and detatled descrip-
tion. It is intended that all such additional features and
advantages be included herein within the scope of the
present invention, as defined by the claims.

DESCRIPTION OF THE DRAWINGS

‘The present mvention can be betier understood with
reference in the following drawings. The elements of the
drawings are not necessarily to scale, emphasis instead
being placed upon clearly illustrating the principles of the
present invention. Furibermore, like referenced numcrals
designate corresponding parts throughout the several views.

FIG. 1 is a system diagram, illustrating a multi-modem
system, wherein a piurality of modems are interconnected
among a plurality of communication links;

FIG. 2 is a diagram illustrating the primary handshaking
and data exchaoge sequences between a calling and an
answer modem;

FIG. 3 is 2 timing diagram simifar to [1G. 2, illustrating
the signal exchange during the automatic mode synchroni-
zation sequence of FIG. 2;

FIG. 4 is a software flowchast illusirating the operation of
the preseni invention when the calling modem is a ceilular
modem;

FIG. 5 is a software fiowehart illustrating the operation of
the present invention when the answer modem is a cellular
modern;

FIG. 6 is a software Aowchart itlustrating the operation of
the present invention when the calling modem is a Central-
site modent;

FIG. 7 is a software flowchart illustrating the operation of
the presert mvention when fhe answer modem is a Central-
site modem;

[IG. 8 is a schematic diagram comparing a first connect
sequence of two fast connect modems with a conventional
link layer conneciion and a second connect sequence of two
fast connect modems with a link layer connection based on
the pitysical layer acgotiation in accordanece with the present
invention; and

FIG. 9 is a block diagram of the modems comprising a
data gateway connected to the mobile switching center of
T1G. 1.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The following descripiion is of the best presenily con-
templated node of carrying out the present invention, This
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description is not to be taken in a limiting sense, but is made
merely for the purpose of describing the general principles
of the invention. Consequenily, the scope of the invention
should be determined by referencing the appended claims.

'The following description is divided into two parts. The
first part discloses an example of a fast connect protocol for
usc ip a modem sysicm that is svitable for operating in
conjunction with the present invention. It should be noted
that the modem systern disclosed in the first part is merely
illustrative of & system that can benefit from the present
invention, as will be evident to those of ordinary skill in the
art upon reading the following disclosure. The second part
discloses the present invenlion in the context of the last
connect modem system described in the first part. However,
the present invention is equally well suited for application
outside thc comtext of the fast conncet modem sysicm
described herein, for example, with modems that connect
slowly.

I. Physical Layer Connection

Tuming now to the drawings, FIG. I shows a system
diagram of a system illustrating multiple modems intercom-
municating through a varely ol mediums, including celtular
and PS'I'N. Indeed, as previously mentioned, a driving Eaclor
in the development of the present invention was to design a
system that provided improved reliability in data commu-
nication over a data communication Iink, This goal has been
achieved by removing the necessity to perform error-
correction negotiation during the conpect sequence in
meden commuaication so as to reduce the overall connec-
tion time.

As iltustrated, a cellular modem system may be disposed
for communication with a mobile swiching center (MSC)
12. More specifically, a cell 14 includes a portable computer
15 that is connected via a cellular modem 16 to a cellular
phone 17, which in turn communicates (wirelessty) with a
cell tower 18 that communicates with the MSC 12. It is
appreciated that the modem 16 recognizes that it is on the
celiular side via a strap or configuration setting, or alterna-
tively by a direct connect sensiog of the cellular phone.
Therefore, and as will be discussed in more detail below, the
modem 16 will know that it is capabie of communicating o
accordance with a medulation standard capable of perform-
ing a fast connect sequence as described below.

The MSC 12 is also connecled 1o a data gateway com-
prising modems 20 and 24. The modems 20 and 24 are
illusirated as connected in a back-to-back configuration and
communicating to the MSC 12 over links 22 and 26. As will
be appreciated and discussed below, the links 22 and 26 will
support different commuanication protocols, or differsat
modulaijon standards. The modem pooel provides a data
gateway for imerfacing data cafls originating from the
modem 16, and thereby, allows cellular specific protocols to
be used over the wireless comnection between modems 16
and 20, as described below.

By way of defirition, 2 “Central-site” modem is cne that
is capable of supporting the modulation standard of the
present invention, and is not conmected 10 z cellular phope.
In this regard, all central-site modems are connected via
four-wire connections. Fxamples which are illustrated in
FIG. 1 inclide a mobile switching center MSC{Cellular)
modem 20, an MSC(PSTN) madem 24, an MSC{Single-
ended) modem 28, and a PSTN(ETC2-QC™) modem
30—where an MSC modem is one that is connected at the
mobile switching center 12. A significant distinction among
these various types of modems relates to the siartup
sequence, which will differ slightly depending upon the type
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of contral-site modem. Preferably, a hardware identifier,
such as a DIP switch or a firmware option configurable at
modem installation, defines the type of modem for purposes
of the startup sequence.

In keeping with the description of [1G. 1, modem 20 is
illnstrated as an MSC(Cellular) modem that is connected in
a back-to-back mode with modem 24, an MSC(PSTN)
modem. Modem 20, therefore, is designed lo support the
ETC2-QU™ modulation protocol and simulate a cellular
-modem during the initial modem startup routine. Modemn 28
is an MS(C(Single-ended) modem that, although it may
communicate with modems on the PSTN 34, will typically
communicatc only with cellular modems. Indeed, when
communicating with cellular modems, the 2100 Hertz tone,
which is typically inserted to disable echo cancellers, is
preferably omitted. Advantagzously, elimination of this tone
achieves a [aster and more desirable modem sfarlup.

A PSTN(ETC2-QC™) modem 30 and a standard PSTN
modem 32 are connected via PSTN 34 to the MSC 12. The
medem 30 is connected to the PSTN 34 via a four-wire
conpection 35, and modem 32 via a two-wire connection 36,
Comnsistent with the concepts and teachings of the present
invention, the four-wire connection 35 facilitates the com-
munication of modem 30 wiih the cellular modem 16, for
cxample, in the ETC2-QC™ modulation standard. However,
as will be appreciated by those of ordinary skill in the arg,
merely ensuring a four-wire connection 35 alone will not
ensure proper system operaiion in accordance with the
present inveniion. In this tegard, sach a four-wire connec-
tion 35 may nevertheless pass through a two-wire
connection, and thus a hybrid converter circuit, at the central
office. In this event, echo will be injected into the signal and
the abbreviated modulation standard of the present invention
may be compromised. There are, however, steps that may be
taken fo ensure proper operation of the invention. These
include, (1) ordering a Direct lInward Dial coanection and
instructing the phone company to avoid a two-wire connec-
tion for that setup; (2) ohtaining a direct T} connection to the
Interexchange Carrier (for example, a “1-800” number}; and
obtaining an ISDN PRI connection, as it will atways support
four-wire for both call origination and call answer.

By way of illustration, consider a call originated by the
computer 15 and cellular modem 16 to the standard PSTN
modem 32, The established communication link will pass
through the cefiular phome 17 1o the cell tower 18, through
the MSC 12, across link 22 to the MSC(Cellular) modem 20
and to the connected modem 24 via RS-232 connection 38,
across link 26 and back through the MSC 12 to the PSTN 34,
and nltimately across the two-wire link 36 to modem 32. As
will become clear from the description that follows, the
cellular modem 16 ard the MSC{Cellular) modem 20 will
comnect and startup in accordance with the fast connect
communication protocol deseribed herein. Ilowever, since
the established communicaiion link that passes from modem
24 to modem 32 passes through a PSTN 34 and 2 hybrid
comverter, then the communication protocol of the present
invention will nol be adequately supported. Accordingly, the
modems 24 and 32 will identify this situation and will
connect and communicate using an alternative communica-
tion protocol supported by both modems and capable of
effective transmission across the established link. In this
regard, the overall communication link does not realize the
fast connection.

Indeed, an aspect of the fast commect protocol described
herein is the determination of whether both modems are
compatible, in terms of communication protocol, and
whether they arc comnected through a line that passes
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through 'a PSTN. If the modems are compatible and the
established communication link is outside a PSTN (e.g.,
collular 10 MSC) or is to a2 PSTN modem with a 4-wire
conpection that has been configured for supporting a fast
connect protecol, then the modems may connect and hegin
their starmp sequence. In this regard, the fast comnect
communication protocol is designed to be fast as well as
robust, and is accomplished by the usc of simpls tones. The
use of such simple tones facilitates the implementation of
the automatic mode select to be in the modem’s control
processor rather than the digital signal processor (DSP) chip.

In addition to fhe fast comnect protocol discussed in
below, the fast connect protocol also inciudes several “Tall-
back” modulations, More particularly, the medem of the
present invention will preferably include Paradyne Corpo-
ration’s Enhanced Throughput Cellular 1™ (ETC1™), V.34,
V.32bis, V.32, and V22bis modulations. Thus, in the previ-
ous example, modems 24 and 32 may communicaie using
one of these communication protocols. These modulation
protocols are docurmented and will be understood by persons
of ordinary skill in the art, and will not be discussed herein.
It suffices to say that supporting the above-lisied modulation
standards greatly enhances the flexibility and versatility of a
fas1 connect modem.

To morc particularly describe the initial startup sequence
in accordance with the modulation standard of the East
connect modem, reference is made to FIGS. 2 and 3. F1G. 2
illustrates (he three principal components of modem
exchange or communication. After the cellular modem ini-
tiates the call, such that a comnmnication link is established,
the modems enter a mode select sequance, referred to herein
as automatic mode synchronization 40, During this period,
the modems exchange parameters that identify the modems,
and Lhus, their communication protocol. This sequence 40,
thus, synchronizes the modems for communication i accor-
dance with the same standard or protacol, such as V.34, V.22,
V.22bis, etc.

Once the modems have synchronized their communica-
tion protocal, or modvlation standard, then they enter a
training and startup sequence 42, In a manner known in the
art, during this sequence the modems may test the estab-
lished communication link for noisc, bandwidth, cte., In
order 1o determine an appropriate rate for communication.
The modems may also operate during this period to train
their internal echo cancellers by, for example, ranging the
eslablished link of communication. Tn accordance with 4
related aspect of the fast connect modems, under certain
circumstances the modem fraining and startup sequence may
also bc significantly shortened to provide a more robust
(both time-shortened and reliable) startup sequence. More
particularly, the “circumstances” which provide such a
robust startup include communicating modems constructed
in accordance with the invention detecting an established
link of communicaton that does not pass through any
two-wire comneclions. The completion of (his sequence
signifies the establishment of a physical layer connection
befween two modems.

Alter (he physical layer has been cstablished, the com-
municating medems enter the information exchange/
communication sequence, referred to herein as error-
correction negotiation 44, in order to establish the link layer
conmection. This is of particular relevance to the present
invention in that it includes negotiation of a error-correcling
protocol such as V.42, During this sequence 44, the modems
detect whether they are error-correcting modems and, if so,
they negotiate the error-correcting parameters.

Referring now to FIG. 3, the initial automatic made
synchronization 40 is illustrated. As shown, this sequence 1s
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executed by exchanging signals between the calling modem
and the answer modem. After the calling modem instructs
the celhular phone to establish the communication Link with
the answer modemn, it fransmits the calling signal Clgck 50.
As will be deseribed in more detail in connection with the
flowcharts of FIGS. 4-7, this signal may comprise a 1900
hertz tone, or aliernatively may comprise a 1500 hertz tone
modulated with a 1900 hertz tone. If only a 1900 hertz tone
is transmitted as Ciqek signal 50, then the answer modem
knows that the calling modem is configured as a Central
Site, four-wire modem (see FIG. 6). Alternatively, if the
Clgek signal includes both 1500 and 1900 hertz
components, then the answer modem knows that the calling
modem is configured as a cellular modem.

As will be appreciated by those of ordinary skill in the art,
other calling signals may be transmitted by the calling
modem. For example, calling signals consistent with that of
1 tacsimile transmission, or calling signals consistent with
other modem modulation standards, such as V.34, V32,
V.32bis, etc., may be transmitted. Since automatic connec-
tion and synchronization to facsimile, and these other modu-
lation standards, are well known it will not be discussed
herein. Indeed, the significance of the fast connect protocol
is achieved when both the calling modem and the answer

modem are capable of communicating in accordance with ,

the fast connect modulation protocol herein described so that
through the exchange of tones, the modems are made aware
of the possibie shortcuts in the fast starip and training
scquence 42, and more particuiarly, in the error-correction
negotiation 44.

Once the Clqck signal 50 is received by the answer
modem, then the answer modem transmits its response back
to the calling modem. The purpose of this answer signal is
not only to signal receipt of the calling signal, but also to
uniquely identify the answer modem. Again, as is known 1in
the art, this answer signal may compeise ANS or ANSam
signals as are known by the V.34 and V.32bis communica-
tion protocois. If so, the calling modem will then startup and
train 42 and perform error-correction negotiation 44. Sig-
pificart to the present invention, however, is when the
answer signal is ANSqck, which is dofined by cither a 1680
hertz tone or an 800 heriz tone.

As fllustrated in FIG. 4 (assuming the calling modem is a
cellular modem), if ANSqck is an 800 hertz tone, then the
calling modem knows that the answer modem is configured
as a four-wire connection, and can communicate with the
calling modem in accordance with the fast connect comaru-
nication protocol and, in accordance with the present
invention, set the ertor-correction pararacters to preset val-

‘ues so as 10 avoid the necessity of negotiating the param-
eters. In addition, the 800 heriz ANSqck signals the calling
madem that the answer modem is connected to a PSTN 34
{see FIG. 1). Therofore, the calling modem transmits a 2100
hertz tone for approximately one second. This, as is known,
serves to pad the initial two second comnect period, as
required by the FCC for billing purpeses. Furthermore, it
serves to disable the echo cancellers within the PSTN 34,

If ANSqck is a 1680 hertz tone, which is the center tone
of V.34 S signal, then the calling modem knows that the
answer modem is confignred as a four-wire connection, and
can again communicate with the calling modem in accor-
dance with the fast conmect communication pretocol and, in
accordance with the present inveniion, set the error-
correction parameters 10 preset values so 28 1o avoid the
necessily of negotiating the parameters. More significantly,
it tells the cellular calling madem that the answer modem is
not connected to the PSTN 34. Therefore, both the calling
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modem and the answer modem can determine that the
established communication Iink is emirely cutside the PSTN
34. Accordingly, the Federal Communications Commission
(FCC) billing delay need not be inserted. Furthermore,
cerlain assumptions may be made¢ in regard to bandwidth, or
transmission quality. For example, the esiablished commu-
nication link will not pass through echo cancellers, and as a
result, the calling modem need not transmit the 2100 hertz
ione. Instead, upon receiving the ANSqck answer signal, the
calling modem may immediately enter the modem training
and startup sequence 42.

As will be further appreciated by those of ordinary skill in
the art, by making cerlain assumptions regarding the line
quality of the established link, the modem training and
startup sequence 42 may be shortened. For example, in the
preferred embadiment, the system initiates communication
by assuming & 9600 baud rate. It has been found that most
cellular comnections may transmit at this rate, and ceriain
froni-end savings may be realized by defauiting to this initial
startup rate. Of course, this rate may be Increased, or
autorated upwardly, in accordance with metheds known in
the prior art, after the initial startup and training sequence 42
has been completed.

Referring back to FIG. 4, a top-level flowchart is shown,
illustrating the automatic mode synchronization of a collular
calling modem constructed in accordance widk the fast
connect protocol disclosed herein. Once the calling modem
has completed transmitting the dialing sequence, it ransmits
the Clqck signal, which for a ccllujar calling modem
includes modutated 1500 and 1900 bz tones, as indicated in
block 60. Once the calling signal has been transmitted, the
calling modem will wait to receive the answer signal from
the answer modem. In order to exchange data using the
modified modulation standard of the present invention, the
calling modem looks to receive one of two answer signals.
The first valid answer signal as in 1680 hz tone, which is the
center tone of the V.34 § signal, as indicated in block 61.
This tonc signals o the calling modem that the answer
modem is not only compatible to traosmit in the fast connect
modificd modulation standard, but further indicates that the
answer modem is connected via four wire connections, and
does not interconnect to a PSTN. Accordingly, since the
calling modem is a cellular modem, then the established
communication lnk does not pass through a PSTN and the
imitial iwo second FCC-required delay need not be inserted
into the start-up sequence. Moreover, since the entire com-
munication link is four wire, then the modems need not
transmit the 2100 hz signal to disable echo cancellors.

A second valid answer signal is an 800 hz tone, as shown
by block 62, which also indicates that the answer modem is
connected via four wire, and therefore, can communicate in
accordance with the fast connect modulation protocol. In
addition, the 800 hz tone indicates that the answer modem
is conmected 0 a PSTN. Assuming, as previously discussed,
that the requisite steps have been taken to ensure that the
esiablished communication link does not pass through a 1wo
wire connection, then cerlain savings or efficiencies can be
gained during the modem start-up and Iraining sequences
(c.g., eliminzte echo traiping since no hybrid circuils are
present in the communication link). Nevertheless, the FCC-
required delay must be inserted and, therefore, a 2100 hz
tons is transmiited at block 63 by the calling modem for a
duration of approximately one second. The amount of the
2100 hz tone will “pad” the total modem automode and
starmup time to two seconds. This ensures that no customer
data is teansferred in the first two seconds (which meets FCC
requirements). Thereafter, calling modem proceeds with the
maodem iraining and start-up sequence at block 64.
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If neither of the foregoing answer signals ars received,
then the sysiem operates to delermine whether another valid
answer signal has been transmiited from the answer modem.
The step of block 65 broadly designates this function. It
should be appreciated that well known znswer signals such
as ANS or ANSam may bs transmitted by the answer modem
and, if received, the calling modem may synchronize to the
appropriate madulation standard, as indicated in block 66,
Alihough not separately desigrated in the figure, it should be
further appreciate that if no valid answer signal is received
by the calling modem within a given period of time, the
calling modem will time out and abort the attempted com-
munication, Also, and as llustraled al block 67, the calling
modermn will abosi the attempted communication 1if a busy
signal is received.

FIG. 3 shows a top-level fowchart itlustrating the opera-
tion of a cellular answer modem constructed in accordance
with the fast cornmect communication protocol described
herein. Once the communication link has been established
and the call answered at block 69, the answer modem looks
to detect the Clgck calling signal, as mdicated by block 70.
In the presently described fast connect protocol, cellular to
cellular modem communications are not supporied.
Therelore, a cellular apswer modem will assume that a
cafling modem transmitted a Clgck signal will transmit only
a 1900 hz tone rather than the modulated 1500 and 1900 hz
tones. Having said this, it should be appreciated that cellular-
to-cellular communications could be supported.

In keeping with the description of F1G. 5, once the answer
muodem has received the Clyek calling signal, it transmits the
ANSqck answer signal at block 71. It then waits for the
calling modem to enter the modem start-up and training
sequence. This sequence is identified by receiving the S
signal as assigned by the V.34 modulation standard, as
indicated by the decision block 72. Once this signal is
received, then the answer modem will transmit back to the
calling modem the appropriaie S signal, so zs to initiate the
startup and training sequence 42.

Aliernatively, if the answer modem, within a period of
two seconds, has not received Clgek calling signal, then it
will proceed with the siart-up sequence in accordance with
an alternalive modulatios standard. This, there(ore, assumes
that the modified communication protocol of the present
invention is not supported by the calling modem, and the
answer modem will typically respond to the calling signai of
an allernative communication signal by transmitting a 2100
hz tone, as indicated in block 74.

Referring now to FIG. 6, a software flowchart illustrating
the top-level operation of a central site calling modem is
shown. As depicted, the calling modem originates the call
and establishes a communication link at block 80. Once the
communication Hnk is established, the calling modem trans-

" miis the Clgek calling signal at biock 81, which in the case
of a central sile calling modem comprises a 1900 hy, signat
tone. If the 1680 hz ANSqck answer signal is detected at

block 82, then the calling modem recognizes the answer s

modem as one capable of transmitting pursuant 1o the fast
connect communication protocol. Thereafter, the calling
modem must determine the network confignration of the
established communication link, as indicated in block 83.
That is, the central site calling modem will determine
whether the established communication link passes through
a PSTN or not. If it is determined that the established link
passes through a PSTN, then, as in the case of the cellular
calling modem, the calling modem iransmits a 2100 hz
signal for approximately one second at block 84. Thereafter,
the calling modem enters the modem start-up and training
sequence, as indicated in block 85.
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Aliernatively, if the calling modem detects the ANS
answer signal (2100 hz) at block 86, then it communicates
with the answer modem using the ETC1™ communication
protocol and the V.32bis training, as indicated by block 87.
If the ANSam answer signal is defected at block 88, then the
modem will startup in stendard V.34 mode at block 89,
which is well known in the art and therefore not described
hereiz. The medem will alse moniior for ANSqck at block
82, which in this example is a 1680 Hz tone. If this is not
detected, then the modem will startup vnder an alternate low
speed standard at block 90, which is well known in the art
and therefore not described herein. If ANSqck is detected,
then the modem will operate diffcrenfly depending on
whether it is connected to the PSTN nctwork or not, as
indicated by block 83. The modem will know whether it is
connected 1o the PSTN via a configuration option which was
sel at instaliation. M connected 1o the BSTN, then the modem
will transmit a 2100 Hz tone for one second at block 84 then
proceed 1o the ETC2™ training sequence at block 85, If the
modem s not connected to the PSTN at block 83, then it can
proceed directly to the ETC2™ training sequence at block
85, avoiding the additional one second of stzrtup shown at
block 84.

Reference is now made to FIG. 7, which is a software
flowehart illustrating the top-level operation of a cengral site
answer modem. As illusteated in the flowchart, and in
accordance with the presently disclosed fast connect
protocol, when the answer medem is a central-site modem,
il assumes thal any transmissions made in accordance with
the modulation standard with the present invention will be
via a communication link with a eellular cafling modem.
Therefore, block 91 indicates detection the Clgck calling
signal in the form of a modulated 1500 and 1900 hz tones,
as transmitted by cellular calling modem. If the Clgck
calling signal is detected, then the answer modern defer-
mines the network configuration zt block 92, More
specifically, the answer modem defermines whether the
esiablished communication link passes through a PSTN or
not. In the event that the established link does in fact pass
through a PSTN, then the answer modem will transmit an
800 hz ANSqck answcr signal at block 93, As illustrated in
FIG. 4, this instructs the calling medem to transmit the 2106
hz tone. Alternatively, ihe answer modem will transmit the
1680 hz tone, which instructs the calling modem to proceed
directly with the modem start-up and traiming sequence at
block 94. Thereafter, the answer modem will awaii trans-
mission of the § signal in accordance with the V.34 start-tip
scquence, as indicated by block 3. Thereafter, the answer
modem will respond by transmisting the S of the V.34
start-up, as indicated by block 96. Since the V.34 start-up
sequence is well-known in the art, it would not be described
trerein,

The remainder of the flowchart depicted in FIG. 7 illus-
irates the central-answer modem operation and connecis
sequence in accordance with alternative standards that are
well-known in the prior art and need not be discussed herein.

Accordingly, at the completion of the automatic mode
synchromization sequence 40 (FIG. 2), the modems enter
into a traiming and start-up sequence 42. As mentioned
above, in the training and starup sequence 42 the modems
test the established communication link for noise,
handwidth, etc., in order to determine the appropriate rate
for communication. This is performed using the modulation
scheme determined in the awomatic mode synchronization
sequence 40 as illustrated in [IGS. 4, 5, 6, and 7. Lor
purposes of the following discussion, it is assumed that the
call and the answer modems are capable of communicating
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with ome another using a fast connecl protocol.
Consequently, since the -call modem knows what type of
moden it is and what type of modem ihe answer modem is,
certain skorteuts can be taken during the training and startup
sequence 42 so as (0 teduee the overall conmection time.
Specifically, the modems can default to preset values that
eliminate the need for probing, ranging and half-duplex
training. Thus, the modems mercly perform a spocial full-
duplex training mode during the training amd start-up
sequence 42 which results in a much faster connection.

Particularly, the probing and ramging sequences aic
bypassed and the file parameters are assymed in ITU Stan-
dard V.8, INFOO, and INFO1. As an example, in ITU
Standard V.8, the data call, the LAPM and the full-duplex
iraining parameters are preset to default values if the tones
cxchanged during automode sequence. indicate that both
modems are capable of fast connect operation. Further, in
the INFO sequences, the 4 point {rain, 2800 L symbol raie,
the power level drop, and preemphasis filter can ziso be
preset to default values. Thus, the ITU Siandard V.8 and
INFO sequences are eliminated.

At the completion of the training and start-up sequence
42, the modems have established a physical layer connection
arid are rcady to establish the second layer connection,
referred to as the link layer conmmection, via an error-
correction negotiation sequence 44 in accordance with the
present invention, as disclosed below.

II. Link Layer Connection

The link layer is the second layer of the ISC model .

protecel stack and includes negotiating and establishing an
error-correciing connection such as with ITU Standard V.42
or Microcom Nelworking Prolocol (MNP). The link layer
connection follows the physical layer connection and uses
the physical layer in establishing the error-corrected con-
pection, It is noted, however, that conventional wisdom to
date has maintained the link layer connection be indepen-
dent of the physical layer connection when establishing a
connecticn between two modems. In contrasl, the present
invention establishes the link layer coanection based upon
the modulation chosen in the physical layer connection
during the aniomatic mode synchronization sequence 40
(FIG. 2). Thus, the sieps for establishing an error-correcting
protocol are eliminated and the link layer connection is
gstablished substantiatly instantaneously upon the comple-
tion of the physical layer negotiation. This not only reduces
the amount of time required to establish a connection
between two modems, it makes the connection more robust
by removing, the necessity of performigg additional hand-
shaking that, if corrupted for whatever reason, will result in
a disconnect or call connect failure.

By way of example, the ITU Standard V.42 (hereafter
referred 1o as V.42) comprises 2 defection phase, and
exchange identification {XID) phase, and a hink establish-

ment phase, all of which are bricfly discussed below, Amore s

detailed explanation of V.42 can be found in the publicly-
available [TU (CCTTT) Recommended Standard V.42 docu-
mentation.

The detection phase is provided to determine whether the
answer modem supports an error-correctiog protocol. This
phase is designed to avoid the potential disruptions to the
answer TITE that could occur if the calling modem imme-
diately enters the XID phase and the answering modem was
not capable of an error-correcting communication. However,
the detection phase is optional and may be disabled. If the
call medem determines that the answering modem does not
support a V.42 error-comecting protocol, there are often
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limes fall-back error protocols provided by the calling
modent, such as in the case of V.42, where MNP is provided
as a fall-back error-correcting protocol. Alternatively, if the
answer modem does not support V.42 nor MNP, then no
error-correcling protocol is established and a conneet mes-
sage is issued by the modems to their respective digital
terminal equipment so that user data can be transmirted
between the two modems.

The XID phase is provided for the negotiation of the
error-correcting parameter values. These parameters essen-
tially govem the error-correcting operation of the modems
once the connection is established. As with the defection
phase, the XID phase may be omitled il delaull parameler
values are acceptable. For example, the following are pro-
vided as the default parameters values in the V.42 standard:
Standard Rejeet, 16 bit FCS (Frame Check Sequence),
V.42bis compression disabled, Frame Length (N401) of 128
octets, and Window Size (k) of 15 frames. However, the
default settings are more often than not undesirable because,
for example, most modems wish to negotiate Selective
Reject, V.42bis data compression, and longer Frame Lengths
and Window Sizes.

Lastly, the link establishraent phase is provided for actu-
ally making the error-corrected connection between the two
modems. Ip V.42, this is impiemented via a set asynchronous
balanced mode extended (SABME) command. The SABME
command is used to place the addressed error-corrected
entity (i.e., the answering modem) into the connected state.
The error-correcting entity then confinms acceptance of the
SABME command by the transmission of an urmumbered
acknowledgment (UA) response. By acceptance of this
command, the error-corrected connection is essentially
established and the modems then send a connect message 10
their respective data terminal equipment, such as computer
15 (FIG. 1).

Unlike the detection phase and the XID phase, the link
establishment phase is not optional and must be performed
under V.42, Thus, in a hest case scenario, only the Hnk
cstablishment phasc is performed, which takes approxi-
mately 0.5 seconds. If all three phases are performed, then
the Link laver connection may take three or mose seconds.

Therefore, establishing an emor-corrected connection
with V.42 can take up to three seconds, depending on what
defaults are sel in the system. While this amount of time
does not seem significant relative to the time required for
establishing a physical layer connection via V.34 modulaiion
(c.g.. approximately 10—15 scconds}, it is considcrably mozc
noticeable when a fast connect protocol is utilized that can
establish a physical layer connection in about I second.
Thus, when using a fast comnect proiocol, the error-
correction nepotiation can easily double the connect time,
not to mention introduce a greater opportunity for fajlure by
requiring additional handshaking.

Accordingly, the present invention enables an eiror-
corrected connection without having to perform the steps
described sbove with regard to V.42, or those steps associ-
ated with other error-correcting protocols as known in the
art. The present inveniion achieves this by presetting the
XID phase parameters to default values that are based upon
the negotiated physical layer conrection. Therefore, when
two multi-mode modems negotiate a physical layer
connection, the link layer conpeciion can be immediately
established based upon the negotiated physical layer modu-
lation. For example, in the embodiment described above in
Section 1, the exchange of tones in the mode synchronization
sequence 4 indicates to each modem the type of modem it



Case 2:05-cv-00443-TJW-CE Document 1 Filed 09/16/05 Page 36 of 65

5,852,631

13

is communicating with, and therefore, certain assumptions
can then be made regarding the error-correction negotiztion
sequence 44 so as to eliminate the steps normally performed
to establish an error-corrected connection. In the preferred
embodiment of the present invention with the V.42 standard,
the Following parameters are et 10 the indicated default
values when the two modems are capable of the fast connect
sequence described above: Selective Reject, 16 bit FCS, 64
bit Maximum Drame Size (transmit and receive dircefions),
8 Frame Window Size (transmit and reteive directions),
V.42bis enabled, and 1,024 bit dictiopary (iransmit and
receive directions). I should be noted, however, that one of
ordinary skill in the art would recognize that these defaull
values are merely illustrative settings and that different
default values can be used. Moreover, ¢ach different type of
conneet scquence would preferably have its own sct of
default values, If it is determined by the modems in the mode
synchronization sequence 40 that one or the other is not
capable of a fast conmect as described above, then the
modems essentially fallback and perform an alternative
error-correction sequence such as the recommended FI'U
Standard V.42 error-correction sequeznce.

With reference to FIG. 8, a graphical illustration is
provided of two fast connect modems in a first connect
sequence 102 where error-correction negotiation is per-
formed without the present invention and a second conmect
sequence 104 where the error-correction negotiation is per-
formed with the present invention. As shown, following the
mode synchronization sequence (also refeired to as

automode) 40 and the training and stari-up sequence 42, the -

-connect sequence 102 performs error-correction negofiation
44 which essentially doubles the time required for a con-
nection to be established so as to atiow user data 106 to be
exchanged. In comparison, the connect sequence 104 in
accordance with the present invention is able to establish a
connection in essentially half the time by eliminating the
crror-correction negosiation 44, Thus, by cstablishing the
arror-correction parameters to default values in accordance
with the type of physical error-connection determined by the
automode sequence 40, a faster and more reliable connection
is established.

Regarding the implementation of the present invention,
FIG. 9 generally illusirates the components of MSC
{cellular) modem 20 and MSC(PSTN) medem 24 which
implement the data gateway. The MSC(cellular) modem 20
comprises -a digital signal pracessor (DSP) 112, 2 control
processor 114, and a DTE inmterface 116. Likewise, the
MSC(PSTN) modem 24 comprises a DSP 118, a control
processor 120, and a DTE interface 122, The DTE interface
116 of the MSC(celiular) modem 20 interfaces with the DTE
interface 122 of the MSC{(PSTN) modem 24 via the con-
pection 38, which can be implemented by any suitable
interconnecting device such as, but nol limiled (o, an Elec-
tronic Industry Association {ElA) standard RS-232 cross-
over or a backplane bus between the modems. As shown in
FIG. 9, each modem 20, 24 is configured cssentialty the
same, and thus, they operate in essentialty the same manner.
However, each medem is provided with operating code
which is siored in 2 memory device 124, 124" provided with
the central processor 114, 120, respectively, though addi-
tional memory can also be provided and connected to the
control processor 114, 120, if necessary. In the coniext of the
present disclosure, a memory device is a computer readable
medinm that is embodied ir an elecironic, magnetic, optical
or other physicat device or means that can contain or store
a computer program, such as the operating code for the
modem 20, 24, for use by or in connection with a computer

5

10

15

20

40

45

50

60

65

14

related system or method. The operating code includes
control logic that controls, among other things, the type of
modulation and error correction techriques utilized which is
dependent upon whether the modem is used for cellular or
land-line conmections. Accordingly, the control processor
114, 120 operates on, or executes, the operating code that is
in memory device 124, 124' and configured for implement-
ing the present imvention 50 as to control the operation of
modem 20, 24.

The foregoing description has been presented for pur-
poses of llustration and description. It is not intended to be
exhaustive or to limit the invention to the precise forms
disclosed. Obvious modifications or varialions are possible
in Heht of the above teachings. The embodiment or smbodi-
ments discussed were chosen and described to provide the
best illustration of the principles of the inveniion and its
practical application to thereby enable one of ordinary skill
in the art to utilize the invention in various embodiments and
with various modifications as are suited to the particular use
contemplated. All such modifications amd variations are
within the scope of the invention as determined by the
appended claims when intecpreted in accordance with the
breadth to which they are fairly and legally entitled.

Wherefore, the following is claimed:

1. A method for establishing a link layer connection
between a calling modem having a plurality of possible first
physical layer modulations and a plurality of possible link
fayer connections and an answering modem having a plu-
rality of possible second physical layer modulations and a
plurality of possible second link layer connectious, ¢om-
prising the steps of:

establishing a physical layer connection berween said

calling and said answering modems, wherein said
physical layer commection is based on a negotiated
physical layer modulation chosen from said first and
second physical layer modulations; and

establishing said link layer connection based upon said

negotiated physical layer modulation.
2. The method of claim 1, wherein said ncgotiated physi-
cal layer modulation is 2 fasi connect modem modulation.
3. The method of claim 1, wherein said link layer con-
nection is an error-correcting protocol.
4. The method of claim 1, further comprising the step of
presetting link layer parameters of said link layer connéction
10 default setiings based on said negotialed physical layer
modulation.
5. The method of claim 3, wherein said errar-correcting
protocol includes parameters that arc sct to pre-defined
settings based on said negotiated physical layer modulation.
6. A system for establishing a link layer commection
between a calling modem having a plurality of possible first
physical layer modulations and a phurality of possible link
layer connections and a answering modem having a plurality
of possible second physical layer modulations and a plural-
ity of possible second link layer connections, comprising:
means for csiablishing a physical layer connection
between said calling and said answering modems,
wherein said physical layer connection is based on a
negotiated physical layer madulation chosen from said
first and second physical layer modulations; and

means for establishing said link layer connection bhased
upon said negotiated physical layer modulation.

7. The system of claim 6, wherein said negotiated physical
layer moduiation is a fzst connect modem modulation,

8. The system of claim 6, wherein said link layer con-
nection is an esror-correciing protocol.
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9, The system of claim 6, further comprising means for modulations and a plurality of possible second link layer
presetting link layer parameters of said link layer connection connections, comprising:
to pre-defined settings based on said negotiated physical logic for establishing a physical layer connection between
layer modulation. said cafling and said answering modems, wherein said
10. A compuler program product having a compuler s physical layer comneciion is based on a negotiated
readable medium including computer program logic physical layer modulation chosen from said first and

recorded thereon for use in a calling modem for establishing second physical layer modulations; and
a link layer convention between said calling modem having logic for cstablishing link layer conncetion based upon
a plurality of possible first physical layer modulations and a said negotiated physical layer modulation.

plurality of possible link layer connections and an answering 10

modemn having a phurality of possible second physical layer ® % o= % %
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TIME-DIVISION MULTIPLE-ACCESS
METHOD FOR PACKET TRANSMISSION ON
SHARED SYNCHRONOUS SERIAL BUSES

BACKGROUND OF THE INVENTION

The present invention relates 1o data communications, and
more particularly. to communications systems that have
channelized nerwork access, and may transport both syn-
chronous data and variable-bit-rate data such as frame relay
{hereafter referred to as packet data), in a time-division
multiplexed format.

Communications equipment horn as a “network access
unit” (NAU) typically provides frame-relay-type services
between a local communications astwork and a network
facility, like a T1 facility. The NAU messages the flow of
data between the local communications network and the
network facility in both directions. To provide the most
flexibility. it is preferable that the NAU support two types of
data: synchronous data and packet data. For example, the
support of synchronous data provides the ability to make
telephone, i.c.. voice, calls, while the suppart of packet data
provides the ability to interwork with public network packet
services. However. the asynchronous nature of packet data at
the logical level combined with the requircments of syn-
chronous data causes design tradeoffs in both the complexity
and cost of ap NAUL

One prior art approach of designing an NAU to support
both synchronous data and packet data is shown in FIG. 1.
NAU 00 includes network access module 115-1 10§,
synchronous application medudes 120-1 to 128-n, packet
application modules 115-1 to 115-n, and packet manager
110. NAM 105 provides the interface between time-
division-multiplexing (TDM) bus 184 and petwork facility
106, which is representative of a T1 facility. The synchro-
nous application modules couple synchironons data equip-
ment (not shown), e.g., telephone cquipment, to NAM 105
via TDM bus 184. The packet application medules couple
packet data equipment (not shown), e.g.. a data terminal, to
packet manager 114 The later is a common resource modute
that performs internal aggregation in ome direction, and
distribution in the other direction, of packet streams between
NAM 105 and each packet application medale, via TDM
bus 104 and wideband packet buses 116-1 to 116-n, respec-
tively. In this context, each wideband packet bus is twans-
milting packet data in paraliel, e.g., a “byte” at a time, in
confrast to TDM bus 184, which is a serial bus, ic. it
transmits data a bit at a time. As a reset of coupling the
packet data fo the TDM bus. packet manager 110 provides
a single multiplexed packet stream to NAM 105 for trans-
mission across the network interface. It should be undes-
stood that the network interface bandwidth is “channelized”
and, in the context of packet data, expects a single muolti-
plexed packet stream.

NAU 100 is representative of a mixed TDM and packet
NAU architecture, In this approach, NAU 100 provides a
TDM bus in conjunction with one or more packet buses
which taken together provide more bandwidth than is
required to support the network interface. This additiopal
bandwidth is used to support muliiple point-to-point packet
connections. Packet manager 116 not only aggregates the
packet data, as mentioned above. but also allocates a fixed
amount of the TDM bandwidth to the packet application
modules. '

Unfortunately, the instantaneous, or peak, data rate of all
outbound packet sireams taken together may be greater than
the “fixed amount of TDM bandwidth” aliocated for packet

5

1G

15

0

25

30

40

45

0

55

60

63

2

data on the actwork interface, These peak data rates create
a large demand op both the overall packet bus capacity and
on the packst handling requirements of packet manager 110.
For example, once the packet application modules exceed
their altocated retwork intexface bandwidth. packet manager
130 maust take steps to preveat the loss of any packet data,
These steps include buffering the packet data, which may
require a buffer of considerable size to support all of the
packet application modules, and, perhaps, fiow control to
throttle the packet teaffic. As a result, the complexity of
packet manager 110 increases not only with the number of
packet application modules that packet marager 110 must
support but also with the respective data rate requirements of
these packet application modules.

Another prior art approach is illustrated in FIG. 2, which
is similar to FIG. 1 except that separate point-lo-point
wideband packet buses have been replaced with separate
TDM channels between each packet application module and
the packet manager. In particolar, packet application mod-
wes 165-1 to 165-n are coupled to TDM bus 134, along with
packet manager 170. Fach packet application module com-
municates data to. and from. packet manmager 176 in a
separate TDM channel as represented by lines 171 and 172,
1dke the description above for FIG. 1. packet manager 170
aggregates the packet iraffic to NAM 155 via a TDM
channel, as represented by line 173, to create a single
muitiplexed packet stream.

Unfortunately, this approach has the above-mentioned
problems with respect to the packet masager and. in
addition, drives up the bapdwidth requirement of the TDM
bus. For example, the TDM bus must now suppoert the peak
rate of each packet application module on each TDM
channel in addition to a TDM channel for the apgregate
packet data stream provided by packet manager 170.
Converscly, if the TDM channcls are limited to a fixed
fraction of the allocated network interface bandwidth. a-
single packet application module would never be able to
pedk acar the full rate when other packet application mod-
ules have little or no traffic.

SUMMARY OF THE INVENTION

I have realized an alternative approach io the design of
ThM-based equipment that supports both synchronous data
and packet dara and, in addition, provides an efficient
substrate for packet handling, In particular, multiple packet
data sources share a single TDM channel. As a result, no
central packet manager is required to aggregate the packet
data.

In an embodiment of the invention. & plarality of packet
data sources, ©.g., packet application modules. and synchro-
nous data solrces, e.g.. synchronous application medules,
are coupled to the same TDM bus for communicating data
to a network access module. In particular, a portion of the
TDM bandwidth altocated to packet data is treated as a
“multiple-access packet channel.” This allows packet appli-
cation modules on the TDM bus 1o share, and contend for,
the entire TDM bandwidth allocated to packet date. Each
packet application module includes its own TDM bus inter-
face and the metwork access module receives a single.
continzously moltiplexed, packet stream for ransmission to
an opposite cndpoint, In the receiving direction. each packet
application module accepts the entire received packet stream
from the network access module and either filters the
packets nsing their address field or transparently forwards
the packet data to a packet service.

In a feature of the invention. a contention scheme for
accessing the “multiple-aceess packet chanpel” is described
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that avoids packet coilisions, maximizes bandwidth
efficiency, and provides for interframe High-level Data Link
Control (HDLC) flags.

This invention provides the following advantages: no
ceptral packet manager is required to synchronize packet
data to the TDM bus; packet sources share all of the TDM
bandwidth aliocated to packet data resulting in maximom
cfficiency; there is no additional overhead required for
packet addressing on the bus; packet buffering is distributed
across the bus, rather than being fixed in 2 central location;
and the system has “moduiarity” and can quickly grow
simply by adding additional packet application modules.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 shows a block diagram of a prior art mixed TDM
and packet network access unit;

FIG. 2 shows a block diagram of another prior art
time-division-multiplexing-ouly network access unit;

FIG. 3 shows an illustrative block diagram of a time-
division-multiplexing-only network access umit in accor-
dance with the principles of the invention;

FIG. 4 shows a block diagram of a2 packet application
module in accordance with the principles of the inveation;

FIG. 5 shows & representation of a sequence of time-
division-multiplexing frames in accordance with the prin-
ciples of the invention;

FIG. 6 is an illustration of a packet arbitration scheme for
use in the network access unit of FIG. 2 in accordance with
the principles of the invention;

FIG. 7 is an illustration of counting bit time-slots in the
“multiple-access packet channel;” and

FIGS. 8A-8C are illustrative flow diagram of 2 method in
accordance with the principles of the invention for use in tite
packet application moduie of FIG. 4.

DETAILED DESCRIPTION

An illustrative block diagram of an NAU embodying the
principles of this invention is shown in FIG. 3. NAU 200
provides access to & T1 facility for frame relay services as
well as synchronous data transport. For simplicity, data
endpoints, synchronous or packet, are not shown. NALU 200
inciudes network access module (NAM) 208, synchronous
application modules 220-1 to 220-ri, and packet application
modules 215-1 to 215-n. NAM 205 provides the interface
between TDM bus 204 ané network facility 206, which is
representative of a T1 facility. The synchronous application
modules couple synchronons data equipment (not shown),
¢.g., telephone equipmeat, to NAM 205 via TDM bus 204.
as is known in the art. In accordance with the inventive
concept, multiple packel application modules now share a
single TDM channel (described below). Each of the plurality
of packet application modules couple packet data equipment
(not shown), e.g.. a data terminal. to TDM bus 284, and the
packet manager is eliminated Indeed, the function of the
packel manager is now distributed among the various packet
application modules that created the necd for it in the first
place. This distribution of the packet manager s represented
by the inclusion of packet managers 216-1 through 216-n in
the respective packet application modules.

A block diagram of illustrative packet application module
215-n is shown in FIG. 4. Other than the inventive concept,
the components of packet application module 215-n are
well-known and will pot be described in detail. Packet
application module 215-n includes packet interface proces-
sor 395, buffer 315. and packet/TDM interface 319. The
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latter is an “application specific integrated circuit” (ASIC).
which is a2 programmable large-scale integrated circuit
devies that is dedicated to performing a specific function, or
application, which in this case is described below. Packet
interface processor 385 communicates packet data between
packet/TDM interface 310 and line 364. The latter is rep-
resentative of any one of a mumber of facilities for coupling
packet application module 215-n to a packet system. For
example, line 304 could be a local area metwork, or a
dedjcated facility to a “router” or a packet data terminal.
Packet interface processor 305 performs packet handling,
e.g., it provides the physical and link layer connections for
packet fransmission as known in the art, e.g.. it checks for
addresses, exrors, eic., on the packets. Packet data transmit-
ted to a far-end packet endpoint is provided from packet
interface processor 305 1o packet/TDM interface 310 via
line 307, buffer 315, and line 309, Ii is assumed that lines
307 and 309 are representative of wideband data buses as
Y¥nown in the art. In the other direction, packet data from a
far-end packet endpoint is rcecived by packel interface
processor 305 from packet/TDM interface 316 via line 306.
Packet interface processor 305 receives a BUFFER FULL
signal via line 314 from buffer 315. which provides a
BUFFER NOT BEMETY signal via line 321 to packet/TDM
interface 310, In accordance with the principles of the
invention, packet/TDM interface 310 synchronizes packet
data retrieved from buffer 315 for insertion into an appro-
priate time slot on TDM bus 204. The latter is shown as
actually comprising two TDM buses. TDM bas 204-0 is
used for “outbound” traffic through NAM 205 to network
interface 206. Converscly, TDM bus 204 is used for
“inbound™ traffic from the network. Typically, in the art,
TDM bus 204-i and 204-¢ are symmetrical, e.g., if time-slot
0 is used for status and conirel information on the “inbound™
TDM bus, time-slot 0 of the “outbound” TDM is similarly
nsed for status and control information.

The storage size of buffer 315 is determined empirically
and js a function of the type of packet equipment and its data
rate. For example, if 2 packet application module is inter-
facing to a router, as knowsn in the am, a router may
communicate packet data on the order of 128 Kbfsec.
Consequently if the packet application module cannot. for
the moment, Iransmit a packet from the router to the TDM
bus, the packet application module can perform fiow conirol
with the vouter with a concomitant minimal amount of
buffering required on the packet application module because
of the low data rate from the router. Conversely, if a packet
application module is inferfacing to a LAN, which typically
commenicates data at a higher speed, e.g., 10 Mb/sec.. a
larger amount of buffering may be required on the packet
application module, Thus, depending on the packet
equipment, each packet application module may have dif-
ferent buffering requirements—but each packet application
module has less buffer requirements than the packet man-
ager module of the prior art.

In accordance with the invention. a portion of the band-
width of TDM bus 204 is pre-assigned to all the packet data.
In particular, this packet-dedicated portion of the bandwidth
is referred to herein as a “multiple-access packet channel,”
which is shared among at least two of the packet application
modules. This i in contrast to aliocating a fixed fraction of
the TDM bandwidth to each packet application module. The
“multiple-access packet channel” provides a single channel
for communicating all packet data to. or from, NAM 265. In
effect, this “multiple-access packet channel” resembles a
packet “local area network™ (LAN) in many respects, except
that the bandwidth of the “multiple-aceess packet channel”
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is closely matched {or equal) to that allocated for packet
traffic across network facility 206. In this case, each packet
application module must contend for the bandwidth of the
“multiple-access packet- channel” with the other packet
application modules. (Although, the nature of a TDM bus
prevents any packet application module from using more
bandwidth than is available from the network. this approach
makes the entire network bandwidth allocated to packet data
dyramically available to each packet application module as
a channel for the transport of packet data.}

NAM 205 communicates to all application modules and
controls time-slot allocation among the synchronous mod-
ules and the packet modules. The control of timae-slot
allocation can be performed either over TDM bus 204 or
another bus (not shown). In this example, it is assumed that
a portion of the TDM bus bandwidth is allocated to control
and status information, as known ia the art. In accordance
with the principles of the invention, the time-slots allocated
by NAM 205 1o the packet application modules are the
“multiple-access packet channel.”

In this example, it is assumed that every time-frame is
comprised of a plurality of 64 Khit (DS8) channels, and it is
assnmed that the “multiple-access packet channel” is any
grouping of these DS channels. Although not a
requirement, it is also assumed that the “multiple-access
packet channel” is composed of a subset of contiguous D58
channels available on the bus. In this case, this corresponds
to fime-siots 1, 2. 3. 4. 5, and 6, of every frame. The
remaining time-slots are allocated to synchronous data and
control/status information. The aliocation of the above-
mentioned six time-slots yields a “multiple-access packet
chapnel” with a bandwidth of 384 Khz. The number of D36
channels allocated on the inbound and outbound data high-
ways are assumed fo the be same, so that equal bandwidth
is assured in both directions. {As described above, it is
assamed that TDM bus 204-i and TDM bus 204-0 are
symmetrical, ie., time-slots 1 through 6 arc used for the
“mnltiple-zceess packet channel” for inbound and ontbound
traffic.) Finally, it is assumed that this 384 Knz bandwidth is
equal to the bandwidth allocated over the nerwork facility
for the same packet traffic, Le., NAM 205 is not required to
buffer the packet data.

In accordance with a feanws of the invention, it is
assamed that packet transmission is utilizing HDLC, which
is a bit-oriented layer 2 protocol that produces variable bit
length packets. This allows a packet to be spread across
time-slots and mufltiple TDM frames. The “multiple-access
packet channe!l” in this case can be comsidered a continnous
sequence of bits with no framing boundaries other than those
of the protocol. As such, the starting point of a packet may
fie anywhere in the “multiple-access packet channel.” An
illustrative sequence of frames is shown in FIG, §. Frame 1
includes time siots 1 through N, where, as meniioned above,
each time-slot represents a 64 Kbit DSO channel. In this
example, it is assumed that M is equal to 64 time-slots. Bach
frame repeats every 125 micro-seconds and exch time-slot is
further broken down into a sequence of 8 bits as shown in
FIG. 8. Each bit is hereafter referred to as a “bit time-shot.”
Tt should bc moted that the term *time-siot” refers to a
collection of “bit time-slots.” Time-slots 1—6 represent the
“multiple-access packet changpel.” As described above, sinece
HDLC is a bit-criented layer 2 protocol, this aliows the
packet data to begin and end anywhere in a2 time-slot.
Consequently, each packer is mapped inte a plurality of “bit
time-slots” within time-slots 1 through 6 on TDM bus 264,
rather than the DS0 channels representing each tinte-slot as
a whole. This is illustrated in FIG. 5. where packet S0 begins
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6
with “bit time-slot” 7 in tme-slot 4, of frame 1. and ends
with “bit iime-slot 3" in time-slot 2 of frame 4. As fllustrated
by the starting and exding time of packet 50, of FIG. 5, these
bit intervals do not have to conform to time slot boundaries
into which the packets are mapped and inserted.

As described above, each packet application module must
contend for the “multiple-access packet channel. ™ If a packet
application module “grabs™ the “multiple-access packet
channel® that packet application module then transmits
using the full 384 Khz of bandwidth. However, if a packet
application modnle caonot “grab”™ the “multiple-access
packet channel,” then that packet application module must
queue, or buffer, the packet. As a result, the fiow control is
now distributed among the packet application modules.

The properties desired for packet transport on the
“multiple-access packet channel” are high bandwidth cffi-
ciency and deterministic fairness. Bandwidth efficiency is a
mzasure of how closely the packet utilization oft he avail-
able {fixed) TDM bandwidth matches the offered packet
load. It alse measures efficiency of the channel as the offered
packet load exceeds the available bandwidth. Fairness
describes how a chosen priority scheme affects the com-
parative delay of packets through the system under band-
width contention with multiple packat sources.

Any method used for implementing @ “multiple-access
packet channel” should be designed to achieve as close to
100% bandwidth efficiency as possible with no negative
throughput effects due to congestion. The method should
also have no inherent priority bias among the packet sourcees
so that pricrities may be enforced selectively if needed.
preferably in software on the packet application modules.
These propetties are only applicable to the outbound (toward
the network) direction, where multiple packet sources are
contending for a fixed network pipe. Inbound packet data is
aiready multiplexed as a single packet stream within the
network channel. Since the TDM bus 204 is full duplex, as
represented by separate data highways TDM bus 204-i and
TDM bus 204-0, NAU 200 may have an asymmetric access
protocol. That is, the access protocol for the inbound direc-
tion can be different from the access protocol described
below for the outbound direction. In the context of this
invention, it is assumed that all modules are continually
listening to the TDM in-bound bus to pull off data addressed
to them. In the case of the packet application medules. it is
assumed that each packet application module is monitoring,
cor listening to, the “multiple-access packet channel™ for
packets that have addresses associated with that packet
application module, A packet application module listens for
its header, e.g., virtual address, if it is not their packet, it is
just dropped. The remainder of this deseription will focus oo
outbound packet traffic.

In accordance with the invention, & Time-division Mal-
tiple Access with Collision Avoidance (TDMA/CA) scheme
is used for the outbound direction to reguiste access to the
“multiple-zccess packet channel.” In particular, the synchro-
nous property of TDM bus 204 provides the means to
implement z slotted-access method to avoid collisions. This
slotted-access method enables each packet application mod-
ule to contend for the “multiple-aceess packet channel,” and
avoid packet collisions, in a fair and efficient manner. In this
embodiment, the slotted-access method is implemented by
packet/TDM interface 316 of each packet application mod-
ule.

Before describing it in detail, an overview of this slotted-
access method is described. In the slotted-access method,
each packet application module. in rotation order. is given 2
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“aecess window™ of fime, corresponding to a “bit time-slot”
on the TDM bus, to either caplure the “multiple-access
packet ehannel” for transmission, or defer and allow the
“access window” to advance to the next packet application
module in order. Once granted access. that packet applica-
tion module has sole access to the “multipie-access packet
changel” for a period of time. referred to herein as the
“access period.” During this “access period.” a packet
application medule semds at least ome HDLC frame of
queued packet traffic toward the network, and the “access
window” is frozen at the current packet applicatior: module
and does not advance until that packet application module
releases the “multiple-access packet channel.” Under some
conditions however, a packet application module may not
begin transmitiing packet data as soon as it has capturcd the
“multiple-aceess packet channel.” In parficular. whenever
the previously transmitting packet application module is still
transmitting a packet or closing fiag, the rext packet appli-
cation module must wai until completion before transmit-
fing its first packet. Since a rotational arbitration scheme on
the bus may take several “bit time-slots,” or clock, intervats,
this mechanism allows the arbitration to overlap an active
packet transmission, avoiding idle time on the bus and
increasing bandwidth utilization.

FIG. 6 shows an illustrative slotted-access method. There
is an implied aumbering of the packet application modudes
and “bit time-slots” This implied numbering is hercafier
referved to as an “TD number.” Generally speaking, a packet
application module can aitempt to access TDM bus 204-0
only when the ID number of the “bit time-slot”™ matches the
ID number of the packet application module. In a system
with N packet application. modules, each “bit time-slot™ of
the “multiple-access packet channel” is counted in a repeat-
ing sequence from ( to N-1 starting at some arbitrary “bit
time-slot” by each packet application module. In other
words, each packet application module only counts those
“bit time-slots™ assigned to the “multiple-access packet
channel” The value of the count is the T number for the
“hit time-siol.” Afl packet application modules are synchro-
nized with this counting sequerce and are aware of the ID
mmber of each “bit time-slot” at all times. As a result, the
ID number need not be present on the bus. As noted earlier,
each packet application module knows, a priori, the time-
slots asseciated with the “multiple-access packet channel.”
In combination with this, each packet application module js
configured with an unique ID number, which can be deter-
mined in any number of ways. For example, each module,
or circuit beard, can have an address associated either via a
“software-controlled” configuration, .g.. & systcm admin-
istex literafly assigns addresses to the various modules; or by
a hardware setting that specifically associates a particular
address with a particular position in the system, e.g., what
slot the circuit board is plugged into. Note, this counting of
“hit time-slots” may span more than one frame. Since N may
be any integer there is no relationship between this ID
numbering and the position of bits in the TDM frame.

For example, if there are seven packet application
modnles, and assuming for the moment that none of the
seven packet application modules wanted access tothe TOM
bus, tiis counting weuld look like that shown in FIG. 7. FIG.
7 is similar to FIG. 5, except packet 50 has been removed,
ie.. there is no transmission of a packet agd only time-slots
1 and 2 of frame 1 arc shown. It is assumed that each packet
application module counts “bit time-slots” of the “multipie-
access packst chanpel” beginning with “bit time-siot” 1 of
frame 1, which is associated with the count value of 0. Each
packet application module waits for its D number to equal
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the count. or ID number, of the “bit time-slot” to attempt to
acesss TDM bus 284-0, For example, the packet application
modnle associated with ID 0, can attempt access only upon
the vatue of the count equaling 0. which, in this example,
ocours in “bit time-slot” 1 of time-slot 1 of frame 1, “bit
time-slot® 8 of time-slot 1 of frame 1, “bit time-slot™ 7 of
time-slot 2 of frame 1 etc. :

To implement this slotted-access method two additional
signals are busscd between packet application modules.
These signals arc “packet request” (PREQ) and “packet
hold” (PHOLD). & is assumed these signals are bussed
among the packet application modules as simply “opesn
collector” as known in the art which allows them to be
logicalty “OR™ed. Referring back to FIG. 6, a sequence of
“pit time-slots™ is shown. This sequence of bit time-slots
only represemts those “bit time-siots” assigned to the
“multiple-access packet chasnel.” The top row of FIG. 6 is
stmply a sequence of bit time reference poiats. The second
row of FIG. € is the ID namber of the “bit time-slot” of the
“multiple-access packet chanmel,” ie., the value of the
count. The next two rows represent the state of the PREQ
and PHOLD busses. The final row simply represents packet
data.

Beginning at time t2, the “bit time-siot” ID nember is
equal to 0. In order for a packet application module to
transmit a packet on TDM bus 2040, the packet application
module must assert the PREQ signal whencver the ID
numbers of the “bit time-slot” and the packet application
module match, Upon receiving the PREQ signal. each
packet application module halts the counting, The packet
application module that assested the PREQ signal becomes
the next in line 1o begin transmission. For example, when the
packet application module associated with the ID number of
2 wanis o transimit, it must wait until time t4, when the ID
numbers of the “bit time-slot” and the packet application
module match. to assert the PREQ signal. However, the
presence of 2 FHOLD signal driven by the currenily trans-
mitting packet application module delays fhe access of
packet application module 2 to TDM bus 204-o until
PHOLD is withdrawn at dme 5. (The question marks
illusirated in FIG. 6 simply represent that another, uniden-
tificd packet application module is currently transmitting.)
At the next “hit time-slot,” 16, packet application module 2
concatenates its packei stream with that of the previous
transmission.

Although it could oceur at any paoint, it is assumed that
packet application module 2 drops the FREQ signal at the
end of its packet transmission { described below) to allow the
counting of time-slots by all packet application modules to
again advance. At the same time, packet application module
2 asserts the PHOLD signat, which prevents the next packet
application module from beginning its transmission untit
packet application module 2 has completed its closing flag
sequence. These events occur at time th Subsequently,
packet application module 6 raises it PREQ signal at time
113, signaling its readiness to send at least one packet, while
packet application module 2 is still transmitting its closing
flag, At time t18, packet application module 2 completes ifs
packet transmission and drops PHOLD. At titne 119, packet
application module 6 begins scnding its packet data.

It should be noted that the HDLC flaps are a byte in
length. Consegquently, transmission of an HDEC inter-frame
flag must end first before another packet application moduie -
can get the TDM bus 284-0 to insert data. In addition. and
in accordance with HDLC, the last packet application mod-
ule may confinue inserting the inter-frame flags. and assert-
ing the PHOLD signal until the PREQ signal is asserted. by
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itself or another module. Once the PREQ signal is asserted, information), TDM}packet. interface 310 drops the PREQ

TDM/packet interface 310 drops the PHOLD signal only
when the insertion of the current flag is finished.

As mentioned above, the point at which an actively
transmitting packet application module asserts the PHOLD
signal and lowers the PREQ signal is arbitrary. The carfier
this occurs, the higher the probability that the next packet
application module will be found by the time the first closing
flag sequence is sent. This increases the efficiency of the
“multiple-access packet channel” because there is no wait-
ing for data transmission to finish to start arbitration again,
ie.. no time is lost for contention {a packet application
module js always ready to go). On the other hand, waiting
until near the end of the transmission allows more timely
packet queus information to be used in the arbitration. A
balance between these two extremes could be implemented.

A method flustrating this slotted-access technigue for use
in the packet application module of FIG. 4 is shown in FIG.
8. The steps shown in FIG. 8 have been divided into different
“subroutines™ for simplicity, i.e.. an “initialize subroutine”
(FIG. 8A), “request to ransmit a packet subrottine” (FIG.
§B). and a “wait for PHOLD" subroutine (FIG. 8C). In step
505, packet application module 215-n is initialized, e.g., via
a power-up sequence, and determines its ID number, e.g., via
a hardware sirzp or software configuration. During this
initialization, NAM 205 of FIG. 3 allocates the time-siots
associated with the “multiple-access packet channel.”
Packet/TDM interface 318 uscs the assignment information
from NAM 205 as the synchronizing signal {o begin count-
ing “bit time-slots” of the “multiple access packet channel”
in step 510 (provided that the PREQ signal is not asserted).
In this example, it is assumed that packet/TDM interface 310
includes a counter 1o count each “bit time-slot” of TDM bus
204-0 that is associared with the “multiple-access packet
channel” The counter inciuded within packet/TDM inter-
face 310 rims continuously and is controlled by the PREQ
signal, i.e., if PREQ is asserted—no counting takes place
and the count holds at the last vaiune.

When there is a packet to transmit, packet interface
processor 305 begins to fill buffer 315 provided buffer 315
is not full. In particular, referring briefly back to FIG. 4, it
can be seen that a BUFFER FULL signal is provided by
buffer 315 to packet interface processor 385, This signal
alerts packet interface processor 305 if buffer 315 is full. As
aresult, packet interface processor 305 fills buffer 315 when
packet data is available to transmit only if the BUFFER
FULL signal is not active. Qnce the BUFFER FULL signal
is active, packet interface processor 305 could, if necessary,
perform fiow-control, if possible. with the associated packet
endpoint like a router, or sitaply begin dropping packets.
Assuming buffer 315 is initially empty, as packet interface
processor 385 begins to fill up buffer 315. the BUFFER NOT
FMPTY signal is asserted for TDM/packet interface 310 in
step 520. via line 321.

Upon receiving the BUFFER NOT EMFPTY signal. TDM/
packet interface 310 waits for the “access window” in step
525, Once the “access window™ matches, i.¢., the T number
of packet application module 215-n matches the current
value of the counter, ic., the “bit time-slot” ID nnmber,
TDM/packet interface 310 asserts the PREQ signal in step
536.

In step 535, TPM/packet interface 310 waits until
PHOLID is no longer asseried before transmitting the packet
from buffer 315 onio TDM bus 204-0. Upon nearing the end
of the packet fransmission (which can be detcrmined simply
by knowing the length of the packet from the packet header
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signal and asserts the PHOLD signal in step 540. As
mentioned above, the Iast packet application module to grab
the “multiple-acoess packet channel” continues inserting
flags and asserting PHOLD until PREQ is asserted. by itself
of amother module, Once PREQ is again asserted. TDM/
packet interface 310 drops PHOLD only when the insertion
of an flag is finished. At this point the next packet application
module then bas access (0 the “muitiple-access packet
channel”

Within this general method, different approaches may be
taken to offset the arbitration fairness. In general, each time
a packet application modale gains transmission access to the
“multiple-access packet chamnel” it may send any pre-
scribed number of packets. The access method may be
desipned to limit this number to one. of it may allow the
application to empty its packet transmit buffer. If the hard-
ware imposes 1o limit on the size or number of packets sent
during one access period. the application software is then
able to implement rules for sending varying amounts of
packet @affic actoss the bus. There is no reason why those
rules must be applied the same for every packet application
module, and in fact could be different for each port.

For exampie, the packet application module may send as
many packets as can be transmitted within a fixed amount of
time. Another possibility is that the amount of packet data
trapsmitied may be a function of the number of packets
queued or the time they have been quened. The size of the

- packets, always known to the software, may also be a factor
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in determining when fo terminate the aceess period.

The only hardware function required to support such
strategies is the combination of the PREQ signal and
PHOLD signal. Once the active packet application module
is about to fulfill its prescribed transmission requirement, the
comresponding packet interface processor either informs the
respective TDM/packet interface via a control Line (not
shown) or the TDM/packet interface continues ransmitting
until a corresponding BUFFER EMPTY signat (not shown)
is received by the TDM/packet interface. Whatever the
signal, the TDM/packet interface then stops asscrting PREQ
to altow ancther packet application module to gain access to
the TDM bus.

As noted above, the above description assumed that the
packet/TDM interface was incorporated in a single ASIC
bus interface chip. This is feasible if bus speeds and capaci-
ties are modest. say 10-20 Mbps maximum throughput, and
ouly one packet channel is required. As a result, the use of
an ASIC to implement a bus interface chip to integrate these
functions should result in minimal additional cost (in
quantity). Futther, adding support for a second packet chan-
nel may be & similar incremental cost. However, boosting
the TDM bus capacity to T3 mates or higher will pose the
greatest potential cost increase due to higher bus clock rates
and the nomber of 64K channels. At this level, an ASIC
having a much larger pate-count may be needed to provide
a large number of tmeslot registers, increased buffering, and
higher speed DMA channels.

The foregoing merely illustrates the principles of the
invention and it will thus be appreciated that those skilled in
the at will be able to devise nuumerous alternative arrange-
ments which, altheugh not explicitly described herein,
embody the principles of the invention and are within its
spirit and scope.

For example, although the invention is illustraied hezein
as being implemented with functional building blocks, e.g..
a packet intesface processor, etc., the functions of any one or
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more of those building blocks can be carded out using one
or more appropriate integrated circuits.

In addition, although illustrated in the context of a T1
petwork facility, the imventive concept applies to other
network facilities as well, e.g., fractional T1, digital data
service (DDS). T3, etc. Further, more than one “‘multiple-
access packet chanmel” can exist. For example, a first
plurality of packet application modules may be assigned to
2 first group of time-slots. e.g.. time-slots 1-6, for transmit-
ting packet data, while a second plurality of packet appli-
cation modules is assigned to a second group of titne-slots,
c.g.. time-slots 7-12, for transmitting packet data. Also,
because the bandwidth of a TDM bus may be divided into
many separate logical channels, data with different formats
and access methods, such as isochronous and packet data,
may be combined in the system. Mother variation is to use
the time-slots to control contention access, as opposed 1o the
“pit-time slots,” described above.

It should also be moted that the inventive concept is
applicable 1 Asynchronous Transfer Mods {(ATM) trans-
mission. In particular, ATM cells are handled in a similar
manner, although not on the same “multiple-access packet
channel” carrying bit-oriented protocols. In the case of ATM
cells, the octets which form the cells need to be aligned
within DS¢ channets. This piaces an additional constraint oa
the packet/TDM interface to recognize those boundaries and
wansioit within thermn. The “bit time-slots™ may still be used
in the same manner as describe above for arbitration how-
ever. Another property of ATM cells is that they arc not
delimited by flags. Idle time between cells ransporting user
data must be filled with sull cells. Responsibility for filling
voids in the cell strcam may be assigned to the packet
application modules to perform in a fashion similar to
adding flag fills for HDLC protocols described earlier.
Alternatively, this could be the responsibility of the NAM on
the outbound trunk, especially if the NAM is required to
buffer cells in order to map thern onto the network link.

What is claimed:

1. Data communications apparatus comprising:

a time division multiplexed bus having a bandwidth,
where a portion of the bandwidth is allotied to packet
data;

2 plurality of packet data sources coupled to the time-
division multiplexed bus that share the allotted band-
widih for uansmitting packet data; and

a distributed packet manager within each of said packet
data sources configured to allocate access to the allotted
bandwidth among said packet data sources.

2. The apparatus of clzim I including a packet arbitration
bus comprising a packet request signal and a packet hold
signal

3. The apparatus of claim 2 wherein each packet data
SOUTCE COMpTises:

interface circuitry that inserts peckets to the allocated
bandwidth of the time-division multiplexed bus and is
coupled to the packet arbitration bus; and

a packet data processor for providing the packets from a
packet endpoint to the interface circuitry.

4, Data communications apparatus comprising:

a time-division multiplexed bus having a bandwidth,
where a portion of the bandwidth is allocated 1o packet
data;

a plurality of packet data sources coupled to the time-
division multipiexed bus that shere the allocated band-
width for transmitting packet data;

a packet arbitration bus comprising a packet request
signal and a packet hold signal;
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interface circuitry coupled to the packet arbitration bus.
said interface circuitry inserting packets to (he allocated
bandwidth of the time-division muliiplexed bus. and
performing a counting function by cornting time-slots

. ofthe allocated bandwidth so long as the packet request
signal is not asserted; and

a packet data processor for providing the packets from a
packet endpoint (o the interface circnifry.

S. The appatatus of claim 4 wherein the time-siols are bit

tirne-sots,

6. The apparatus of claim 4 wherein the interface circuitry
inserts the packets into the aliocated bandwidth when a
value of the counter is equal to a predetermined identifica-
tion number of the respective packet data source and the
packet hold signal is not asserted.

7. Communications apparatus comprising:

a time-division multiplexed bus having a predefined band-

width;

a plurality of synchronous data sources coupled to the
time-division multiplexed bus for communicating syn-
chromous data in a first portion of the predefincd
bandwidth;

a plurality of packet data sources coupled to the time-
division multiplexed bus for commumnicating packet
data in & second portion of the predefined bandwidth,
where the plurality of packet data sources share the
second portion of the predefined bandwidth for trans-
milting packet data; and

a distributed packet manager within each of said packet
data sources configured 1o allocate access to the second
portion of the predefined bandwidth among said packet
data sources.

8. The apparatus of claim 7 further including a network
access manapger coupled to the time-division-multiplexed
bus for communicating the synchronous data and the packet
data to at leasi one netwerk facility.

9. Communications apparafus comprising:

a time-division multiptexed bus having a predefined band-

width;

a phurality of synchronous data sources coupled o the
time-division multiplexed bus for communicating syn-
chronous data in a first portion of the predefined
bandwidth; and

a plurality of packet data sotrces coupled to the fime-
division multiplexed bus for communicating packet
data in a second portion of the predefined bandwidth,
where the plurality of packet data sources share the
second portion of the predefined bandwidth for trans-
mitting packet data, the second portion of the pre-
defined bandwidth being shared in such a way that only
one of the plurality of packet data sources accesses the
second portion of the predefined bandwidth at a time,

19. The apparatus of claim 7 wherein each one of the
plurality of packet data sources inchides interface circuitry
to the time-division multiplexed bus for synchromizing
packet data to the time-division multiplezed bus.

11. Communications apparatus comprising:

a time-division multiplexed bus having a predefined band-

width;

a plurality of synchronous data sources coupled to the
time-division muitiplexed bus for communicating syn-
chronous data in a first portion of the predefined
bandwidth;

a plurality of packet data sources coupled to the time-
division multiplexed bus for communicating packet
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data in a second portion of the predefined bandwidth,
where the plurality of packet data sources share the
second portion of the predefined bandwidth for ans-
mitting packet data, wherein each one of the plurality
of packet data sources includes interface circuitry to the
time-division multiplexed bus for synchronizing packet
data to the time-division multiplcxed bus, and the
interface circuitry includes a counter for counting time-
slots representing the second portion of the predefined
bandwidth.

12. The apparatus of claim 11 wherein the time-siots are
bit time-siots.

13. The apparatus of claim 1) wherein the interface
circuitry inserts packets into the secomd portion of the
predefined bandwidth when a value of the counter equals a
predetermined identification number of a respective packet
data source and a hold signal is not being asserted by the
interface circuitry of the remaining packet data sources.

1d. The apparatis of claim 11 wherein the counter is
inhibited from counting when a packet request signal is
asserted by interface circuitry from any packet data source,

15. A method for use in a data communications apparanss
for transmitting packet data on a fime-division multiplexed
bus, the method comprising the steps of:

coupling & plurality of packet data sources to the time-

division multiplexed bus;

allocating a portion of the bandwidth of the ime-division

multiplexed bus to the plurality of packet data sources
in such a way that the allocated portion is shared among
the plurality of packet data sources;

{ransmitting packet data from the plurality of packet data

sources on the allocated portion of the bandwidth; and
controlling access by said packst data sources to the
allocated portion of the bandwidth via a distributed
packet manager within each of said packet data sources.

16, A method for use in a data communrications apparatus
for transmitting packet data on a time-division multiplexed
bus. the method comprising the steps of:

coupling a plurality of packet data sources to the time-

division multipiexed bus;

allocating a portion of the bandwidth of the time-division

raultiplexed bus to the plurality of packet data sonrces
in such a way that the allocated portion is shared among
the plurality of packet data sources;

assigning to each one of the plurality of packet data

sources an identification number;

counting, in each onc of the plurality of packet data

sources, a sequence of time-shots representing the allo-
cated portion of the bandwidth; and

transmitting packet data from one of the plurality of

packet data sources on the allocated portion of the
bandwidth only when the vaiue of the count matches
the respective identification number assigned to that
packet data source.

17. The method of claim 16, wherein said step of counting
a sequence of time-slots representing the allocated portion of
the bandwidth is enabled only when rone of the plurality of
packet data sources assert a packet request signal.

18. The method of claitn 16, wherein said siep of trans-
mitting packet data from one of the plurality of packet data
sources is enabled only if a packet hold signal is not asserted
by any other one of the plurality of packet data sources.

19, The method of claim 16, wherein said step of counting
a sequenee of time-slots representing ihe atlocated portion of
the bandwidth farther comprises counting bit time-slots.

20. A method for trapsmifting packet dafa on a time-
division multiplexed bus in data communications
equipment, the method comprising the steps of:
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allocating a portion of the bandwidth of the time-division
multipiexed bus as a multiple-access packet channel;

coupling a plarality of packet data sources to the time-
division multiplexed bus;

controlling the access by said packet data sources to the
atlocated portion of the bandwidth via a distributed
packet manager within each of said packet data
SOUFCES;

transmitting packet data from the one of the plurality of
packet data sources having access to the multiple-
access packet channel.

21. A method for transmitting packet data on a time-
division multiplexed bus in data communications
equipment, the method comprising the steps of:

allocating a portion of the bandwidth of the ime-division
roultiplexed bus as a multipie-access packet channel;

coupling a plarality of packet data sources to the tims-
division muitiplexed bus;

assigning a unigue identification number to each one of
the plurality of packet datn sources;

counting, in each one of the plurality of packet data
sources, a sequence of time-slots representing the
multipic-access packet channel;

granting aceess to the multiple-access packet channel to
that one of the plurality of packet data sources that
requests access when the value of the count matches the
respective identificaiion pumber of that packet data
source; and

trapsmitting packet data from the one of the plusality of
packet data sonrces having access to the multiple-
access packet channel.

22. The methed of claim 21 wherein the counting step is
enabled only when nons of the plurality of packet data
sources assert a packet request signal.

23, The method of claim 21 wherein the granting step
further includes the step of asserting a packet request signal
by the packet data source granted access.

24. The method of claim 21 wherein the counting step
counts & sequence of bit time-slots.

25. A method for tansmitting packet data on a time-
division multiplexed bus for use in data communications
equipment, the method comprising the steps of:

allocating a portion of the bandwidth of the ime-division
multiplexed bus as a multiple-access packet channel;

coupling & piurality of packet data sources to the time-
division multiplexed bus;

arbitrating between the piurality of packet data sonrces to
grant access to the multiple-access packet chamnel to
one of the plurality of packet data sources ai a time; and

transmitting packet data from the one of the pluzality of
packst data sonrces having access in the arbitrating step
only if a packet hold signal is not asseried by another
one of the plurality of packet data sources.

26. The method of claim 20 further comprising the step of
coupling 2 network access module to the time-division
multiplexed bus for receiving the packet data for transmis-
sion over a network facility.

27. A data communications apparatus, comprising;

a time-division muitiplexed bus with a bandwidth which
is split into at least two portions, one of the portions
being allocated for packet data;

a plurality of packet data sources coupled to said time-
division multiplexed bus, the packet data sources trans-
mitting packet data on said portion allocated for packet
data; and
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means for arbitrating access to the portion of the time-
division multiplexed bus allocated for packet data
among the plurality of packet daia sources.

28, The apparatus of claim 27, wherein said meazs for
arbitrating aceess to the portion of the time-division muiti-
plexed bus allocated for packet data further comprises a
packet arbitration bus having a packet request signal and a
packet hold signal, the arbitration bus being coupled to cach
of the packet data sources, and the packet data sources
including means for generating the packet request signal and
the packet hold signal

29, The apparatus of claim 28, wherein said means for
arbilrafing access to the portion of the time-division multi-
plexed bus allocated for packet data further comprises 2
means within each packet data source for counting the
time-siots of the portion of the time-division rultiplexed
bus. ‘

30. The apparatus of claim 29, wherein said means for
arbitrating access (o the portion of the time-division multi-
plexed bus allocated for packet data further comprises the
communication of packet data by ome of the packet data

10
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sources when the packet hold signaf is not asserted and the
value of said counting means is equal to a predetermined
tdentification number assigned to said packet data source.
- 31 The apparatus of claim 29, wherein said mesns for
arbitrating access to the portion of the time-division multi-
plexed bus aflocated for packet data further comprises
means for generating the packet request signal by a packet
data gsource wishing to gain access to the time-division
multiplexed bus when the value of said counting means is
equal to a predetermined identification number assigned to
said packet data source, said counting means being stopped
by said packet request signal.

32, The apparatus of claim 29, wherein said means for
arbitratipg access to the portion of the time-division multi-
plexed bus allocated for packer data further comprises
means for releasing said packet request signal and for
asserting said packet hold signal by a packet data source
while said packet data source is fransmitting packet data.

® X ¥ * X
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1

TIME ORTHOGONAL MULTIPLE VIRTUAL DCE
FOR USE IN ANALOG AND DIGITAL NETWORKS

BACKGROUND OF INVENTION

1. Field of Invention :
. This invention relates to an apparatus and method for
.2 master unit in a multidrop network to communicate to
and from a plurality of remote units, using a plurality of
host applications using half duplex polled protocols,
throngh the nse of time division multiple access tech-
ues.

2. Scope of the Prior Art -

In the prior art, in order to run multiple host applica-
tions to muitiple modems in a multidrop network, it is
common to use a single network channel for each appli-
cation, thereby effectively resulting in a number of
networks rather than a single network. Further, such an
arrangement is clearly an inefficient use of leased lines
and other equipment. .

A common solution to this deficiency of the priorart
is 10 use a single line with frequency division multiplex-
ing. That is, a number of orthogonal carrier frequencies,
one for each zpplication, are transmitted over a single
line to a plurality of remote units in a2 multidrop net~
work. However, with such apparatus, the non-lineari-
ties of the communicaiions line (most frequently, a tele-
phone line), interfere with the co-existence of multiple
carrier frequencies. This interference includes inter-
modulation, cross-modulation and spillover between
" and among channels. Furthermore, a strong signal on
one carrier frequency could suppress & weak signal on
another carrier frequency.

Due to this interference, time-consuming engineering
adjustment is required to inmstall and maintain such a
system. Such interference increases with an increasing
number of co-existing carrier frequencies, thereby limit-
ing the number of carrier frequencies which could be
practically carried on a single line. For practical apphi-
cations, no more than three carrier frequencies can be
carried simultanecusly on a telephone line.

OBJECTS AND SUMMARY OF THE
INVENTION -

It is therefore an object of this invention to provide a
method and apparatus for allowing a single multidrop
network to run multiple applicatioas to multiple remote
units. -

It is therefore a further object of this invention to
provide such a method and apparatus without 2 funda-
mental limitation on the number of applications which
can be implemented.

Tt is therefore a further object of this invention to
reduce the amount of engineering adjustment needed to
install and maintain such a method and apparatus.

The present method and apparatus permits multiple
multidrop networks (such as Dataphone Digital Service
for digital applications or conventional telephone com-
pany lines for analog applications), each serving a dis-

- tinct half-duplex host polled application, to be replaced
by a single multidrop network serving each of said host
applications.

The basic features of this method and apparatus are
time division multiplexed outbound transmigsions from
the master to the remote units for data and control; time

" division multipie access transmissions inbound from the
remota units to the master unit; master to remote rang-
ing with respect to transmission time; and priority as-

2
signed reservation request for long poll responses. A
channel rate exceeding the aggregate port rate is re-
quired in order to transmit effectively all of the informa-
tion from the remote units and allow for control format
messages. All remote units {or “drops™) receive mes-
sages outbound from the control unit and respond in a
unique time period assigned to each host application.

~ Contention between applications is thereby avoided due

10
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20

40

60
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to the fact that each application is assigned such a
urique time period. By ranging or measuring the round-
trip transmission or delay time between the master unit
and each remote unit, and storing these times in 2 table
20 as.to accurately synchronize the transmissions in 2
time division multiple access mode, the “geard time”
separating inbound transmissions from interfering with
each other can be minimized thereby increasing system
efficiency.

In order te accommodate longer message lengths
from a remote unit to the master unit, a remote Bnit can
append a reguest for additional time onto its message to
the master unit. The master unit will thest compare the
priority of the requesting remote unit to the priority of
subsequent units and make a decision as to whether to
allow the requesting remote unit to use the time division
multiple access slots of subsequent umits.

By the use of the foregoing, a user can install several
host applications employing half duplex polling on 2
single multidrop network, without a fundamental limit
on the number of applications and without the need for
extensive engineering adjustment during the installation
and maintenance of the system. This allows an end user
to have fewer modems or data service units/channel
service units (DSU/CSU) or the cusiomer premises. -

BRIEF DESCRIPTION OF THE DRAWINGS

FIG, I shows a block diagram of the master unit in
the digital application of this invention.

FIG. Il shows a block diagram of the remote unit in
the digital application of this invention.

FIG. III shows a block diagram of the master unit in
the analog application of this invention.

FIG. IV shows a block diagram of the remote unit in
the analog application of this invention.

FIG. V shows a schematic of a subframe format.

FIG. VI shows a flow diagram of the initialization of
the master unit.

FIG. VI shows a flow diagram of the initialization of
the remote unit,

FIG. VIII shows a flow diagram of the normal opera-
tion of the master unit. )

FIG. IX shows a flow diagram of the normal opera-
tion of the remote unit.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring now to the drawings in detail wherein like
nomerals refer to like clements throughout the several
views, master unit 10 for digital applications is shown
FIG. 1. Master.unit 10 includes a network timing and
control processor 12. Network timing and control pro-
cessor 12 uses firmware or software to implement clock
drift reset functions, guard time predict functions, burst
receiver control functions, reservation assignment func-
tions, cyclic redundancy check {crc) “checksum”™ calcu-
lations, arq functions, remote transmit control functions
and user library update functions such as activity rate
and frame parameters. Additionaily, network timing
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ang control processor 12 stores user-input initfalization
parameters including network clock framing periods,
slot and subframe assignments, inbound and cutbonnd
burst length for each “drop™ or remote unit, priority
assignments, drop addressing, and port speed assign-
ments.

Reservation request processor 14 aliows a drop or
remote unit to reqnest more thaa a single time slot for
longer messages. Reservation request processor 4
communicates such a granted request to the network
fiming and control processor 12.

The aggregate rate meltiplezing module 16, in re-
sponse to commands from the network timing and con-
trol processor 12, sets up the timing and bit interleaving
of the various application inputs from the various input
ports of the primary channel muitiplexer 18 and of the
overhead and control bits required for outbound con-
trol of the remote units from the ranging and network
initialization generator 20. The output of the aggregate

4,937,819

rate multiplexer 16 is input to the time division multi- 20

plexed modulator 22 which transmits the data to the

varions drops or remote units (see FIG, II). The time
division multiplexed modulator 22 is typically a base-
band modulator for digital applications.

The master unit 10 also provides, in addition to pri-
mary traffic flow over the channel outbound to remote
units, a diagnostic channel which can be inband, and
any control information necessary to update clock
drifts, perform new ranging, etc.

The input in the form of noncontending packets or
bursts of information from the various drops or remote
units is received via a single data chanmel by equalizer
24. The inpat stream has its gain automatically adjusted
26 and is demoduiated by demodulator 28.

Pemodulator 28 provides digital data to the expan-
sion buifers 30, the ranging receiver 32, the reservation
request processor 14 and the bit/baud timing processor
34,

The expansion buffers 30 ountput digital data to the
datz port outputs of the various applications and a diag-
nostic channel via the port demmitiplexer 36.

The ranging receiver 32 receives data from the de-
modulator 28 during an initial traiming pericd (to be
described later) so as to store round trip transmission
times to each remote unit. This allows an optimization
in synchronization of the time division multiple access
process, thereby reducing “guard time” between the
teception of data from the various remote tmits thereby
increasing the toial data transfer raie of the system.

Referring now to FIG. II, daia outbound from the
time division muitiplexed modulator 22 of FIG. I is
received by the demodulator 38 of remote unit 40. The
output of demodutator 38 is demulitiplexed by demuiti-
plexer 42 which, in mrn, feeds the primary data regeiver
ports and any dizgnostic or secondary channel required
by the particular application. The demodulator 38 aiso
provides bits io the network initialization parameter
extraction module 44 and the timing and control block
46, Network initialization parametér extraction module
44 and timing ‘and control block 46 provide the user
with network timing extraction information, the slot
assignment in which the user is allowed to operate and
any control information such as transmit inhibit, trans-
mit enable, reservation grants and other network ¢on-
trol provided by the master unit (see FIG, I). Addition-
ally, the ranging calculations, that is, the master unit
calculation of the time a signal takes to go from the
master unit to any remote unit and vice versa, is stored

23
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4
in the timing and control block 46 where it is used for
time advancing the transmit clock.

The timing and control block 46 supplies control bits
to compression buffers 48. The timing and control block
48 also feeds the preamble and cyclic redendancy check
(“checksom™) module 50 ard the modulator 52. Addi-
tionally, the timing and control block 46 sets up the
reservation request generator 54. Reservation request
generator 54 monitors the compression buffer for fields
exceeding a preset parameter limit which is stored in the
initialization parameter table. If a ficld length exceeding
the parameter is sensed, then reservation reguest gener-

‘ator 54 automatically sets the reservation bits in the

outgoeing message. The format of the outgolng message,
including reservation bits, crc bits, message traffic and
preambles are described later herein.

Modulator 52 outputs messages via the communica-
tion lines to equalizer 24 of the master unit (see FIG. I).

FIG. 111 discloses the amalog version of the master
nnit. FIG. 1 is identical to FIG. T except for the addi-
tion of the automatic gain control/squalizer tap store
function which is added to ranging receiver 32 so as to
provide operating parameters to the burst equalizer 24
and the buarst automatic gain control 26 dependent upon
the particular remote unit which is transmitting to the
master unit. Forthermore, as data is transmitted in
“bursts” from the remote unit in the analog mode, such
elements as the demodulator, age, and equalizer in the
master unit are entitled *“burst demodulators”, “burst
age”, and “burst equalizer” respectively in the master
unit. Similarly, the analog modulator in the remote unit
is entitled “burst modulator” (FIG. IV).

This is due to the fact that, in the preferred embodi-
ment, the analog mode requires a true burst mode of
operation whereas in the digital case, the burst mode
requirement is eliminated due to the presence of a con-
stant envelope baseband which includes idle codes
when data s not being transmitted.

[t should be noted here that the digital application,
for instance, one using Dataphone Digital Service, has
an inherent advantage over the analog counterpart, and
is therefore a slightly preferred embodiment, in that the
inbound traffic received at the master unit is a continu-
ous transmission. That is, either information or idle
codes are always being transmitted. There are no peri-
ods when the signal is not prasent. As a resuif, the num-
ber of overhead bits required in each remote transmis-
sion in the digital application is considerably reduced.
This combined with the high channel {0 port speed ratio
permits lower delay penalties. This resuits in a greater
efficiency in the digital system as compared with the
analog system.

The time division multiple access sequence is estab-
lished by the user. An epoch period or frame is defined
by the user. The frame is divided with respect to time
into a munber of subframes. The subframe is forther
subdivided inio slots, one for each application. There-
fore, an application has a preassigned time period (or
slot) within a subframe 10 transmit from the remote unit
to the master unit, with the possibility of a reservation
request for longer messages.

FIG. V discloses a typical subframe. A subframe is
divided into N time slois, each separated by a puard
time. Each slot contains a preamble, message bits, reser-
vation request bits, priority bits, and error detection
bits. The reservation and priority bits may be replaced
by address bits. For example, five bits wonld permit ep
to 32 drops. The address bits would be an identifier to
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the master. The master could then monitor remote
clock aceuracy, monitor drop transmmsmn events, per-
formn ranging, etc.

" Due to the number of total bits exceeding the nomber
of message bits, the aggregate burst (in the case of ana- 5

“log) or transmission (in the case of digital} rate must be
higher than the sum of the independent port rates.

As part of the installation of this device, both the
master and remote units must be initialized.

As is disclosed in FIG. V1, the first step in the initial- 19
ization of the master unit is to input the directory of
users. This is an address eniry for each host application
drop.

The next step is to input the address priority level.
This is followed by an initialization of such system pa- 15
rameters as frame period, number of time slots per sub-
frame, inbound message lengths, inbound and cutbound
transmission tates (notice that aggregate burst rate must
be higher than the sum of the independent port rates 30
as to accommuodate individual ports along with associ- 0
ated overhead), priority assignments, drop addressing
and, port speed assignments. This information is stored
in the network timing and cortrol processor.

The initialization phase of operation also includes a
ranging calculation for each combination of remote unit
(or “drop™) and application. The master unit sends a
message which makes a round-trip between the master
unit and the individual remote unit. The delay period is
stored in a library table in the network timing and con-
trol processor 12 so that the remote to master unit com-
munication is synchronized, thereby reducing guard
time required between snccessive transmissions and
increasing the efficiency of the system,

Additionally, in the case of analog apparatus, the 45
signals received by the master unit during the ranging

_ calculation are used to train the automatic gain control
26 and the equalizer 24, thereby gemerating an auto-
matic gain control/equalizer tap store function.

Finally, “set-up™ parameters are transmitted from the 4,
master bnit to the remote umnits so as to establish remote
unit transmit clock advances, priority level, and in-
bound time slot assignments for the primary and diag-
nostic channels. The remote umit verifies receipt to the
master unit.

Initialization of the remote drops is disclosed in FIG.
VII. The user inputs the address of the drop or remote
unit. The remote unit returms or “loops-back” the rang-
ing signal from the master unit. The remole uait fe-
ceives the frame period, the number of time slots per 5p
subframe, inbound message lengths, port speed and
inbound burst (digitzl) or transmission (analog) rate.

The remote unit receives set-up parameters such as
clock advance, priority level and dnbound time slot
assignment for the primary and diagnostic framing and 33
set-up information to the master unit.

A flow dlagram of the normal operatlon of the master
unit is shown in FIG. VIL

The master wnit sends 2 message to one of the remote
units. An inbound message is received from one of the &0
remote units. The address, cyclic redundancy calcula-
tion (i.e. checksum) and priority level are checked. If
any of these values are Invalid, the master unit retrans-
mits to the remote unit. If these values are valid and
there is no reservation request, the message is output to 65
the apprapriate application host port at the master end.
This process is continually repeated for each applica-
tion in each remote unit.

6

If the aforemeniioned values are valid but there is 2
reservation request, then the message is queued in the
event that there is a higher priority request or acknowl-
edged and completely received in the event that thereis
no higher pnonty request. After the complete message
is received, its address, checksum and pnonty are vali-
dated. If these values are valid, the message is output to
the host port. If the values are not valid, the initial step
of an outbound transmission from the master to the
remote is retmmed.

FIG. IX discloses the normal operation of a drop or
remote unit. The remote unit receives and buffers 2

. DTE poll response message. The remote unif computes

the ressrvation request and the CRC (cyclic redun-
dancy check or checksum) bits, The CRC bits provide
error detection for both overhead and tfransmit port
primary data bits. The remote unit transmits the first
block of data, and possibly a reservation request on the
inbound channel at a predetermined time in accordance
with the *“time advanced” (to silow for transmission
time and synchronize so as t0 reduce guard time) trans-
mit clock. This block of data includes preamble data,
reservation rcqumt priority level, delimiter and CRC
bits.

From the foregoing, it is seen that this system in-
cludes the following features:

1. The master to remote (outbound) transmission is a
constant carrier time division multiplexed bit stream in

‘which muliiple Host/FEP poll and data traffic is bit

interleaved along with master to remote neiwork timing
control and diagnostic information.

2. The master unit periodically- transmits a network
clock reading to all remotes and performs a roundtrip
delay transmission calculation (“ranging™) to each re-
mote unit. The master unit informs each remote unit of
its precise round trip value.

3. The period of the master petwork clock transmis-
sion establishes a “frame™. This frame is further seg-
mented into subframes at the remate. )

4. The remote establishes a receive clock reference (a
delayed version of the Master Network Clock) and a
transmit clock reference.

5. For analog applications, the remote sends 2 long
{rain to the master and the master irains and stores

45 aquahzauon taps and auwtomatic gain comtrol seitings

unigue to the drop. This is unnecessary for digital net-
works due to the continuous presence of traffic (either
idle codes or data).

6. The master unit preassigns time slots within the
subframes, one for each of the independent host applica-
ons.

7. Upon receiving a poll at the remote DTE,
RTS/CTS toggles and the DTE response bits are
loaded into a buffer. The remote then transorits these
bits in the assigned time slot using the tramsmit clock
reference. Therefore, contention due to inbound poll
responses from other remotes is preciuded. All inbound
transmissions contain & preambie, poll response data
bits, reservation request bits, at least one priority bit and
error detection birs. In tha case of analog networks, the
preamble is unique to the remote and enables the master
to rapidly set the equalization taps and automatic gain
control.

8. All inbound transmissions are at burst rates excesd-
ing the remote port rate.

9. The subframe tinte slot is sized for the dominant
poll response message length for the application. For
longer transmissions, the remote unit sets the reserva-
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tion bits to identify the required number of additional
time slots. The priority bit or bits define the remote’s
relative importance in reducing poli-response delays.

-The master unit clocks the received message bits to the-

expansion buffer 30 and checks the reservation and
pricrity. bits for error. If no errors are detected, the

master responds to the remote with an “authorization to .

‘transmit” command and transmits a “transmit inhibit”
command to all of the other remote units. Ezch of these
outbound transmissions are error protected so that re-
mote transmission contention is extremely unlikely. The
anthorized remote commences transmission on the next
available time slot and continues untif the message
transmission has been completed. During this period the
expansion buffer clocks data bits to the host.

10. The master unit can recognize whether a remote
clock is drifting and so inform the remote with a fast or
slow correction value. Such information can be ex-
tracted from the actual time of arrival compared with
the expected time of arrival at the master unit and the
preambie which identifies the transmitted remote.

11. Ansalysis diagnostic related information is bit in-
terleaved onto the outbound transmission. Because of

- the relatively slow poll rate of the Analysis system, the
inbound response may be assigned to time slot in every
Nth subframe. Thus, the aforemeniioned goals are
achieved. i

‘What is claimed is:

1. A communications network comprising:

a master unii;

a pluraiity of remote units communicating with said

-master unit in a multidrop configaration;
whetein each of gaid remote units execute at least one
application program, at least one of said remote
‘umiis executng at least two application programs,
said remote units receiving messages outbound
from said masier unit and responding in a time slot
assigned to each of said application programs;
said master unit inclading 2 master network timing
means with a period which is divided into a plurai-

- ity of subframes, wherein each subframe is divided

into said time slots, and each of said time slots is
uvsed as an interval in which one of said application
progtams in said one of said remote units is as-
signed to fransmit to said master unif in a time
division multiple access fashion; and

said master unit including ranging means commani-

cating with said master network timing means
wherein a transmission time between said master
unit and each of said respective remote units is
calculated and transmitted from said master unit to
each of said respective remote units, each of said
rmpecnve remote units using said transmission
time to adjust initiation of said time slots.

2 The metwork of claim 1 wherein said remote units
include a reservation request generator which activaies
a reservation request bit for requesting an additional
time interval inbound to said master unit, and wherein
said master unit includes a reservation request processor
communicating to said master network timing means,
said reservation request processor being responsive to
said reservation request bit.

3. The network of claim 2 wherein said master noit.

injtiates communication with said remotes using half
duplex polled protocols.

4, The network of claim 3 wherein communication
from saic remote units to said master unit is in the form
of modulated bursts on ar analog carrier frequency.

5, The network of claim 4 wherein communication
from said remote units is received by a burst equalizer in
series with a burst automatic gain control in said master
unit, said burst equalizer and said burst antomatic gais

20

30

35

45

€0

65

8

control being responsive to operating parametets which
are dependent upon which of said remote units is sched-
vled to transmit.

. 6. The network of claim 5 wherein said operating
parameters are calculated in an initial training period
and stored in said master unit.,

7. The network of claim 6 wherein said operating
parameters are indexed in said master unit and advanced
from said master unit to said burst equalizer and said
automatic gain control in respomse to a preamble unique

-to each of said remate units which is communicated

from said remote units t0 said master nnit.

8. The network of claim 3 wherain communic?tion
from said remote units to said master units is in digital
form.

9. The network of claim 3 wherein communication

between said remote units and said master umit is en-

coded using baseband moduilation.

10. The network of claim 3 wherein said master unit
includes a master network clock with a period which is
divided into a plurality of subframes, each correspond-
ing totransmission time for one of said remote units, and
wherein each subframe is divided into said time slots,
and each of said time slots is used as an interval in which
one of said applications programs in said one of said
remote units transmits to said master unit.

11, The network of claim 2 wherein said time slot
comprises 2 format so as to include a preamble, a pell
response data bit, said reservation request bits, at least
one priority bit and error deieciion bit.

12. The network of claim 1 wherein the master unit
includes means for calcniating clock drifts of the remote
units and issuing reset commands to correct the same
wherehy each remote unit determines its iransmit spoch
accurately, thereby minimizing guard time while main-
taining contention-free transmission to said master unit,
said means for calculating clock drifts and issuing reset
commands being in commuanication with said master
network timing means.

13. The network of claim 4 wherein said bursts occur '

at 2 burst rate which is greater than an aggregate port
rate of said remote units.

14. A method for a plurality of remote units to oper-
ate a plorality of application programs in communica-
tion with a master unit in 2 multidrop configuration,
comprising the steps of:

calculating and storing in said master unit inbound

and outbound transmission times between the mas-
ter unit and said remote units;

dividing a period of a clock in said master unitinto a

number of subframes, dividing each subframe intoa
number of slots, each corresponding to tramsmis-
sion times for one of said remote units, and assign-
ing a slot to each of said application programs in
said one of said remote units;

transmiting from said master unit to each of said

respective remote units the transmission time be-
tween said master unit and satd respective remote
unit, each of said respective remote units nsing said
transmission time to adjast initiation of said slots;
and

transmitting data from each of said remote units to

said master unit in a time division mu.ltlple aCCEess

conﬁguranon wherein each application in each

remote unit transmits du.nng said assigned sub-
frame

8. The method of claim 14 further comprising the

step of initiating communication between said master

unit and said remote units by using half-duplex polled

protocols.
B o o % %




