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IN THE UNITED STATES DISTRICT COURT
FOR THE EASTERN DISTRICT OF TEXAS S77 15 PH 2102
MARSHALL DIVISION

]
T

REMBRANDT TECHNOLOGIES, LP

Plaintift, e / /
CaseNo.Z-QD‘f\/ 74 3

JURY TRIAL DEMANDED

V.

COMCAST CORPORATION; COMCAST
CABLE COMMUNICATIONS, LLC; and
COMCAST OF PLANO, LP

Defendants.

COMPLAINT FOR PATENT INFRINGEMENT

For its complaint plaintiff Rembrandt Technologies, LP (“Rembrandt™), by and through

the undersigned attorneys, alleges as follows:

THE PARTIES

1. Plaintiff Rembrandt is a limited partnership organized under the laws of the state
of New Jersey with its principal place of business at 401 City Avenue, Suite 528, Bala Cynwyd,

PA 19004.

2. Defendant Comcast Corporation is a corporation organized under the laws of the
state of Penusylvania with its principal place of business at 1500 Market Street, Philadelphia, PA
19102. Defendant Comcast Cable Communications, LLC is an LLC organized under the laws of
Delaware with its principal place of business at 1500 Market Street, Philadelpf]ia, PA 19103.
Defendant Comcast of Plano, LP is a limited partnership organized under the laws of Delaware.

(Defendants are collectively referred to herein as “Comcast.”)
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JURISTDICTION AND VENUE

3. This is an action for patent infringement, arising under the patent laws of the

United States, 35 U.S.C. §§ 1, ef seq..

4, Subject matter jurisdiction is proper in this Court under 28 U.S.C. §§ 1331 and

1338(a).

5. Because Comcast has committed acts of patent infringement in this judicial
district, and is otherwise present or doing business in this judicial district, this Court has personal

jurisdiction over Comcast.

6. Because Comcast has committed acts of patent infringement in this judicial
district, and because Comcast provides services and does business in this judicial district and
otherwise has minimum contacts with this judicial district, venue is proper in this judicial district

under 28 U.S.C. §§ 1391(b), (c), and 1400(b).

COUNT I — INFRINGEMENT OF U.S. PATENT NO. 5,243,627

7. Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-6 of this Complaint.

8. Rembrandt is the owner of all right, tifle and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,243,627, entitled “Signal

Point Interleaving Technique” (“the ‘627 patent.”)

9. The 627 patent was duly and legally issued by the United States Patent and

Trademark Office on September 7, 1993.

10.  Comocast is the operator of cable systems throughout the United States.
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11.  Comcast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘627 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘627 patent, in this district and throughout the
United States. For example, Comeast has infringed and continues to infringe the ‘627 patent by
its receipt and retransmission over its cable television systems of digital terrestrial broadcast

signals that comply with the ATSC Digital Television Standard.

12.  Upon information and belief, Comcast will continue to infringe the ‘627 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT H — INFRINGEMENT OF U.S. PATENT NO. 5.852.631

13.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-12 of this Complaint.

14. Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,852,631, entitled
“System and Method for Establishing Link Layer Parameters Based on Physical Layer

Modulation” (*“the ‘631 patent.”)

15.  The ‘631 patent was duly and legally issued by the United States Patent and

Trademark Office on December 22, 1998,

16.  Comcast is the operator of cable systems and provider of Internet service

throughout the United States.
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17.  Comcast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘631 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the 631 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘631 patent by

its provision of high speed internet service to its customers, including cable subscribers.

18,  Upon information and belief, Comcast will continue to infringe the ‘631 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT III — INFRINGEMENT OF U.S. PATENT NO. 5,719,858

19.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-18 of this Complaint.

20. Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 5,719,858, entitled “Time-
Division Multiple-Access Method for Packet Transmission on Shared Synchronous Serial

Busses” (“the ‘858 patent.”)

21.  The ‘858 patent was duly and legally issued by the United States Patent and

Trademark Office on February 17, 1998.

22, Comcast is the operator of cable systems and provider of Internet service

throughout the United States.
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23. Comecast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘858 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘858 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘858 patent by
its provision of high speed internet services, including such services as Voice over IP (VoIP)

services, to its customers, including cable subscribers.

24,  Upon information and belief, Comcast will continue to infringe the ‘858 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

COUNT 1V — INFRINGEMENT OF U.S. PATENT NO. 4,937.819

25.  Rembrandt realleges and incorporates herein by reference the allegations stated in

paragraphs 1-24 of this Complaint.

26.  Rembrandt is the owner of all right, title and interest, including the right to sue,
enforce and recover damages for all infringements, in U.S. Patent No. 4,937,819, entitled “Time

Orthogonal Mutiple Virtual DCE for Use in Analog and Digital Networks™ (“the ‘819 patent.”)

27. The ‘819 patent was duly and legally issued by the United States Patent and

Trademark Office on June 26, 1990,

28.  Comcast is the operator of cable systems and provider of Internet service

throughout the United States.
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29.  Comecast has directly or indirectly infringed, and is continuing to directly or
indirectly infringe, the ‘819 patent by practicing or causing others to practice (by inducement and
contributorily) the inventions claimed in the ‘819 patent, in this district and throughout the
United States. For example, Comcast has infringed and continues to infringe the ‘819 patent by
its provision of high speed internet services, including services such as Voice over IP (VoIP)

services, to its customers, including cable subscribers.

30.  Upon information and belief, Comcast will continue to infringe the ‘819 patent
unless enjoined by this Court. Upon information and belief, such infringement has been, and
will continue to be, willful, making this an exceptional case and entitling Rembrandt to increased

damages and reasonable attorneys’ fees pursuant to 35 U.S.C. §§ 284 and 285.

PRAYER FOR RELIEF

WHEREFORE, Rembrandt prays that it have judgment against Comcast for the
following:

(1} A decree that Comcast has infringed the patents-in-suit;

(2) A permanent injunction enjoining and restraining Comcast and its agents,
servants, employees, affiliates, divisions, and subsidiaries, and those in association with it, from
making, using, offering to sell, selling, and importing into the United States any product, or
using, offering to sell, or selling any service, which falls within the scope of any claim of the
patents-in-suit;

3 An award of damages;

4 An award of increased damages pursuant to 35 U.S.C. § 284;

(5) An award of all costs of this acticn, including attorneys' fees and interest; and

(6) Such other and further relicf, at law or in equity, to which Rembrandt 1s

justly entitled.
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JURY DEMAND

Rembrandt hereby demands a jury trial on all issues appropriately triable by a jury.

Dated: September 16, 2005

Of COUNSEL:

Frank E. Scherkenbach
Lawrence K. Kolodney

FISH & RICHARDSON, P.C.

225 Franklin Street
Boston, Massachusetts 02110
Tel: 617-542-5070
Fax: 617-542-8906

Alan D. Albright
/State Bar # 00973650

FISH & RICHARDSON, P.C.

One Congress Plaza
4th Floor

111 Congress Avenue
Austin, Texas 78701
Tel: 512-391-4930
Fax: 512-391-6837

Respectfully submitted,

Otis Carroll, Attorney-in-Charge

State Bar No. 03895700

Wesley Hill

State Bar No. 24032294

IRELAND, CARROLL & KELLEY, P.C.
6101 S. Broadway, Suite 500

Tyler, Texas 75703

Tel: (903) 561-1600

Fax: (903) 581-1071

Email: fedservi@icklaw.com




Case R AR RBRMT RGeS Sdme i £ OO BRE 0o 58T OPBGEE 86?040

Timothy Devlin

FISH & RICHARDSON, P.C.
919 N. Market Street, Suite 1100
P.O.Box 1114

Wilmington, Delaware 19899
Tel: 302-652-5070

Fax: 302-652-0607

Franklin Jones, Jr.

State Bar No. 000000535

JONES & JONES, INC., P.C.

201 West Houston Street, Drawer 1249
Marshall, Texas 75671-1249

Tel903) 938-4395

Fax®903) 938-3360

S. Calvin Capshaw, III

State Bar No. 03783900
BROWN MCCARROLL, L.L.P.
1127 Judson Road, Suite 220

P. O. Box 3999

Longview, Texas 75601-5157
Tel: (903) 236-9800

Fax: (903) 236-8787

Robert M. Parker

State Bar No. 15498000

100 E. Ferguson, Suite 1114
Tyler, Texas 75702

Tel: (903) 533-9288

Fax: (903) 533-9687

Attorneys for Plaintiff
REMBRANDT TECHNOLOGIES, LP.
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1
SIGNAL POINT INTERLEAVING TECHNIQUE

BACKGROUND OF THE INVENTION

The presen: invention relates to the transmission of
digital data over band-limited channels.

Over the years, the requirements of modern-day digi-
tal data transmission over band-limited channels—such
as voiceband telephone channels-—have resulted in a
push for higher and higher bit rates. This push hasled to
the development and introduction of such innovations
as adaptive equalization, multi-dimensional signal con-
stellations, echo cancellation (for two-wire applica-
tions), and treliis coding. Today, the data rates achieved
using these and other techniques are beginning to ap-
proach the theoretical limits of the channel.

¥t has been found that various channel impairments,
whose effects on the achievable bit rate were relatively
minor compared to, say, additive white (aussian noise
and linear distortion, have now bscome of greater con-
cem. These include suck impairments as nonlinear dis-
tortion and residual (i.e., uncompensated-for} phasc
jitter. Such impairments are particularly irksome in
systems which use- trellis coding. Indeed, it has been
found that the theoretical improvement in Gaussian
noise immunity promised by at least some trellis codesis
not realized in real-world applications where these im-
pairments are manifest. The principal reason this is so
appears to be that the noise components introduced into
the received signal samples are such as to worsen the
effectiveness of the Viterbi decoder used in the receiver
to recover the transmitted data.

.S, Pat. No. 4,677,625, issued Jun, 30, 1987 10 Beuts
et al, teaches a method and arrangement in which,
through the use of a distributed treilis encoder/Viterbi
decoder, the effects of many of these impairments can
be reduced. The invention in the Betis et al patent rec-
ognizes that a part of the reason that the performance of
the Viterbi decoder is degraded by these impairments is
the fact that the noise components of channe! symbols
which clasely follow one another in the transmission
channe] are highly correlated for many types of impair-
ments. And it is that correlation which worsens the
effect that these impairments have on the Viterbi de-
coder. Among the impairments whose noise is corre-
lated in this way are impuise noise, phase “hits” and
gain “hits.” All of these typically extend over a number
of adjacent channel-symbaols in the channel, and thus all
result in channel symbol noise components which are
highly correlated. The well-known noise enhancement
characteristics of linear equalizers also induce corre-
lated noise in adjacent channel symbols, as does uncom-
pensated-for phase jitter. Also, the occurrence of one of
the relatively high power pomts of the signal constella-
tion can, in pulse code modulation (PCM) systems, for
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example, give rise to noise on adjacent channel symbols

which, again, is correlated.

‘The Betts ef al patent addresses this issue by distribui-
ing the outgoing data to a plurality of trellis encoders in
round-robin fashion and interleaving the trellis encoder
outputs on the transmission channel. In the receiver, the
stream of received interleaved channel symbols is cor-
respondingly distributed to a plurality of trellis decod-
ers. Since the successive pairs of channel symbols ap-
plied to a particular trellis decoder are separated from
one another as they traverse the channel, the correla-
tion of the noise components of these channel symbol

60

2

pairs is reduced from what it would have otherwise
been.

SUMMARY OF THE INVENTION
In accordance with the present invention, it has been

“realized that the Viterbi decoder performance in a data

communication system using 2N-dimensional channel
symbols can be further enhanced by an interleaving
technique which uses, in combination, a) the aferemen-
tioned distributed trellis encoder/Viterbi decoder tech-
nigue and b) a signal point interieaving technique which
causes the constituent signal points of the channel sym-
bols 1o be non-zdjacent as they traverse the channel.

In preferred embodiments of the invention, the inter-
leaving is carried out in such a way that every N*# signal
point in the signal point stream traversing the channe] is
the N signal point of a respective one of the channel
symbols. This criterion enhances the accuracy with
which the phase tracking loop in the receiver performs
its function.

Also in preferred embodiments, we have found that
the use of three parallel trellis encoders in conjunction
with a signal point interleaving regime in which the
signal points of each channel symbol are separated from
one another by three signaling intervals (bauds) pro-
vides an optimum or near-optimum tradeoff berween
signal point/channel symbol separation and the decod-
ing delay that is caused by the interleaving.

BRIEF DESCRIPTION OF THE DRAWING

In the drawing,

FIG. 1is 2 block diagram of the transmitter section of
a prior art modem;

FIG. 2 is shows a signal constelladon used by the
transmitter of FIG. 1;

FIG. 3 is a block diagram of the transmitter section of
a modem employing four-dimensional channel symbols
and embodying the principles of the invention;

FIG. 4 is a block diagram of the receiver section of a
modem embodying the principles of the invention
which processes the received four-dimensional channel
symbols generated by the transmitter of FIG. 3;

FIG. 5is a signa point timing/sequencing chart help-
ful in explaining the principles of the present invention;

FIG. 6 is a signal point interleaver which can be used
in the transmitter of FIG. 3 to interleave the signal
points of sight-dimensional channel symbois; and

FIG. 7 is a signal point deinterleaver which can be
used in the receiver of FIG. 4 to deinterleave the signal
points of eight-dimensional channel symbols.

DETAILED DESCRIPTION

FIG. 1 depicts the transmitter section of a prior art
modem employing a 2N-dimensional signaling scheme,
NZ1. The modem receives input information in the
form of a serial bit stream from data terminal equipment
(DTE) 11i—illustratively a host computer. That bit
stream is then scrambled, or randomized, by randomizer
113 whose output bits are provided in serial form to
serial-ta-paralle] (§/P) converter 115.

Serial-to-parallel converter 115, in turn, provides,
during each of a succession of symbol intervals (com-
prised of N baud intervals), some predetermined num-
ber of parallel bits on lead 109 and some number of
parallel bits on lead 108. (It will be appreciated that
whenever bits are provided in parallel in the modem,
separate leads are required to carry each of the bits.)
The bits on jead 109 are applied to trellis encoder 1194,

et T4 OV ERL oo RS Of $:§899'BrEs>340
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3
and are referred o as the “trellis bits.” The bits on lead
108 are appilied to modulus coaverter 116, and are re-
ferred to as the “uncoded bits.”

To better understand how trellis encoder 119a and
modulus converter 116 work, reference is made to FIG.
2, which shows the two-dimensional signal constella-
tior: that forms the basis of the 2N-dimensional signaling
scheme illustratively used by the modem. This constel-
lation is comprised of 32 signal points, which are di-

4

Those two signal points are thereupon communicated

_ over the charinel by QAM encoder 124 and modulator

vided into four subsets, A through D, each comprised of 10

eight signal- points, The eight points of subset A zre

- explicitly labeled as Agthrough As. It may be noted that
subsets C, B and D can be arrived at by clockwise rota-
tion of subset A by 90, 180 and 270 degrees, respec-
tively. (Conventional differential encoding circuitry

_ within trellis encoder 119 exploits this symmetry.) For
reference, a single signal point of each of those subsets
is also shown on FIG. 2.

Ceonsider, first, the case of N=1, i.e., a two-dimen-
sionat signaling scheme. In this case, one treilis bit on
Jead 109 would be expanded to two bits by trellis en-
coder 119a on lead 121. The four possible values of
those three bits 08, 01, 10, and 11 identify subsets A, B,
€ and D, respectively. The sucgessive 2-bit words on
iead 121 are represented as @, n=0,1,2. .., where n is
an index that advances at the baud rate. At the same
1ime, three paralle] bits would be provided on lead 108.
These are converted by modulus converter 118 into an
index having a value within the range (decimal) 010 7.
The index vaiue, represented in binary form on Jead
117, selects a particular signal point from the subset
identified on lead 121. Thus if lead 121 carries the two
bits 00 while lead 117 carries the three bits 001, then
signal point A; of the FIG. 2 constellation has been
selected. The words on leads 117 and 121 are appiied to
QAM encoder 124 which generaies, on lead 125, values
representing the 1 (in-phase) and Q (quadrature-phase)
components of signal point A;. The signal point gener-
ated on lead 125 in the nt® baud interval is denoted X2,
which is passed on 10 modulator 128 to generate a pass-
band line signal which is applied to the communication
channel. The superscript, «, indicates that the trellis
encoder that was used to identify the subset for any
particular signal point was trellis encoder 119a. That is,
of course, a trivial notation as far as FIG. 1 goes inas-
much as trellis encoder 119a is the only trellis encoder
in-the modem. However, it is useful to introduce this
notation because more than one trellis encoder stage is
used in preferred embodiments of medems incorporat-
ing the principles of the present invention as shown in
later FIGS.

In the case of N1, the operation s similar. Now,
however, the words on lead 109 are used by irellis en-
coder 119a to sequentially identify on lead 12IN sub-
sets, while the words on lead 108 are used to generate N
corresponding index values on lead 117. The N signal
points identified in this way are the component signal
points of 2 2N-dimensional channel symbol, the first
such symbol being comprised of the signal points Xg%, .
.. X(w—~1©. For example, 2 modem in which the trans-
mitter of FIG. 1 could be used may be a 14,400 bit per
second modem wusing four-dimensional coding (i.e.,
N=2} and a baud rate of 3200, In this case, nine bits
from S/P converter 115 are used for each four-dimen-
sional symbol. Specifically, three parallel bits on lead
109 are expanded into four bits on lead 121 to identify a
pair of subsets while six bits on lead 108 are used to
sclect particular signal points from those two subsets.
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128 as described above.

Note that, implementationally, the 2N-dimensional
channel symbol is generated by having the trellis en-
coder identify, interdependently, N subsets of the two-
dimensional constellation of FiG. 2, then select a two-
dimensional signal point from each of the subsets thus
identified. The concatenation of the N two-dimensional
signal points thus selected s the desired 2N-dimensional
channel symbol. This process, however, can be under-
stood as involving the direct selection of a2 2N-dimen-
sional channel symbol. Viewed in this context, the set of
all possible combinations of N of the two-dimensional
subsets identified by N successive trellis encoder oui-
puts can be understood to be a sef of 2N-dimensional
subsets of a 2N-dimensional constellation, the latter
being comprised of all possible combinations of N of the
signal pomts of the two-dimensional constellation. A
succession of N outputs from the trellis encoder identi-
fies a particular one of the 2N-dimensional subsets and a
succession of N oputputs from the modulus converter
selects a particular 2N-gimensional signal point from
the identified 2N-dimensional subset.

Modulus converter 116 is ilustratively of the type
disclosed in co-pending, commonly-assigned U.S. pa-
tent application Ser. No. 588,638 filed Sep. 26, 1990 and
allowed on May 21, 1991, hereby incorporated by refer-
ence. Modulus converter 116 provides the modem with
the ability to support data transmission at various differ-
ent bit rates. Assume, for example, that the rate at which
bits are provided by DTE 111 decreases. The serial-to-
parallel converter will continue to provide its outputs
on leads 108 and 109 at the same baud rate as before.
However, the upper limit of the range of index values
that are provided by modules converter 116 on lead 117
will be reduced, so that, effectively, each of the four
subsets A through D, instead of having eight signal
pomnts, will have some smaller number. Conversely if
the rate at which bits are provided by DTE 111 should
increase over that originally assumed, the upper limit of
the range of index values, and thus the number of paral-
lel bits, that appear on lead 117 will be increased beyond
¢ight and the constellation itself will be expanded to
accommodate the larger number of signal points thus
being selected. As an alternative to wsing a modulus
converter, fractional bit rates can be supported using,
for example, the technique disclosed in L. Wei, *Trellis-
Coded Modulation with Multidimensional Constella-
tions,” JEEE Trans. on Communication Theorp, Vol.
IT-33, No. 4, July 1987, pp. 483-301.

Turning now to FIG. 3, the transmitter portion of a
modem embodying the principles of the invention is
shown. This embodiment ilustratively -uses the afore-
mentioned four-dimensional, ie, N=2, signaling
scheme. Many of the components are similar to those
shown in FIG. 1. Thus, in particnlar, the transmitter of,
FIG. 3—which receives its input information in the
form of a stream of input bits from DTE 311—includes
randomizer 313, which suppliss its output, on lead 314,
to /P converter 315. The Iatter outputs uncoded bits to
modulus converter 316, The transmitter further in-
ciudes four-dimensional QAM encoder 324 and modu-
lator 328. The trellis bits, on lead 309, are provided not
to a standard single trellis encoder, but to a distributed
trellis encoder comprised of three treflis encoder stages:
trellis encoder stage 319q, trellis encoder stage 3198,
and 1rellis encoder stage 319y.
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Such a distributed trellis encoder, which is described
in the aforementioned Betts et al patent, generaies a
plurality of streams of treliis encoded channel symbols
in response to respective portions of the input informa-
tion. Specifically, a three-bit word on lead 369 is sup-
plied to trellis encoder stage 319a. The next three-bit
word on lead 309 is supplied to trellis encoder stage
-3198. The next three-bit word is supplied to trellis en-
coder stage 319, and then back to trellis encoder stage
319a. This distribution of the treliis bits to the various
treflis encoder stages is performed by switching circuit
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331 operating under the control of symbol clock 325. .

The initial data word outputs of the trellis encoders are
subset identifiers ap and a; for encoder stage 319a, 5;
and 3 for encoder stage 3198, and y4 and ¥s for en-
coder stage 319y, followed by as and a- for encoder
stage 318a, and so forth. These are supplied to four-di-
mensional QAM encoder 324 by switching circuit
337—also operating under the control of symbol clock
~ 325—on lead 338 through a one-symbol delay 364 and
lead 363, in order to compensate for a one-symbol delay
caused by modulus converter 316. Thus, the stream of
subset identifiers on lead 338 is ag, a1, 82, 83, ¥4, 75 06
. . Using the notation introduced above, then, the
output of encoder 324 on lead 325 is the stream of signal
points X¢2, X;%, Xz8, X348, 347, Xs7, Xeo. .., which is
comprised of three interleaved stredms of trellis en-
coded channel symbols, these streams being Xo®, X719,
Xeo, Xg2, X129, .. X08, X358, X8, Xof, X145, .. ; and
X47, Xsv, X1ov, Xn1¥, Xj¢¥ . . . . These, In turn, are
supplied, in accordance with the invention, to signal
point interleaver 341 which applies aliernate ones of the
“signal points applied thereto to lead 3412-—which stgnal
points appear immediately at the interleaver output on
lead 342—and to one-symbol (Z—1) delay element 3411,

which appear on lead 342 after being delayed therein by

one symbol interval. The resulting interleaved stream of
treliis encoded signal points is X2, X 17, X28, X9,
A7, X3P, Xe®, Xs7, XeB, X7, Xqp7, XoB . . . (the signal
point X _ 1Y being, of course, the signal point applied to
interleaver 341 just zhead of signal point Xo2).

A discussion and explanation of how the interleaving
just described is advantageous is set forth hereinbelow,
In order to fully set the stage for that explanation, how-

Jever, it will be first useful to consider the receiver sec-
tion of a modem which receives the interleaved signal
point stream.

Thus referring to FIG. 4, the lire signal transmitted
by the transmitter of FIG. 3 is received from the chan-
nel ang applied 10 demodulator/equalizer 455 which, in
conventional fashion—including an input from phase
tracking loop 457—generates a stream of outputs on
lead 456 representing the demodulator/equalizer’s best
approximation of the values of the I and Q components
of the signal points of the transmitted interleaved signal
point stream. These outputs are referred to herein asthe
“received signal points.” (Due to distortion and other
channel impairments that the demodulator/equalizer is
not able to compensate for, the | and Q components of
the received signal points, instead of having exact inte-
ger values, can have any value. Thus a transmitted
signal point having ccordinates (3, —5) may be output
by the demodulator/equalizer as the received signal
point (2.945, —5.001).) The stream of received signal
points on lead 456 is denoted Xo%, X-}'?’ 38, Ko, Xo,
X8, Ko, Xsv, Kb, Koo, Xy, Xo8

The successive received signal pomts are deinter-
leaved in signal poiat deinterleaver 441, which provides
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the opposite function 1o interleaver 341 in the transmit-
ter. The ouiput of deinterleaver 441 on lead 442 is thus
X, Ko, Xo8, X8, Ryv, K57, Xeo, . . ., ete. (Although
not explicitly shown in the drawing, the same well-
kaown techmiques used in modems of this general kind
to identify within the stream of received signal points
the boundaries between successive symbols is used to
synchronize the operation of signal point deinterleaver
441 to ensure that received signal points Xo2, X285, X47

. are applied to delay element 4411 while received
s:gual points X2, X38, Xs7 . . . are applied to lead 4412.)

The received signal points on lead 442 are then dis-
tributed by switching circuit 431 under the control of
symbol clock 425 to a distributed Viterbi decoder com-
prised of 4D Viterbi decoder stages 419, 4198 and
419y, Specifically, received signal points Xo® and X,=
are applied to_decoder stage 419a; received signal
points X8 and X38 are applied to decoder stage 4194
and received signal points X4 and Xs¥ are applied to
decoder stage 419y. The outputs of the three decoder
siages are then combined into a serial stream on lead 438
by switching circuit 437, also operating under the con-
trol of symbol clock 425. Those outputs, representing
decisions as to the valpes of the trapsmifted signal
points, are denoted Xo, X1, X2, X3, X4, Xs, X5, .. ., the
a, A and ¥ superscripts-no longer being needed.

In conventional fashion, the bits that represent each
of the decisions on lead 438 can be divided into bits that
represent a) the trellis bits that appeared on transmitter
lead 309 and b) the index values that appeared on irans-
mitter lead 317. Fhose two groups of bits are provided
in the receiver on leads 461 and 462, respectively. The
latter group of bits are deconverted by modulus decon--
verter 416 (also disclosed in the aforementioned 658
pateni application) back 1o uncoded bit values on lead
414. The operation of the modulus deconverter imparts
a one-symbol delay to the bits on lead 414, Accordingly,
the bits on lead 461 are caused to be delayed by one
symbol by delay element 464. The resulting combined
bits on lead 415 thus represent the stream of bits that
appeared at the output of randomizer 313 in the trans-
mitter. These are derandomized in the receiver by
derandomizer 413 and the resulting derandomized bit
stream is applied to DTE 411 which may be, for exam-
ple, a computer terminal.

Referring to FIG. 5, one can see the improvement
that is achieved by the present invention.

Line I shows the stream of output signal points gener-
ated and launched into the channel using one stage of
trellis encoding and no signal point interleaving. This is,
of course, the prior art arrangement shows in FIG. 1.
Line II shows the effect of providing a three-stage dis-
tributed trellis encoder but still no signal point inter-
leaving. This is the arrangement shown in the aforemen-
tioned Betis et al patent. Note that the signal points of
each channel symbol operated on by a particular trellis
encoder stage are adjacent in the output signal point
stream. For example, the second signal point of the
symbol Xp= Xi2—namely signal point X;¢—is sepa-
rated by five baud intervals from the first {closer) signal
point of the symbol X¢* X79—namely signal point X2
As noted earlier, such separation is advantageous be-
cause the chanmel symbols which are processed one
afier the other in a particalar Viterbi decoder stage
have noise components which are not highly corre-
lated.

Note, however, that the individual signal points of
each channel symbo], e.g.,, Xo® and X9, are adjacent to
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one another as they pass through the channel; and since
all the signal points of a channel symbol must be pro-
cessed serially in the same Viterbi decoder stage, this
means that the Viterbi decoder must process adjacent
. signal points that have highly correlated noise compo-
nents. )

It is to this end that signal point interleaver 341 is
included within the transmitter in accordance with the
invention. Firstly, it may be noted from Line III that
using the signal point interleaver without the distributed
trellis encoder--an arrangement not depicted in the
drawing—will, advantageously, cause the signal points
from the same channel symbol to be non-adjacent.
Moreover, there is further advantage in that a pair of
channel symbols processed serially by Viterbi decoder
stage 419c traverses the channel separated by five band
intervals rather than three, thercby providing greater
decorrelation of the noise components thereof. Com-
pare; for example, the span of baud -intervals occupied
by signal points X% and X2, X% and X32in Line ! and
the span of baud intervals occupied by the same signal
points in Line III. Disadvantageously, howevet, the use
of a single trellis encoding stage brings back the prob-
lem that the distributed trellis encoder solves, as de-
scribed above. Thus, for example, although signal
points Xp and X2, which are from the same channel
symbol, are separated from one another when travers-
ing the chantel, we find that, disadvantageously, signal
points X3¢ and Xy¢, which are signal points from two
different channel symbols which will be processed seri-
ally by the Viterbi decoder, traverse the channel adja-
cent to one ancther.

Line 1V shows that using the signal point interleaver
with a two-stage trellis encoder-—also an arrangement
not depicted in the drawing—provides some improve-
meent. Firstly, it may be noted that, as in Line III, signal
points from the same channel symbol remain separated
by three baud intervals. Additionally, pairs of channet
symbaols processed sequentially by a given Viterhbi de-
coder stage—such as the channel symbols comprised of
signal points Xo® and X%, X:® and Xs%—are still non-
adjacent and, indeed, are now separated by seven baud
intervals, which is even greater than the separation of
five baud intervals provided in Line III. Moreover,
certain signal points that traverse the channel adjacent
to one another and which are from channel symbols
which would have been decoded sequentially in the
one-trellis-encoding-stage case are, in the two-trellis-
encoding-stage case of Line IV, processed by different
“Viterbi decoding stages. Signal points X8 and X2 are
such 2 pair of signal points. Note, however, that, disad-
vantageously, sigral points X1% and X4® traverse the
channe] serially, and are from channel symbols which
are serially processed by the “a” Viterbi decoder stage.

Referring, however, to Line V, which depicts the
stream of signal points output by the transmitter of F1G.
3, it will be seen that, in accordance with the invention,
there is still a non-adjacency—indeed, a separation of at
least three baud intervals—-batween a) the signzl points
which beiong to any particuler channel symbol {and
which, therefore, are processed serially by a particular
Viterbi decoder stage} and b) the signal points which
belong to channel symbols which are processed serially
by a Viterbi decoder stage. Thus, for example, signal
points X12 and XY are now processed by different
Viterbi decoder stages. Moreover, pairs of channel
symbols processed seguentially by a given Viterbi de-
coder stage—such as the channel symbols comprised of
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- signal points Xo® and X%, X¢® and Xs%—are now sepa-
rated by none band intervals.

Using more than three trellis encoder stagcs in the
distributed trellis encoder and/or a signal point inter-
leaver that separates signal points from the same chan-
nel symbol by more than three baud intervals would
provide even greater separation and could, therefore,
potentially provide even greater improvemeni in
Viterbi decoding. However, such improvement comes
at a price—that price being increased decoding delay—-
particularly as the number of trellis encoders is in-
creased beyond three. An enginecring trade-off can be
made, as suits any particnlar apphication.

Moreover, it is desirable for the signal point inter-
leaver to provide a sequence in which every N/ signal
point in the interfeaved signal point stream is the Nt
signal point of a channel symbol. {The reason this is
desirable is described in detail hereinbelow.) In the case
of an N=2, four-dimensional signaling scheme, this
means that every second, that is “every other,” signal
point in the interleaved stream is the second signal point
of the channel symbol from which it comes. In the case
of an N=4, eight-dimensional signaling scheme, this
means that every fourth signal point in the interleaved
strezm is the fourth signal point of the channel symbol
from which it comes.- Indeed, this criterion is in fact
satisfied in the embodiment of FIG. 3. Note that each
one of signal points Xo%, X28, X47, X¢% . . ., which
appear as every other signal point in the interleaved
stream, is the second signal point of one of the four-di-
mensional channel symbols. Note that not all rearrange-
ments of the signal points will, in fact, satisfy this crite-
rion, such as, if the two signal points of a channei sym-
bol are separated by twe, rather than three, baud inter-
vals.

Satisfying the above criterion is advantageous be-
cause it enhances the accuracy with which phase track-
ing loop 457 performs its function. This is so because the
arrival of an N signal point of a2 giver symbol means
that all the signal points comprising that channel symbol
have arrived. This, in turn, makes it possible to form a
decision as to the identity of that channel symbol by
wsing the minimum accumulated path metric in the
Viterbi decoder stages. (Those decisions are fed back to
the tracking loop by decoder stages 41%a, 4198 419y on
leads 494, 495 and 496, respectively, via switching cir-
cuit 456.) Without having received all of the signal
points of 2 channel symbol, one cannot take advantage
of the accumulated path metric information but, rather,
must rely on the so-called raw sliced values, which is
less accurate. By having every N** signal point in the
interieaved stream be the N signal point of a channel
symbol; we are guaranteed that the time between adja-
cent such path metric “decisions” supplied to the phase
tracking loop is, advantageously, never more than N
baud intervals.

The foregeing merely illustrates the pnncnples of the
invention. Thus zlthough the fllustrative embodiment
utilizes a four-dimensional signaling scheme, the inven-
tion can be used with signaling schemes of any dimen-
sionality. In the general, 2N-dimensional, case each
stage of the distributed trellis encoder would provide N
two-dimensional subset identifiers to switching circuit
337 before the latier moves on to the next stage, And, of
course, each stage of the distributed Viterbi decoder
would receive N successive received signal points. The
distributed 1rellis encoder and distributed Viterbi de-
coder can, however, continue to include three trellis
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encoders and still maintain, independent of the value of
N, a separation of three baud intervels in the channel
between signal points that are from channel symbols
" that are adjacent in the treliis encoder. If a greater sepa-
ration of such signal points is desired, more stages can
be added to the distributed trellis encoder/Viterbi de-
coder, just as was noted above for the four-dimensional
case. However, when dealing with 2N-dimensional
signaling where N>2, it is necessary to add additional
delay elements to the signal point interleaver/deinter-
leaver in order to maintain a three-baud-intervat separa-
. tion among the signal points from any given channel
symbol.

Consider, for example, the case of N=4, i.¢e., an eight-
dimensional case. Looking again at FIG. 3, the three
(8D) stages of the distributed trellis encoder would
generate the three streams of subset identifiers ap o oz
azcnz- - ., BaBs Be Brfs. .. and yg Yo y10 Y Y20-

., respectively. This would lead to the following
stream of signal points of eight-dimensional trellis en-
coded channel symbols at the output of the QAM en-
coder on lead 325: Xo X1 X2 X32 X8 Xs8 X8 X8
Xg7r Xo¥Xo¥ X117 X322 . . . Signal point interleaving
could be carried ouf by substititing signal point inter-
leaver 641 of FIG. 6 for interleaver 341. Interleaver
641, in addition to direct connection 6414, includes
cne-, two-, and three-symbol delay elements 6413, 6412
and 6411, respectively.

The signal points on lead 325, after passing through
interleaver 641, would appear on lead 342 in the follow-
ing order: Xo® X 37 X_ B X_ o0 XoB XjaX_¥X 58
Xs¥ X8 Xa2 X197 X127 Xo¥ Xef X3= X% Xia® Xyo¥
X8 .. where signal points with negative subscripts are,
of course, signal points that arrived before signal point
Xp@ and were 2lready stored in the delay elements 6411,
6412 and 6413. Examination of this signal point stream
will reveal that there is either a three- or five-baud
separation between signal points of channel symbols
that are processed sequentially by the same treflis en-
coder stage, e.g., X3® and X;;7; that adjacent signal
points of any one channel symbol, e.g., Xg2 and X, are
separated by five band intervals; and that the four signal
points comprising any particular one channel symbol
are separated by fifteen baud intervals.

FIG. 7 shows the structure of a deinterisaver 741 that
could be used in the receiver of FIG. 4 in place of dein-
terieaver 441 in order to restore the signal points of the
eight-dimensional channel symbols to their original
order. This structure, which is the inverse of interleaver
641, includes delay stages 7411, 7412 and 7413, as well
as direct connection 7414.

It will be appreciated thai, although various compo-
nents of the modem transmitter and receiver are dis-
closed herein for pedagogic clarity as discrete func-
tional elements and indeed--in the case of the various
switching circuits—as mechanical eletnents, those
skilled in the art will recognize that the function of any
one or more of those elements conld be implemented
with any appropriate available technology, including
one or mors appropriately programmed processors,
digital signal processing (DSP) chips, etc. For example,
multiple trellis encoders and decoders can be realized
psing a single program routine which, through the
mechanism of indirect addressing of mmltiple arrays
within memory, serves to provide the function of each
of the multiple devices.

1t will thus be appreciated that those skilled in the art
will be able to devise numerous arrangements which,
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although not explicitly shown or described herein, em-
body the principles of the invention and are w:thm its
spirit and scope.

We claim:

L. Apparatus for forming a siream of trellis encoded
signal points in response 10 input information, said appa-
1ates comprising

means for generating a plurality of streams of trellis

encoded channel symbeols in response io respeciive
portions of said input information, each of said
channel symbols being comprised of a plurality of
signal points, and

means for interleaving the signal points of sald gener-

ated channel symbols to form seid stream of trellis

"encoded signal points, said- interleaving being car-
ried out in such a way that the signal points of each
channel symbol are non-adjacent in said stream of
trellis encoded signal points and such that the sig-
nal points of adjacent symbols in any one of sazid
channel symbol streams are non-adjatent in said
stream of trellis encoded signal points.

2. The apparatus of claim 1 wherein said means for
generating generates three of said streams of trellis en-
coded channel symbols, and wherein said means for
interleaving causes there to be interleaved between
each of the signal points of each channel symbol at least
two signal points from other channel symbels of said
streams of trellis encoded channel symbols.

3. The apparatus of claim 1 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving canses every
N signal point in said interleaved signal point stream to
be the N signal point of a respective one of said chan-
nel symbols.

4. The apparztus of claim 2 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
N#signal point in said interleaved signal point stream 10
be the N signal point of a respective one of said chan-
nel symbols.

5. A modem comprising

means for receiving a stream of input bits,

neans for dividing said stream of input bits into a

stream of uncoded bits and a plurality of streams of
trellis bits, ]
means for independently trellis encoding each of said
plurality of streams of treflis bits to generate re-
spective streams of data words each identifying one
of a plurality of predetermined subsets of the chan-
nel symbols of 2 predetermined 2N-dimensional
constellation, N being an integer greater than
unity, each of said channel symbols being com-
-prised of a plurality of signal points,

means for selecting an individual channel symbol
from each identified subset in response to said
stream of uncoded bits to form a stream of channel
symbols, and

means for generating a stream of output signal points,

said signal point stream being comprised of the
signal points of the selected channel symbols, the
signal points of said signal point stream being se-
quenced in such a way that signal points that are
either a) part of the same channel symbol, or b) part
of channel symbols that are adjacent to one another
in said channel symbol stream, are separated in said
output stream by at least one other signal point.

6. The apparatus of claim 5 wherein said ireliis encod-
ing means includes a plurality of trellis encoder stage
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means for trellis encoding respective ones of said  the N# signal point of a respective one of said channel
streams of trellis bits. symbols.

7. The apparatus of claim § wherein said means for
selecting includes means for modulus converting said
stream of uncoded bits.

8. The apparatus of claim 5 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for generating causes every N#
signal point in said stream of output signal points to be
the N signal point of a respective one of said channel
symbois.

9. Receiver apparatus for recovering information
from a received stream of trellis encoded signal points,
said signal points having been transmitted io said re-
ceiver apparatus by transmitter apparatus which gener-
ates said signal points by generating a plurality of
streams of trellis encoded channel symbols in response
1o respective portions of said information, each of said
channel symbols being comprised of a plurzlity of signal
points, and by interleaving the signal points of said
generated channet symbols to form said stream of trellis
encoded signal points, said interleaving being carried
out in such a way that the signal points of each channel
symbol are non-adjacent in said stream of trellis en-
coded signal points and such that the signal points of
adjacent symbols in any one of said channel symbol
streams are non-adjacent in said stream of trellis en-
coded signal points,

said receiver apparatus comprising

means for deinterleaving the interleaved signal points

to recover said plurality of streams of trellis en-
coded channel symbols, and

a distributed Viterbi decoder for recovering said

information from the deinterieaved signal points.

10. The apparatus of claim 9 further comprising

a phase tracking loop, and '

means for-adapting the operation of said phase track-

ing loop in response 1o minimum accummulated path
metrics in said distributed Viterbi decoder.

11. A method for forming z stream of trellis encoded
signal points in response to imput information, said
method comprising the steps of

generating a plurality of streams of trellis encoded

channel symbols in response to respective portions
of said input information, each of said channel
symbols being comprised of a plurality of signal
peints, and

interleaving the signal points of said generated chan-

nel symbols to form said stream of trellis encoded
signal points, said interleaving being carried out in
such a way that the signal points of each channel
symbol are non-adjacent in said stream of trellis
encoded signal points and such that the signal
points of adjacent symbols in any one of said chan-
nel symbol streams are non-adjacent in said stream
of trellis encoded signal points.

12. The method of claim 11 wherein said generating
step generates three of said sireams of trellis encoded
channel symbols, and wherein said interleaving step
causes there 1o be interleaved betweer each of the sig-
nal points of each channel symbol at least two signal
points from other channe! symbols of said streams of
treflis encoded channel symbols.

13. The method of claim 11 wherein said channe]
symbols are IN-dimensional channel symbols, N> 1,
and wherein said interleaving siep causes every N
signal point in said interleaved signal point stream to be
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14. The method of claim 12 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said interleaving step. causes every N
signal point in said interleaved signal point stream to be
the N signal point of a respective one of said channel
symbols.

15. A method for use in a modem, said method com-
prising the steps of

receiving a stream of input bits,

dividing said stream of input bits into a stream of

uncoded bits and a plurality of streams of trellis
bits,

independently trellis encoding each of said plurality

of streams of trellis bits to generate respective
streams of data words each identifying one of a
plurality of predetermined subsets of the channel
syrmibols of a predetermined 2N-dimensional con-
stellation, N being an integer greater than unity,
each of said channel symbols being comprised of a
plurality of signal points,

selecting an individual channel symbol from each

identified subset in response to said stream of un-
coded bits to form a stream of channel symbols,
and’
generating a stream of output signal points, said signal
point stream being comprisec of the signal points of
the selected channel symbols, the signal points of
said signal point stream being sequenced in such a
way that signal points that are either a) part of the
same channel symbol, or b) part of channel symbols
that are adjacent to one another in said channel
symbol stream, are separated in said outpui stream
by at least one other signal poist.
16. The method of claim 15 wherein in said trellis
encoding step a plurality of trellis encoder stages trellis
encode respective ones of said streams of trellis bits.
17. The method of claim 15 wherein szid selecting
step includes the step of modulus converting said stream
of uncoded bits.
18. The method of claim 15 wheren said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said generating step causes every N' signal
point in said stream of output signal points to be the N#
signal point of a respective one of said channel symbols.
19, A method for use in a receiver to recover infor-
mation from a received stream of trellis encoded signal
points, said signal points having been transmitted 1o said
receiver apparatus by a method which includes the
steps of
generating a plurality of streams df trellis encoded
channel symbols in response to respective portions
of said information, each of said channel symbols
being comprised of a plurality of signal points, and

interleaving the signal points of said generated chan-
nei symbols 1o form said stream of trellis encoded
signal points, said interleaving being carried out in
such a way.that the signal points of each channel
symbo} are non-adjacent in said stream of trellis
encoded signal points and such that the signal
points of adjacent symbols in any one of said chan-
nel symbol streams are non-adjacent in said stream
of trellis enceded signal points,

said methad comprising the steps of

deinterleaving the interleaved signal points to re-

cover said plurality of streams of trellis encoded
channel symbols, and
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psing a distributed Viterbi decoder to recover said
mformation from the deinterleaved signal points.
20. The method of claim 19 wherein said receiver
includes a phase fracking loop and wherein said method
comprises the further step of adapting the operation of
said phase tracking loop in response to minimum accu-
mulated path metrics in said distributed Viterbi de-
coder. ) :
21. Data communication apparatus comprising
means for receiving input information,
means for generating a plurality of streams of trellis
encoded channel symbols in response to respective
portions of said input information, each of said
channe! symbols being comprised of a piurality of
signal points,
means for interleaving the signal points of said gener-
ated channel symbols to form a stream of trellis
encoded signal points, said interleaving being car-
ried out'in such a way that the signal poittts of each
channel symbol are non-adjacent in said stream of
trellis encoded signal points and such that the sig-
nal points of adjacent symbols in any one of said
channel symbol streams are non-adjacent in said
- stream of treliis encoded signal points,
means for applying the siream of trellis encoded sig-
nal points to a transmission channel,
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means for receiving the stream of trellis encoded

signal points from the channel,

means for deinterleaving the interleaved signal points

to recover said plurality of streams of trellis en-
coded channel symbals, and

a distributed Viterbi decoder for recovering said

information from the deintetleaved signal points.

22. The apparatus of claim 21 wherein said means for
generating generates three of said streams of trellis en-
coded channel symbols, and wherein said means for
interleaving causes there to be interleaved between
each of the signal points of each channel symbo] at least
two signal points from other channel symbols of said
streams of trellis encoded channel symbols.

23. The apparatus of claim 21 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
Nt sipnal point in said interleaved signal point stream to
be the N signal point of a respective one of said chan-
nel symbaols.

24. The apparatus of claim 22 wherein said channel
symbols are 2N-dimensional channel symbols, N> 1,
and wherein said means for interleaving causes every
Nt signal point in said interleaved signal point stream to
be the N* signal point of a respective one of said chan-
nel symbols.

et 79 OV ERL 0o AFS A Of $268%8 BriEs*9°2



Cas 1 07-

f }SQ %?MSF J\%’(S%me%olc

FllfleGIEZ]’;/O?

A5 005" 268

ase

\|II|I|||I|I|I||IIIIIIII]IIIlllhmIIIIII!IIIIIIII IR
: US0058326

United States Patent [ (111 Patent Number: 5,852,631
Scott (45] Date of Patent: *Dec. 22, 1998
[34] SYSTEM AND METHOD FOR SA25080  6/1995 AbbiE .o 379/91.01
ESTABLISHING LINK LAYER 5491720 2/1996 Davis et al. . .. 3757222
PARAMETERS BASED ON PHYSICAL 5,710,761  1/1998 Scott . 3707252

LAYER MODULATION

[75] Iaventor: -Robert Earl Scott, Indian Rocks
Reach, Fla.
[73] Assignee: Paradyme Corporation, Largo, Fla.
[*] Notice:  The term of this patent shall not extend
beyond the expiration date of Pat. No.
5,710,761.
[21] Appl. No.: 780,762
[22] Filed: Jan. 8, 1997
Related U.S, Application Data
[60] Provisional application No. 60,026,970, Sep. 20, 1996, and
provisional application No. 60/022,474, Jun. 21, 1996.
[51] Int.CLS ... HO4L. 29/10
[52] U8 Cl i 375/222; 379/93.32
[58] Field of Search ... : 375/222, 223;
379/93.29, 9331, 93.32, Y3.33, 120; 3707252
[56] References Cited

U.S. PATENT DOCUMENTS

FOREIGN PATENT DOCUMENTS

0418 165 3/1991 Furopean Pat. Off. ... 375222
Primary Fxuminer—Stephen Chin

Assistant Examiner—eftrey W. Gluck

Attorney, Agent, or Firm—Thomas, Kayden, Horsiemeyer
& Ristey, LL.P

1571 ABSTRACT

A system and method for establishing a link layer connec-
tion between a calling modem having a plurality of possible
first physical layer modulations and one o1 moere possible
fink layer connections and an answering modem having a
plurality of possible second physical layer modulations and
one or more possible link layer connections comprising the
steps of establishing a physical layer connection between the
calling and the answering modems, whercin the physical
layer connection is based on a negotiated physical layer
modulation chosen from the first and second physical kayer
modulations, and establishing {ink layer conncction based
upon said negotisted physical layer modulation. The link
layer connection includes parameters that are preset to
defanlt values based upon the negotiated physical layer
connection. Thus, the modems are able 1o avoid lhe link
layer negotiation, thereby providing a faster and more robust
connection.
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SYSTEM AND METHOD FOR
ESTABLISHING LINK LAYER
PARAMETERS BASED ON PHYSICAL
LAYER MODULATION

This application claims priorify to and the benefit of the
filing date of copending and commonly assigned provisional
application entiled CELLULAR DATA PROTOCOL: FOR
QUICK CONNECTION, assigned Ser. Ne. 60/026,970, and
filed Sep. 20, 1996; and copending and commonly assigned
provisional application entitled A RAPID START UP PRO-
TOCOL FOR COMMUNICATION BETWEEN A PLU-
RALITY OF MODEMS, assigned Ser. No. 60/022,474, and
filed Jun. 21, 1996.

FIELD OF THE INVENTION

'Fhe present invention generally relates fo data commu-
nication protocols, and more particularly, to presetting the
link layer paramcters per the physical layer meodulation in a
protocol stack for modems.

BACKGROUND OF THE INVENTION

In an effort to facilitate more reliable and platform inde-
penden: communication links between remotely located
computers, communication protocols are typicaliy organized
into individual layers or levels comprising a protocol stack.
The lowest layver is designed to establish host-to-host com-
municaiion between the hardware of different hosis. The
highest layer, on the other hand, compriscs user application
programs which pass customer data back and forth across
the commmumication link. Each layer is configured to use the
layer beneath it and tc provide services to the layer above ii.

Examples of two protocoi stacks are the Opened Systems
Intercongect (OSI) seven tayer model and the Transmission
Control Protocol/internet Protocel (TCPAR} five layer
model. The OSI seven layer model comprises the fvllowing
layers from lowest to highest: a physical layer, a data link
layer, a network layer, a transpori [ayer, a session layer, a
presentation layer, and an application layer. When
combined, the seven layers form a protocol stack that is
designed to provide 2 bheterogencous computer network
architecture. The TCP/IP five layer model comprises the
following layers from lowest to highest: a physical layer, a
data link layer, a netwotk layer, a transport layer, and an
application Tayer. Of particular televance 10 the present
invention is the implementation of the physical layer and
data link layer in these systems.

The physical layer of the OSI model is the lowest layer
and is concerned with cstablishing the clectrical and
mechanical connection between two modems. The data link
laver is the second lowest layer of the OS] seven layer model
and is provided to perform error checking functions as well
as retransmuitting frames that are not received comectly.

As is well known, a variety of standards exist which
govern the protocols for comumnication between modems.
For example, V.21, V.22, V.32, V.32bis, V.34, V42, and
V.42bis, are identifiers of differing communication standards
recommended by the International Telecommunications
Union (ITU). Each onc of thesc is dirceted to an aspect of
cither the physical layer or data link layer of the OSI model.

The ITU Standard V.34 (hereafter referred io as V.34) is
intended for use in establishing a physical layer connection
between two remotely located computers over the Public
Switch Telecommunications Network (PSTN). The V.34
standard includes the following primary characteristics: (1)
full and half-duplex modes of operation; (2) echo cancella-

45

50

55

65

2

tion techniques for channel separation; (3} quadrature ampli-
mde modulation for each chanmel with synchronous line
trapsmission at selectable symbol rates; {4) synchronous
primary channel data signaling rates ranging from 2,400 bits
per second Lo 33,600 bits per second, in 2,400 bil-per-second
increments; (3) trellis coding for all data signaling rates; and
(6) exchange of rate sequences during start-up 1o establish
the data signaling ratc. The features of V.34 are documcnted
in the publicly-available ITU Standard V.34 Specification
and arc well known by those skilled in the art, and will not
be described in detail herein.

Another significant feature of V.34, as il relates to the
present ipvention, is the ability  auwlomode 1o other
V.-series modems that are supported by the ITU Standard
V.32bis mtomode procedures. In this regard, V.34 defines
signal handshaking that twe connecting modems exchange
at startup in order fo learn the capabililies of the other
modem fo most cfficiently exchange information.

While V.34 achieves efficient and generally high speed
communication between two communicating modems, it
neverlheless possesses several shorlcomings thal impede
even more c¢fficient operation. One significant shortcoming
is the lengthy startup sequence which takes approximately
10-15 seconds. Particularly, for cellular customers, the
ability 10 provide faster connections and faster data rates is
particularly desirable since the cellular customer typically
pays a charge for each cellular cail based primarily on the
length of the call and several other factors such as day of the
week, time of day, roaming, etc. As a result, new fast connect
protoeals are being developed that provide for faster and
more cfficient startup operation bascd upon the systcn
configuration and the path of the established commusication
Hnk. An example of one such fast conmect protocol is
Paradyne Corperation’s Enhanced Throughput Cellular 2
Quick Comnect™ {ETC2-QC™). In essence, the ETC2-
QU™ protocol uses techmiques in lhe physical layer lo
reduce the physical layer startup time delay lo about 1
second. )

Of particular relevance to the present invention is the ITU
Standard V.42 (hereinafter referred to as V.42). The V.42
standard is intended for use in ecstablishing the error-
correcting protocol of the data link layer connection. The
V.42 standard includes a detection phase which determines
whether both modems are capable of a an errorcorrected
comection, an exchanging identification phase lor deter-
mining error-correcting parameter values and a link estab-
lishment phase for establishing the error-comected connec-
tion. Undcr normal circumstances, V.42 rcquires
approximately 1-3 seconds 1o establish an error-corrected
connection. While this is relatively small in comparison to
the establishment of a physical layer connection under V.34,
it can essentially double the connection time when used in
conjunction with fast connect modems.

Therefore, a heretofore unaddressed need exists in the
industry for a system and method that reduces or eliminates
the time required to establish a link layer connection so as
1o minimize the amount of time for establishing a connection
between two modems. )

SUMMARY OF THE INVENTION

The present invention overcomes the inadequacies an
inefficiencies of the prior art as discussed hereinbefore and
well known in the industry. The present invention provides
a system and msthod for establishing 2 Hok layer connection
between a calling modem having a plurality of possible frst
physical layer modulations aod a plurality of possible link
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layer connections and an answering modem having a plu-
rality of possible second physical layer modulations and a
plurality of possible second link layer compections thai
comprises the following steps. One step includes establish-
ing a physical layer conmection between the calling and the
answering modems, wherein the physical layer conpection is
based on a pegotiated physical layer modulation chosen
from the first and sccond physical layer modulations.
Another step includes establishing a link layer connection
based upon the negotiated physical layer modulation. This
link layer connection includes parameters that are preset to
default values based upon the pegotiated physical layer
connection. Thus, the modems are able to avoid the link
layer negotiation that-essentially all other modems perform,
thereby providing a faster and more robust connection.

Other featurcs and advantages of the present invention
will become apparent to one with skill in the art upon
examination of the following drawings and detatled descrip-
tion. It is intended that all such additiomai features and
advantages be included berein within the scops of the
present invention, as defined by the claims.

DESCRIPTION OF THE DRAWINGS

‘The present invention can be betfer understood with
reference o the following drawings. The elements of the
drawings are not necessarily to scale, emphasis instead
being placed upon clearly illustrating the principles of the
present invention. Furthermore, like referenced numcrals

designate corresponding parts throughout the several views. .

FIG. 1 is a syslem diagram, illustrating a multi-modem
system, wherein a plurality of modems are interconnected
among a plurality of communication links;

FIG. 2 is & dingram illustrating the primary handshaking
and data exchange sequences between a calling and an
answer modem;

T1G. 3 is a timing diagram simifar to TIG. 2, illustrating
the signal exchange during the automatic mode synchroni-
zation sequence of FIG. 2;

FIG. 4 is a software flowchart illustrating the operation of
the present invention when the calling modem is a cellular
moderm;

FIG. 5 is a software flowchart fliustrating the opesation of
the present invention when the answer modem is a cellular
modem;

FIG. 6 is a software flowchart itlustrating the operation of
the present invention whea the calling modem is a Central-
site modem;

FIG. 7 is a software flowchart illustraling the operation of
the present invention when the answer modem is a Central-
site modem;

T'IG. 8 is a schematic diagram comparing a first connect
sequence of two fast connect modems with a conventional

link layer conneciion and a second connect sequence of two -

fasl connect modems with a link laysr conneciion based on
the physical layer negptiation in accordance with the present
invention; and

FIG. 9 is & block diagram of the modems comprising a
data pateway connected to the mobile switching center of
[MG. 1.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

The following description is of the best presently con-
templated mode of carrying out the present invention. This

h
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description is not to be taken in a limiting sense, but is made
merely for the purpose of describing the general principles
of the invention. Consequenily, the scope of the invention
should be determined by referencing the appended claims.

'The following description is divided into two parts. The
first part discloses an example of a fast connect protocol for
usc in a modem system that is suitable for operating in
conjunction with the present invention. It should be noied
that the modem system disclosed in the first part is merely
iltustrative of & sysiem that can benefil from the present
invention, as will be evident to those of ordinary skill in the
art upon reading the following disclosure. The second part
discloses the present invealion in the context of the [ast
connect modem system described in the first part. However,
the present invention is equally well suited for application
outside thc comtext of the fast conmcct modem systcm
described herein, for example, with modems that connect
slowly.

1. Physical Layer Connection

Tuming now fo the drawings, FIG. 1 shows a sysiem
diagram of a system 1Hustrating multiple modems intercom-
municating through a variety o mediums, including celtular
and PS'TN. Indeed, as previously mentioned, a driving factor
in the deveiopment of the present invention was to design &
system that provided improved reliability in data commu-
nicalion over a data communication link. This goal has been
actieved by removing the necessity to perform error-
correction negotiation during the conneet sequence in
modem communication so as to reduce the overall connec-
tion time.

As illustraied, a cellular modem svstem may be disposed
for communication wilh a mobile swilching center (MSC)
12. More specifically, a cell 14 includes a portable computer
14 that is connected via a cellular modem 16 to a cellnlar
phone 17, which in turn communicates (wirelessty) with a
cell tower 18 that communicates with the MSC 12. It is
appreciated that the modem 16 recognizes that it is on the
celiular side via a strap or configuration setting, or alterna-
tively by a direct connect sensing of the cellular phone.
Therefore, and as will be discussed in more detail below, the
madem 16 will know that it is capable of communicating in
accordance with a modulation standard capable of perform-
ing a fast connect sequence as described below.

The MSC 12 is aiso connected 10 a data gateway com-
prising modems 20 and 24. The modems 20 and 24 are
illustrated as connected in a back-to-back configuration and
communicating to the MSC 12 over links 22 and 26. As wilt
be appreciated and discussed below, the links 22 and 26 will
support different commuaication protocols, or differeat
modulaiion standards. The modem poel provides a data
gateway for imerfacing data calls originating from the
modem 16, and thereby, allows cellular specific protocols to
be used over the wireless connection between modems 16
and 20, as described below.

By way of definition, a “Central-site” modem is one that
is capable of supporting the modulation standard of the
present invention, and s not connected to a cellular phone.
In this regard, all central-site modems are connected via
four-wire connections. Examples which are illustrated in
FIG. 1 include 2 mobile switching center MSC(Cellular)
modem 26, an MSC(PSTN) modem 24, an MSC(Single-
ended) modem 28, and a PSTN(ETC2-QC™) modem
30—where an MSC modem is one that is connected at the
mobile switching center 12. A significant distinction among
these vearious types of modems relates to the siartup
sequence, which will differ slightly depending upon the type
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of central-site modem. Preferably, a hardware identifier,
such as a DIP switch or a firmware option configurable at
modem installation, defines the type of modem for purposes
of the startup sequence.

In keeping with the description of F1G. 1, modem 20 s
illestrated as an MSC(Cellutar) modem that is connected in
a back-to-back mode with modem 24, an MSC(PSTN)
maodem. Modem 20, therefore, is designed lo support the
ETC2-QC™ modulation protocol and simulate a cellular
modem during the initial modem startup rontine. Modem 28
is an MSC(Single-ended) modem that, although it may
communicate with modems on the PSTN 34, will typicaliy
communicate enly with ccllular modems. Indeed, when
communicating with eeltular medems, the 2100 Hertz tone,
which is typically inserted to disable echo cancellers, is
preferably omitted. Advantageously, elimination of this tone

- achieves a [asler and more desirable modem starlup.

A PSTN(ETC2-QC™) modem 30 and a siandard PSTN
modem 32 are connected via PSTN 34 to the MSC 12. The
modem 30 is connected to the PSTN 34 via a four-wire
conpection 35, and modem 32 via a two-wire connection 36.
Consistent with the concepts and teachings of the present
invention, the four-wire connection 35 facilitates the com-
munication of modem 30 with the cellular modem 16, for
cxample, in the ETC2-QC™ modulation standard. However,
as will be appreciated by those of ordinary skill in the art,
merely ensuring a four-wire connection 35 alone will not
ensure proper system operation in accordance with the

-present inveniion. In this Tegard, such a four-wire connec-

tion 35 may nevertheless pass through a two-wire ;

connection, and thus a hybrid converter circuit, at the central
office. In this event, echo will be injected into the signal and
the abbreviated modulation standard of the present invention
may be compromised. There are, however, steps that may be
taken to epsure proper operation of the invention. These
inclhede, (1) ordering a Direct Inward Dial connection and
instructing the phone company fo avoid a two-wire connec-
tion for that setnp; (2) obtaining a direct T4 connection to the
Interexchange Carrier (for example, a “1-800” pumber); and
obtaining an ISDN PRI conrection, as it will akways sepport
four-wire for both call origimation and call answer.

By way of illustration, consider a call originated by the
computer 15 and cellular modem 16 to the standard PSTN
modem 32. The established communication link will pass
through the cellular phone 17 1o the celf tower 18, through
the MSC 12, across tink 22 to the M3C(Cellular) modem 20
and to the conmected modem 24 via RS-232 connection 38,
across Link 26 and back through the MSC 12 to the PSTN 34,
and ultimately across the twe-wire link 36 to modem 32. As
will become clear from the description that follows, the
cellutar modem 16 and the MSC{Cellular) modem 20 will
comnect and startup in accordance with the fast connect
communication protocol described herein. ITowever, since
the established communication link that passes from modem
24 to modem 32 passes through a PSTN 34 and 2 hybrid
comverter, then the communication protocol of the present
invention will nol be adequately supporied. Accordingly, the
modems 24 and 32 will identify ibis situation and wall
connect and comnminicate using an alternative communica-
tion protocol supported by both raodems and capable of
effcctive transmission across the established link. In this
regard, the overall communication link does not realize the
fast connection. :

Indeed, an aspect of the fast connect protocol described
herein is the determination of whether both modems are
compatible, in terms of communication protocol, and
whether they are connecied through a line that passes
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through 'a PSTN. If the modems are compatible and the
established communication link is outside a PSTN (e.g,
cellular 10 MSC) or is to 2 PSTN modem with a 4-wire
connection thai has been configured for supporting a fast
connect prolocol, then the modems may connect and begin
their starmup sequence. In this regard, the fast connect
communication protocol is designed to be fast as well as
robust, and is accomgplished by the usc of simple fones. The
use of such simple tones facilitates the implementation of
the automatic mode select to be in the modem’s control
processor rather than the digital signal processor (DSP) chip.

In addition to the fast comnect protocol discussed in
below, the fast connect protocol also includes several “fall-
back” modulations. More particularly, the modem of the
present invention will preferably include Paradyne Corpo-
ration’s Enhanced Throughput Cellular 1™ (ETCI™), V34,
V.32bis, V.32, and V.22bis modulations. Thus, in the previ-
ous example, modems 24 and 32 may communicate using
one of these communication pratocols. These modulation
protocols are documented and will be understood by persons
of ordinary skill in the art, and will not be discussed herein.
It suffices to say that supporting the above-ksied modulation
standards greatly echances the flexibility and versatility of a
fast connect modem.

To more particularly describe the initial startup sequence
in accordance with the modulation standard of the fast
connect modem, reference is made to FIGS. 2 and 3. FIG. 2
illustrates the three principal components of modem
exchange or communication. After the cellufar modem ini-
tates the call, such that a communication link is established,
the modems enter a mode select sequence, referred 10 herein
as autornatic mode synchronization 40. During this period,
the modems exchange parameters that identify the modems,
and (hus, their commumication prolocol. This sequence 40,
thus, synchronizes the modems for communication in accor-
dance with the same standard or protocol, such as V.34, V.22,
V.22bis, ete.

Once the modems have synchronized their communica-
tion protacal, or modvlation standard, then they emter a
training and startup sequence 42. In a manner known in the
art, during this sequence the modems may lest the estab-
lished communication link for noisc, bandwidth, ctc., I
order 1o determine an appropriate rate for communication.
The modems may also operaie during this period io train
their internal echo cancellers by, for example, ranging the
eslablished link of communication. Tn accordance with 2
related aspect of the fast connect modems, nnder certain
circumstances the modem training and stariup sequence may
also be significantly shertened to provide a morc robust
(both time-shortened and reliable) startup sequence. More
particularly, the “circumstances” which provide such a
robust startup include communicating modems constructed
in accordance with the invention defectisg an established
link of communication that does not pass through any
Iwo-wire comnections. The completion of (his sequence
signifies the establishment of a physical layer connection
beiween two modems.

Aller (he physical layer has been established, the com-
municating modems enter the informatien exchange/
communication sequence, referred o herein as error-
correction negoliation 44, in order to establish the link layer
comnection. This is of particular relevance to the present
invention in that it includes negotiation of a error-correcling
protocol such as V.42. During this sequence 44, the modems
detect whether they are error-correcting modems and, if so,
they negotiate the error-correcting parameters.

Referring now to FIG. 3, the initial aatomatic mode
synchronization 40 is illustrated. As shown, this sequence is

£ OB 0o P50t ° Ba58%2 86572
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executed by exchanging signals between the calling modem
and the answer modem. After the calling modem instructs
the cellular phone to establish the communication link with
the answer modem, it transmits the calling signal Clgck 50.
As will be described in more detail in connection with the
flowcharts of FIGS. 4-7, this signal may comprise a 1900
hertz tone, or alternatively may comprise a 1500 hertz tone
modulated with a 1900 hertz tone. If only a 1900 bertz fone
is transmitted as Cigek signal 50, then the answer modem
knows that the calling modem is configured as a Central
Site, four-wire modem (see FIG. 6). Altcrnatively, if the
Clgck signal includes both 1500 and 1900 hertz

. compenents, then the answer modem knows that the calling

modem is configured as a cellular modem.

As will be appreciated by those of ordinary skill in the art,
other valling signals may be transmitted by the calling
madem. For example, calling signals consistenl wilh that of
a tacsimile transmission, or calling signals consistent with
other modem modutation standards, such as V.34, V32,
V.32bis, etc., may be transmiited. Since automatic connec-
tion and synchronization to facsimile, and these other modu-
lation standards, are well known it will not be discussed
hereir. Indeed, the significance of the fast connect protocol
is achieved when both the calling modem and the answer
modem #re capable of communicating in accordance with
the fast connect modiation protocal herein described so that
through the exchange of tones, the modems are made aware
of the possibie shortcuts in the fast startup and training
scquence 42, and more particularly, in the error-correction
negotiation 44.

Once the Clqck signal S50 is received by the answer
modern, then the answer modem transmits its response back
to the calling modem. The purpose of this answer signal is
not only 1o signal Teceipt of the calling signal, but also to
uniquely identify the answer modem. Again, as is known in
the art, this answer signal may comprise ANS or ANSam
signals as are known by the V.34 and V.32bis communica-
tion proiocals. If so, the calling modem will then startup and
train 42 and perform error-correction negotiation 44. Sig-
nificant to the present invention, however, is when the
answer signal is ANSqck, which is defined by cither a 1680
hertz tone or an 800 hertz tone.

As illustrated in FIG. 4 (assuming the calling modem is a
cellular modem), if ANSqck is an 800 hertz tons, then the
calling modem knows that the answer modem is configured
as a four-wire connection, and can communicate with the
calling modem in accordance with the fast cormect commu-
nication protocol and, in accordance with the present
invention, set the error-correction parareters to preset val-

‘ues so as 1o avoid the necessity of negotiating the param-

gters. In addition, the 800 hertz ANSqck signals the calling
modem that the answer modem is connected to a PSTN 34
{see FIG. 1). Thercfore, the calling modem transmits a 2106
hertz tone for approximately one second. This, as is known,
serves to pad the inilial two sccond conmect period, as
required by the FCC for billing purpeses. Furihermore, it
serves to disable the echo cancellers within the PSTN 34,
If ANSqck is a 1680 hertz tone, which is the center tone
of V.34 S signal, then the calling modem knows that the
answer modem is configured as a four-wire connection, and
can again communicate with the calling modem in accor-
dance with the fast connect communication protocol and, in
accordance with the present inveniion, set the error-
correcrion parameters to preset values so as to avoid the
necessity of negotiating the parameters. More significantly,
it tells the cellular calling modem that the answer modem is
not connected to the PSTN 34. Thercfore, both the calling
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modemn and the answer modem can determine that the
established communication ink is emirely outside the PSTN
34. Accordingly, the Federal Communications Commission
(FCC) billing delay need not be inserted. Furthermaore,
cerlain assumptions may be made in regard to bandwidth, or
transmission quality. For example, the esiablished commu-
nication link will not pass through echo cancellers, and s a
result, the calling modem need not transmit the 2100 hertz
ione. Instead, upon receiving the ANSqck answer signal, the
galling modem may immediately enter the modem training
and startup sequence 42.

As will be further appreciated by those of ordinary skil in
thé ast, by making certain assumptions regarding the line
guality of the established link, the modem training and
starfup sequence 42 may be shortened. For example, in the
preferred embodiment, the systern initiates communieation
by assuming a 9600 baud rate. It has been found that most
cellular connections may transmit at this rate, and certain
front-end savings may be realized by defaulting to this initial
startup rate. Of course, this rale may be increased, or
avforated upwardly, in accordance with methods known in
the prior art, after the initial startup and training sequence 42
has been completed.

Referring back to FIG. 4, a top-tevel flowchart is shown,
illustrating the automatic mode synchronization of a collular
calling modem constructed in accordance with the fast
connect protocol disclosed herein. Once the calling modem
has completed transmitting the dialing sequence, it iransmits
the Clqck signal, which for a ccllular calling medem
includes modulated 1500 and 1900 bz tones, as indicated in
block 60. Ouce the calling signal has been rransmitied, the
calling modem will wait to receive the answer signal from
the answer modem. In order to exchange data using the
modified modulation standard of the present invention, the
calling modem looks o receive one of two answer signals.
The first valid answer signal as in 1680 hz tone, which is the
center tone of the V.34 § signal, as indieated in block 61.
This tonc signals to the calling modem that the answer
modem is not only compatible to transmit in the fast connect
modified modulation standard, but further indicates that the
answer moders is connected via four wire connections, and
does not nterconnect o a PSTN. Accordingly, since the
calling modem is a cellular modem, then the established
communication link does not pass through a PSTN and the
initial iwo second FCC-required delay need not be inserted
into the start-up sequence. Moreover, since the entire com-
mmpication link is four wire, then the modems need not
transmit the 2100 hz signal to disable echo cancellors.

A second valid answer signal is an 800 hz tone, as shown
by block 62, which zlso indicates that the answer modom is
connected via four wire, and therefore, can communicate in
accordance with the fast connect modulation protocol. In
addition, the 800 bz tone indicates that the answer modem
is commected 1o a PSTN. Assuming, as previously discussed,
that the requisite steps have been taken to ensure that the
established communication link does not pass through a wo
wire connection, then certain savings or efficiencies can be
gained during the modem starl-up and training sequences
(c.g. eliminate echo training since ne hybrid circuils are
presert in the communication lirk). Nevertheless, the FCC-
required delay must be inserted aod, therefore, a 2100 hz
tone is transmitted at block 63 by the calling modem for a
duration of approximately one second. The amount of the
2100 hz tone will “pad” the total modem automode aad
startup time 1o two seconds. This ensures that o customer
data is transferred in the first two seconds (which meets FCC
requirements). Thereafter, calling modem procesds with the
modem training and start-up sequence at block 64.
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if neither of the foregoing answer signals are received,
then the sysiem operates to determine whether another valid
answer signal has been transmiited from the answer modem.
The step of block 63 broadly designates this function. It
should be appreciated that well known answer signals such
15 ANS or ANSam may be transmitted by the answer modem
and, if reccived, the calling modem may synchronize to ihe
appropriate modulation standard, as indicated in block 66,
Although not separately desigrated in the figure, it should be
further appreciate that if no valid answer signal 1s received
by the calling modem within a given period of time, the
calling modem will time out and abort the attempted com-
munication. Also, and as Mustraled al biock 67, the calling
modem will abozt the attempted communication if a busy
signal is received.

FiG. 3 shows a top-level flowchart itfustrating the opera-
tion of a cellular answer modem constructed in accordance
with the fast connect communication protocol described
herein. Once the communication link has been established
and the call answered at block 69, the answer modem 1noks
ta detect the Clgek calling signal, as ndicated by block 70.
In the presently described fast connect protocol, cellular 1o
cellular modem communications are nol supported.
Therelore, a cellular apswer modem will assume that a
calling modem transmitted a Clgek signal will transmit only
a 1900 hz tone rather than the modulated 1500 and 1900 hz
tones. Having said this, jt should be appreciated that cellular-
to-cellular communications could be supported.

In keeping with the deseription of FIG. 5, once the answer
modem has received the Clyek calling signal, il transmits the

ANSqgck answer signal at block 71. It then waits for the

calling modem to enter the modem start-up and training
sequence. This sequence Is identified by receiving the S
signal as assigned by the V.34 modulation standard, as
indicated by the decision block 72. Once this signal is
received, then the answer modem will transmit back to the
calling modem the appropriais S signal, so as to initiate the
startup and training sequence 42.

Allernatively, if the answer modem, within a period of
two seconds, has not received Clgek calling signal, then it
will proceed with the start-up sequence in accordance with
an allernalive modulation standard. This, there[ore, assumes
that the modified communication protocol of the present
invention is not supported by the callitg modem, and the
answer modem will typically respond to the calling signal of
an alternative communication signal by transmitting a 2100
hz tone. as indicated in block 74,

Referring now to FIG. 6, a software flowchart illustrating
the top-level operation of a central site calling modem is
shown. As depicied, the calling modem originates the call
and establishes a communication link at block 8). Once the
comamnication link is established, the calling modem irans-
mits the Clqek calling signal at block 81, which in the case
of a central site calling modem comprises « 1906 hz signat
tone. If the 1680 hz ANSqck answer signal is detected at

block 82, then the calling modem recngnizes the answer s

modem as ore capable of transmiiting pursuant to the fast
conpect communication protocol. Thereafter, the calling
modem must determine the petwork configuration of the
established communication link, as indicated in block 83.
That is, the central -site calling modem will determine
whether the established communication link passes through
a PSTN or not. If it is determined that the established link
passes through a PSTN, then, as in the case of the cellular
calling modem, the calling modem transmits a 2100 hz
signal for approximately one second at block 84. Thercafter,
the calling modem enters the modem start-up and iraining
‘sequence, as indicated in block 85.
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Alternatively, if the calling modem detects the ANS
answer signal (2100 7) at block 86, then it communicates
with the answer modem using the ETC1™ communication
protacol and the V.32bis training, as indicated by block 87.
\f the ANSam answer signal is defected at block 88, then the
modem will startap in standard V.34 mode at block 89,
which is well known in the art and therefore not described
herein. The modem will alse monitor for ANSgck at block
82, which in this example is a 1680 Hz tone. If this is not
detecied, then the modem will startup vnder an alternate low
speed standard at block 90, which is well known in the art
and therefore not described herein. If ANSqck is detecied,
then the modem will operate differcntly depending on
whether it is connected to the PSTN network or not, as
indicated by block 83. The modem will know whether it is
connected o the PSTN viz a configuration option which was
sel at instalkation. T conmected Lo the PSTN, then the modem
will transmit a 2300 Hz tone for one second at block 84 then
proceed 1o the ETC2™ training sequence at block 85. If the
modem is not connected to the PSTN at block 83, then it can
proceed direcily to the ETC2™ training sequence at block
85, avoiding the additional one second of startup shown at
block $4.

Reference is now made to FIG, 7, which is a software
flowchart illusirating the top-level operation of a central site
answer modem. As illustrated in the flowchart, and in
accordance with the presently disclosed fast connect
protocol, when the answer modem is a central-site modem,
il assurnes thal any transmissions made in accordance with
the modulation standard with the present invention will be
via a communication link with a celiular calling modem.
Therefore, block 91 indicates detection the Clgck calling
signal in the form of a modulated 1500 and 1900 hz tones,
as transmitied by cellular calling modem. If the Clgck
calling signal is detected, then the answer modem defer-
mines the network confiouration at block 92, More
specifically, the answer modem defermines whether the
established communication link passes through a PSTN or
not. In the event that the established link does in fact pass
through a PSTN, then the snswer modem will transmit an
800 hz ANSqck answer signal at block 93, As illustrated in

- FIG. 4, this instructs the calling modem to transmit the 2100
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hz tone. Alternatively, the answer modem will transmit the
1680 hz tone, which instructs the cailing modem 1o proceed
direcily with Lhe modem start-up and Lraining seguence at
block 94. Thereafter, the answer modem will awail trans-
mission of the S signal in accordance with the V.34 start-tp
scquence, as indicated by block 95. Thercafter, the answer
modem will respond by transmitting the S of the V.34
start-up, as indicated by block 98. Since the V.34 start-up
sequence is well-known in the art, it would not be described
herein. )

The remainder of the Howchart depicted In TIG. 7 illus-
irales the central-answer modem operation and comnecis
sequence in accordance with alternative standards that are
well-known in the prior art and need not be discussed herein.

Accordingly, at the completion of the automatic mode
synchronization sequence 40 (FIG. 2), the modems enter
into a traiming aznd start-wp sequence 42. As mentioned
above, in the training and startup sequsace 42 the modems
test the established communication link for no:se,
handwidth, etc., in order to determine the appropriate rate
for communication. This is performed using the modulation
scheme determined in the automatic mode synchronization
sequence 40 as illustrated in [IGS. 4, 5, 6, and 7. Tor
purposes of the following discussion, it is assumed that the
call and the answer modems are capable of communicating
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with ome another using a fast connecl proiccol
Consequently, since the call modem knows what type of
modem it is and what type of modem the answer modem is,
certain skortouls can be taken during the training and startup
sequence 42 so as Lo teduce the overall connection Hime.
Specifically, the modems can default to preset values that
climinate the need for probing, ranging and half-duplex
training, Thus, the modems mercly perform a special full-
duplex training mode during the training and start-up
sequence 42 which results in a much faster connection.

Particularly, the probing and ranging sequences arc
bypassed and the file parameters are assumed in TTU Stan-
dard V.8, INFOO, and INFO1. As an example, in ITU
Standard V.8, the data call, the LAPM and the fufl-duplex
training parameters are preset to default values if the iones
cxchanged during automode scquence. indicatc that both
modems are capable of fast connect operation. Further, in
the INFOQ sequences, the 4 point train, 2800 L symbol rate,
the power level drop, and preemphasis filter can also be
preset to default values. Thus, the ITU Siandard V.8 and
INFO secuences are eliminated.

At the completion of the training and start-up sequence
42, the modems have established a physical layer cornection
and are rcady lo establish the second layer connection,
referred to as the link layer connection, via an error-
correction negotiaiion sequence 44 in accordance with the
present invention, as disclosed below.

ILI. Link Layer Connection

The link layer is the second layer of the ISC model |,

protecol stack and includes negotiating and establishing an
error-correcting connection such as with ITU Siandard V.42
or Microcom Nelworking Protocol (MNP). The link Tayer
conmection follows the physical layer connection and uses
the physical layer in establishing the error-corrected con-
pection. It is noted, however, that conventional wisdom to
date has maintained the link layer connection be indepen-
dent of the physical layer connection when establishing a
connection between two modems. In contrast, the present
invention establishes the link layer coanection based upon
the modulation chosen in the physical layer connection
during the auiomatic mode synchronization sequence 4{)
(FLG. 2). Thus, the steps for establishing an error-correcting
protoco] are eliminated and the link layer comnection is
established substantially instantancously upon the comple-
tion of the physical fayer negotiation. This not only reduces
the amount of time required to establish a connsclion
between two modems, it makes the connection more robust
by removing the necessity of performing additional hand-
shaling that, if corrupted for whatever reason, will result in
a disconnect or call connect failure.

By way of example, the ITU Standard V.42 (hereafter
referred 1o as V.42) comprises a detection phass, and
exchange identification (XID) phase, and a fink establish-

ment phase, all of which are bricfly discussed below. Amore s

detailed explanation of V.42 can be found in the publicly-
available ITU (CCITT) Recommended Standard V.42 docu-
mentation.

The detection phase is provided to determine whether the
agswer modem supports an error-correctiog protocol. This
phase is designed to avoid the potential distuptions fo the
answer TYTE ihat conld occur if the calling modem imme-
diately enters the XID phase and the answering modem was
not capable of an error-correcting communication. However,
the detection phase is optional and may be disabled. If the
call modem determines that the answering modem does not
support a V.42 error-comecting protocol, there are often
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times fall-back error protocols provided by the calling
modem, such as in the case of V.42, whers MNP is provided
as a fall-back error-correcting protocol. Alternatively, if the
answer modem does not support V.42 nor MNP, then no
error-correcling protoco] is established and a connect mes-
sage is issued by the modems to their respective digital
terminal equipmeni so that user data can be transmitted
between the two moderms.

The XID phase is provided for the ncgotiation of the
error-correcting parameter values. These parameters essen-
tially govemn the error-correcting operation of the modems
once the connection is established. As with the defection
phase, the XIT) phase may be omilted il delaull parameler
values are acceptable. For example, the following are pro-
vided as the default parameters values in the V.42 standard:
Standard Rejeet, 16 bit FCS (Frame Check Scquence),
V.42bis compression disabled, Frame Length (N401) of 128
octets, and Window Size (k) of 15 frames. However, the
default seitings are more often than not undesirable because,
for example, most modems wish to pegotiate Sclective
Reject, V.42bis data compression, and tonger Frame Lengths
and Window Sizes.

Lastly, the link establishment phase is provided for actu-
ally making the error-corrected connection between the two
modems. In V.42, this is implemented via a set asynchronous
balanced mode extended (SABME) command. The SABME
command is used to place the addressed error-corrected
entity (i.c., the answering modem) into the connected state.
The error-correcting entity then confirms acceptance of the
SABME command by the transmission of an unnumbered
acknowledgment {UA) response. By acceptance of this
command, the error-corrected connection is essentially
established and the modems then send a connect message to
their respective data terminal equipment, such as compuier
15 (FIG. 1).

Ualike the detection phuse and the XID phase, the link
establishment phase is not optional and must be performed
under V.42, Thus, in & best case scenario, cnly the link
cstablishment phasc is performed, which takes approxi-
mately 0.5 seconds. If all three phases are performed, then
the link layer connection may iake three or more seconds,

Therefore; establishing an emor-corrected connection
with V.42 can take up to three seconds, depending on whal
defautts are sei in the system. While this amount of Lime
does not seem significant relative o the time required for
establishing a physical layer connection via V.34 modulation
{c.g., approximatcly 10-15 scconds}, it is considerably morc
noficeable when a fast connect protocol is utilized that can
establish a physical layer connection in about 1 second.
Thus, when using a fast comnect protocol, the erroi-
correction megotiation can castly double the copnect time,
not to mention introduce a greater opportunity for failure by
requiring additional handshaking.

Accordingly, the present invention enables an error-
corrected conmection without kaving 1o perform the steps
described above with regard to V.42, or those steps associ-
ated with other error-correcting protocols as known in the
art. The present invention achieves this by presetting the
XID phase parameters to default values that are based upon
the negotiated physical layer connection. Therefore, when
two multi-mode modems negotiate a physical layer
connection, the link layer connmection can be immediately
established based upon the negotiated physical layer modu-
lation. For example, in the embodiment described above in
Section 1, the exchange of tones in the mode synchronization
sequence 40} indicates to each modem the type of modem it
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is communicating with, and therefore, certain assumptions
can then be made regarding the error-correction negoiistion
sequence 44 so as to eliminate the steps normally performed
to establish an error-corrected connection. In the preferred
embodiment of the present invention with the V.42 standard,
the following parameters are set lo the indicated default
valnes when the two modems are capable of the fast commect
sequence described above: Selective Reject, 16 bit FCS, 64
bit Maximum Trame Size (transmit and receive dircctions),
8 Frame Window Size (transmit and reteive directions),
V.42bis emabled, and 1,024 bit dictiopary (transmit and
receive directions). Ii should be noted, however, that one of
ordinary skill in the art wonld recogaize that these default
values are merely illustrative seltings and that different
defanlt values can be used. Moreover, each different type of
conneet scquence would preferably have its own set of
default values, If it is detezmined by the modems in the mode
synchronization sequence 40 that one or the other is -not
capable of 2 fast connect as described above, then the
modems essentially fallback and perform an alternative

mterface 122 of the MSC{PSTN) modem 24 via the con-
pection 38, which can be implemented by any suitable
interconnecting device such as, but ol Hmiled 10, an Elec-
tronic Industry Association {ElIA) standard RS-232 cross-
over or a backplane bus between the modems. As shown in
FIG. 9, each modem 20, 24 is configured esseniially the
same, and thus, they operate in essentially the same manner.
However, each modem is provided with operating code
which is stored in 2 memory device 124, 124' provided with
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related system or method. The operating code includes
control logic that controls, among other things, the type of
modulation and error correction techuiques utilized which 1s
dependent upon whether the modem is used for cellular or
land-line connections. Accordingly, the conlrol processor
114, 120 operates on, or executes, the operating code that is
in memory device 124, 124" and configured for implement-
ing the prescnt imvention so as to control the operation of
modem 20, 24.

The foregoing description has been presented for pur-
poses of illustration and description. It is not intended 1o be
exbaustive or to limit the invention to the precise forms
disclosed. Obvious modifications or varialions are possible
in light of the above teachings. The embodiment or cmbodi-
ments discussed were chosen and described to provide the
best illustration of the principles of the invention and its
practical application to thereby enable one of ordinary skill
in the art to utilize the invention in various embodiments and
with various modifications as are suited to the particular uge

A Ve 20 contemplated. All such modifications amd variations are
error-comrection sequence such as the recommended FI'U within the scope of the invention as determined by the
Stanc'iarci VA2 erros-correction sequence. . L appended claims when interpreted In accordance with the

With reference to FIG. 8, a graphical illustration is breadth to which they are fairly and legally entitled.
provided of two fast connect moc}ems in a ﬁlrst connect Wherefore, the following is claimed:
sequence 102 where srror-correction negotiation is per- 25§ A method for esiablishing a link Iayer connection
formed without the present invention and a second cotnee!  pegwyeen 2 calling modem having a plurality of possible first
sequence _104 where the error-correction megotiation 1s per- physical layer modulations and a phurality of possible link
formed with the prescat invention. As shown, following the faver connections and an answering modem having a plu-
mode synchronization scquence (also referred to zs rality of possible second physical layer modulations and a
automode) 40 and the training and staré-up sequence 42, the 30 plurality of possible second link layer connections, com-
-connect sequence 102 perferms error-correction negotiation prising the steps of:
44 which essentially doubles the time required for & con- establishing a physical layer connection between said
nection to be established so as to allow user data 106 1o be calling and said answering modems, wherein said
exchanged In comparison, the confeet sequence 10.4 i physical layer connection is based on a negotiated
accordance with the present invention is able {o establish a 35 hvsical layer modulation chosen from said E’sst and
connection in essentially half the time by eliminating the gegon d oh }s{.ical taver modulations: and
crror-corroetion negoiiation 44. Thus, by cstablishing the tishi pay - linly > oased a
error-comection parameters to defanlt values in accordamnce establishing sa I layer connection based upon sal
with the tvpe of physical error-conneciion determined by the negotiated physical layer modulation. i
antomode sequence 40, a faster and more reliable connection 4o calz 152‘; ﬁzg‘;‘:&fnﬂzﬂ: fﬁ!sr‘?;;;zits":;igzioﬁ?:éig:i};i'
is eslablished. . -1 et :

Regarding the implementation of the present invention, negt.i(;rnh?s?ztgligrocfoi}rz?llin% “;gfgzg:ll said link layer con-
FICl}l. ' genegally :)llustrategéhe COmpOnNents ;f hﬁsc 4. The metiwod of claim 1bfﬁrthcr c&mprising the step of
Exfplzii?nf] t}(J)e Eﬂitazga;fa;’l . 1-115};\?1@%&1]1(3;3 mo d: mlgg 15 presetiing Jj.nl{'layer parameters .of said li_nk layer cgnnéctiou
comprises-a digital signal processor (DSP) 112, a control ;; ‘éii;ﬂé seliings based on said negolialed physical tayer

d i . Likewi 3 o 0.

i;g{(::e(s;g.rn\llj;i,ng gemazg TC‘ED,:;:; eﬁslc: 11)13?, 118 e‘:izZ’HttE:l 5. The method of claim 3, wherein said error-correcting
processor 120, and a DTE interface 122. The D'I"E intorface protocol includes parameters that arc sct to pre-defined
116 of the MSC(cellular) modem 20 interfaces with the DTE 50 settings based on said negotiated physical layer modulation.

6. A system for establishing a link layer conmection
between a calling modem having a plurality of possible first
physical layer modulations and a plurality of possible link
layer connections and a answering modem having a plurality
of possible second physical layer medulations and & plural-
ity of possible second link layer connections, comprising:

means for cstablishing a physical layer connection

between said calling and said answering modems,
wherein said physical layer connection is based on a

the central processor 114, 120, respectively, though addi- 0 negotiated physical layer madulation Chf’seﬂ from said
tional memory can also be provided and connected to the first and second physical layer modulations; and
control processor 14, 120, if necessary. In the context of the means for establishing said link layer connection based
present disclosure, 2 memory device is a computer readable upon said negotiated physical layer modulation.
medinm that is embodied i an electronic, magnetic, optical 7. The system of claim 6, wherein said negotiated physical
or other physical device or means that can contain or store 65 layer modulation is a fast connect modem modulation,

a computer program, such as the operating code for the
modem 20, 24, for use by or in connection with a computer

8. The system of claim 6, wherein said link layer con-
nection s an erfor-correciing protocol.
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9. The sysiem of claim 6, further comprising means for
presetting link lzyer parameters of said link layer connection
to pre-defined settings based on said negotiated physical
layer modulation.

10. A compuier program product having a compuler
readable medium including computer program logic
recorded thereon for use in a calling modem £or establishing
a link layer convention between said calling modem having
a pluraiity of possible first physical layer modulations and a
plurality of pessible link layer conaections and an answering
modem having a pharality of possible second physical layer

5

16

modulations and a plurality of pessible second link layer
connéctions, comprsing:
logic for esiablishing a physical layer connection between
said cafling and said answering modems, wherein said
physical layer conmection is based on a negotiated
physical layer modulation chosen from said first and
second physical layer modulations; and
logic for cstablishing link layer conncetion based upon
said negotiated physical layer modulation.

ES * # & &
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TIME-DIVISION MULTIPLE-ACCESS
METHOD FOR PACKET TRANSMISSION ON
SHARED SYNCHRONOUS SERIAL BUSES

BACKGROUND OF THE INVENTION

'The present invention relates 1o data communications, and
more particularly, to comrmunications systems that have
channelized network access, and may wansport both syn-
chronous data 2ad varizble-bit-rate data such as frame relay
{hereafter referred to as packet data), in a tme-division
multiplexed format.

Commaunications equipment horn as a “network access
unit” {NAU) typically provides frame-relay-type services
between a local communications network and a network
facility, like a T1 facility. The NAU messages the flow of
data between the local commmnications network and the
network facility in both direciions. To provide the most
flexibility, it is preferable that the NAY support two types of
data: synchronous data and packet data. For example, the
support of synchronous data provides the ability to make
telephone, i.c.. voice, calls, while the suppost of packet data
provides the ability to interwork with public actwork packet
setvices. However. the asynchronous nature of packet data at
the logical level combined with the requirsments of syn-
chroncus data causes design tradeoffs in both the complexity
and cost of an NAU.

One prior art approach of desigaing an NAU to support
both synchronous data and packet data is shown in FIG. 1.
NAU 100 includes network access module 1151 160§,
syncironous application modules 120-1 to 120-1, packet
application modules 115-1 o 115-p, and packet manager
110. NAM 105 provides the interface between time-
division-multiplering (TDM) bus 184 and retwork facility
106, which is representative of a T1 facility. The synchro-
nous application modules couple synchronons data equip-
ment (not shown), e.g., telephone cquipment, to NAM 105
via TDM bus 144, The packet application meduies couple
packet data equipment {not shown), €.g., a data terminai, to
packet manager 110, The later is a common resouree module
that performs internal aggregation in ome direction. and
distributior in the other direction, of packet streams between
NAM 105 and each packet application module, via TDM
bus 164 znd wideband packet buses 116-1 10 116-n, respec-
tively. In this comtext, each wideband packet bus is trans-
mitting packet data in paraliel. e.g.. a “byte” at a fime, in
contrast to TDM bus 184, which is a serial bus, ie. it
fransmits data a bit at a time. As a reset of coupling the
packet data o the TDM bus, packet manager 119 provides
a singlc multiplexed packet stream to NAM 105 for trans-
mission across the network interface. It should be under-
stood that the network interface bandwidth is “channelized”
and, in the context of packet data, expects a single multi-
plexed packet stream.

NAU 104 is representative of a mixed TDM and packet
NAU architecture. In this approach, NAU 100 provides a
TDM bus in conjunction with one or more packet buses
which taken together provide more bandwidth than is
required to support the network interface. This addjtional
bandwidth is used to suppuort multiple point-to-point packet
connections. Packet manager 116 not only aggregates the
packet data, as mentioned above. but also allocates 2 fixed
amount of the TDM bandwidth to the packet application
modules. ’

Unfortupately, the instantaneous, or peak, data rate of all
outhound packet sireams iaken together may be greater than
the “fixed amount of TDM bandwidth” aliocated for packet
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data on the network interface. These peak data rates create
a large demand on both the overall packet bus capacity and
on the packst handling requirements of packet manager 110.
For ¢xample, once the packet application modules exceed
their altocated petwork interface bandwidth. packet manager
119 muost take steps to preveat the loss of any packet data.
These steps include buffering the packet data, which may
require a buffer of considerable size to support all of the
packet application modules, and. perhaps, flow control to
throttle the packet traffic. As a result, the complexity of
packet mapager 110 increases not only with the number of
packet application modules that packet manager 110 must
support but aiso with the respective data rate requirements of
these packet application modules.

Another prioc art approach is itlustrated in FIG. 2, which
is similar to FI{i. 1 except that separate point-to-point
wideband packet buses have been replaced with separate
TDM channels between each packet application module and
the packet manager. In particolar, packet application mod-
ules 165-1 to 365-n are coupled to TDM bus 154. along with
packet manager 170. Bach packet application module com-
municates data to, and from. packet manager 17 in a
scparate TDM channel as represented by lines 171 and 172,
Like the description above for FIG. 1. packet manager 170
aggregates the packet traffic to NAM 155 via a TDM
channel, as represented by line 173, to creaIe a single
multiplexzd packet stream.

Unfortunately, this approach has the above-mentioned
probiems with respect to the packet mapager and. in
addition, drives up the bandwidth requirement of the TDM
bus. For example, the TDM bus must now support the peak
rate of each packet application module on each TDM
channel in addition to a TDM channel for the aggregate
packet data stream provided by packet manager 170.
Conversely, if the TDM channels are limited to a fixed
fiaction of the allocated metwork interface bandwidth. a
single packet application module would never be able to
peak near e full rate when cther packet application mod-
ules have little or no traffic.

SUMMARY OF THE INVENTION

1 have realized an alternative approach to the design of
TDM-based equipment that supperts both synchronous data
and packer dara and, in addition, provides an efficient
substrate for packet handling, In particular. mmltiple packet
data sources share a siogle TDM chanpel. As a resalt, no
central packet manager is required to aggregate the packet
data.

In an embodiment of the invention. a plurality of packet
data sources, £.2., packet application modules. and synchro-
nous data sources, ¢.g., synchronous application modules,
arc coupled to the same TDM bus for communicating data
to a network access module. In particular, a postion of the
TDM bandwidth allocated to packet data is treated as a
“multiple-access packet channel.” This allows packet appli-
cation modules on the TDM bus to share, and contend for,
the entire TDM bandwidth allocated to packet data. Each
packet application module inciudes its owa TDM bus inter-
fare and the network access module receives a single,
continzously multiplexed, packet steeam for transmission to
an opposite endpoint. Fe the receiving direction. each packet
application module accepts the entire received packet stream
from the petwork access module and cither filters the
packets using their address field or transparently forwards
the packet data to a packet service.

In a feature of the invention. a contentior scheme for
accessing the “multiple-access packet changel” is described

o 18 0028970 FRgE " 65,5295 B39 70
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that avoids packet collisions, mazimizes bandwidih
efficiency, and provides for interframe High-level Data Link
Coatrol (HDLC) flags. :

This invention provides the following advantages: no
central packet manager is required to synchromize packet
data to the TDM bus; packet sotrces share all of the TDM
bandwidih allocated to packet data resulting in maximum
efficiency; there is no additional overhead required for
packet addressing on the bus; packet buffering is distributed
across the bus, rather than being fixed in a central location;
and the system has “modutarity” and can guickly grow
simply by adding additionsl packet application modutes.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 shows a block diagram of a prior art mixed TDM
and packet network access unit;

FIG. 2 shows a block diagram of another prior art
time-division-multiplexing-only network access unit;

FIG. 3 shows an illusirative block diagram of a time-
division-multiplexing-only network access unit in accor-
dance with the principles of the invention;

FIG. 4 shows a block diagram of 2 packet application
module in accordance with the principles of the inveation;

FIG. 5 shows a representation of a sequence of time-
division-muitiplexing frames in accordance with the prin-
ciples of the invention;

FIG. 6 is an illustration of a packet arbitration scheme for
use in the network aceess unit of FIG, 2 in accordance with
the principles of the invention;

FIG. 7 is an illustration of counting bit time-slots in the
“muitiple-access packet channel;” and

FIGS. 8A-8C are illustrative fiow diagram of 2 method in
accordance with the principies of the invention for use in the
packet application module of FIG. 4.

DETAILED DESCRIFTION

An ifustrative block diagram of an NAU embodying the
principles of this investion is shown in FIG. 3. NAU 200
provides access 10 a T1 facility for frame relay services as
well as synchronous data transport. For simpHcity, data
endpoints, synchronous or packet, are not shown. NAL 260
inciudes network access module (NAM) 208, synchronous
application modules 220-1 to 220-n, and packet application
modules 215-1 1o 215-n. NAM 205 provides the interface
berween TDM bus 284 and network facility 206, which is
representative of a T1 facility. The synchronous application
modules couple synchronens data equipment (not shown),
e.g., telephone equipment, to NAM 205 via TDM bus 244
as is known in the art. In accordance with the inventive
concept, multiple packet application modules now share a
single TDM channel (described below). Each of the plurality
of packet application modules couple packet data equipment
(not shown), e.g.. & data terminal, to TDM bus 264, and the
packet manager is eliminated Indecd, the function of the
packet manager is now distribeted among the various packet
application modules that created the need for it in the first
place. This distribution of the packet manager is represented
by the inclusion of packet managers 216-1 through 216-r in
the respective packet application modules.

A block diagram of llustrative packet application modele
215-n is shown in FIG. 4. Other than the inventive concept,
the components of packet application module 215-n are
well-known apd will pot be described in detail. Packet
application module 215-a includes packet interface proces-
sor 383, buffer 315. and packet/TDM interface 319. The
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latter is an “application specific intzgrated circuit” (ASIC).
which is a proprammable large-scale integrated circuit
deviee that is dedicated to performing a specific funcion. or
apphication, which in this case is described below. Packet
interface processor 365 communricates packet data between
packet/TDM interface 310 and line 384. The latter is rep-
resentative of any one of a pumber of facilities for ooupling
packet application module 215-n to a packet system. For
example, line 304 could be a local area network, or a
dedicated facility to a “router” or a packet data terminal.
Packet interface processor 305 performs packet handling,
e.g., it provides the physical and link layer connections for
packet transmission as known in the art, e.g.. it checks for
addresses, errors, etc., on the packets, Packet data transmit-
ted to a far-end packet endpoint is provided from packet
interface processor 305 to packet/TDM interface 310 via
line 307, buffer 315, and line 389. It is assumed that lines
307 and 309 are representative of wideband data buses as
known in the ari. In the other direction, packet data from a
far-end packet endpoint is received by packet interface
processor 305 from packet/TDM interface 310 via linc 306.
Packet interface processor 305 receives a BUFFER FULL
signal via line 314 from buffer 315, which provides a
BUFFER NOT EMPTY signal via line 321 to packet/TDM
interface 319. In accordance with the principles of the
invention, packet/TDM interface 310 synchronizes packet
data retrieved from buffer 315 for insertion into an appro-
priate time glot on TDM bus 204. The latier is shown as
acmally comprising two TDM buses. TDM bas 204-0 is
used for “ontbound™ traffic through NAM 205 to network
interface 206. Converscly, TDM bus 204 is used for
“inbound™ traffic from the network. Typically, in the art,
TDM bus 204-i and 204-c are symmetrical. e.g., if tine-slot
0is used for status and control information on the “inbound™
TDM bus, time-slot 0 of the “outbound” TDM is similarly
nsed for stams and control information.

The storage size of buffer 315 is determined empirically
and js a function of the type of packet equipment and its data
rate. For example, if a packet application module is inter-
facing to a router, as known in the art, a router may
communicate packet data on the order of 128 Kb/sec.
Consequently if the packet application module cannot. for
the moment, transmit a packet from the router to the TDM
bus, the packet application module can perform fiow control
with the router with a concomitant minimal amount of
buffering required on the packet application module because
of the low data rate from the router. Conversely. if a packet
application module is interfacing to a LAN, which typicaily
commumnicates data at a higher speed, e.g., 10 Mb/sec.. a
larger amount of buffering may be required on the packet
applicatior module. Thus, depending en the packet
equipment, each packet application module may have dif-
ferent buffering requirements—but each packet application
module has less buffer requirements than the packet man-
ager module of the prior art.

In accordance with the invention. a portion of the band-
width of TDM bus 204 is pre-assigned to all the packet data.
in particular, this packet-dedicated portion of the bandwidth
is referred to herein as & “multiple-access packet chanael,”
which is shared among at icast two of the packet application
modules. This is in contrast to allocating a fixed fraction of
the TDM bandwidth to each packet application module. The
“multiple-access packet channel” provides a single channel
for communicating all packet data to, or from, NAM 265.In
effect, this “multiple-access packet channel” rescmbles a
packet “local area petwork™ (LAN) in many respects, except
that the bandwidth of the “multiple-access packet channel”
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is closely matched {or egual) to that allocated for packet
traffic across network facility 206. In this case, cach packet
application module must contend for the bandwidth of the
“multiple-access packet- channel” with the ofher packet
application modules. (Although, the narure of 2 TDM bus
prevents any packet application module from using more
bandwidth than is available from the network, this approach
makes the entire network bandwidth allocated to packet data
dynamically available to each packet application module as
a channel for the transport of packet data.)

NAM 205 communicates to all application modules and
controls time-slot allocation among the synchronous mod-
ules and the packet modules. The control of time-slot
allocation can be performed either over TDM bus 204 or
another bus (not shown). In this example, it is assumed that
a portion of the TDM bus bandwidth is allocated to contrel
and status information, as known in the art. In accordance
with the principles of the invention, the time-slots allocated
by NAM 205 to the packet application modules are the
“multiple-access packet channel.”

In this example, it is assumed that every time-frame is
comprised of a plurality of 64 Kbit (DS@) channels, and it is
assumed that the “multiple-access packet channel” is any
grouping of these D50 chaunels. Although not a
requirement, it is also assumed that the “multiple-access
packet channel” is composed of a subset of comtiguous DSG
channels available on the bus. In this case, this corresponds
to time-slots 1, 2. 3. 4. 5, and 6, of every frame. The
rernaining time-slots are allocated to synchronous data and
control/status information. The allocation of the above-
mentioned six time-slots yields a “multiple-aceess packet
channel” with a bandwidth of 384 Khz. The number of D56
channels atlocated on the inbound and outbound data high-
ways are assumed {0 the be same, so that equal bandwidth
is assured in both directions. {As described above, it is
assumed that TDM bus 204-i and TDM bus 204-0 are
symmetrical. ic.. ime-stots 1 through 6 are used for the
“mnltiple-aceess packet channel” for inbound and ontbound
traffic.) Finally, it is assumed that this 384 Khz bandwidth is
equal to the bandwidth altocated over the network facility
for the same packet waffic, L.e., NAM 205 is not reguired io
buffer the packet data.

In accordance with a feamirs of the invention, it is
assumed that packet transmission is utilizing HDLC, which
is a bit-oriented layer 2 protocol that produces varizble bit
length packets. This allows a packet to be spread across
time-slots and multiple TDM frames. The “multiplc-access
packet channel” in this case can be considered a continuous
sequence of bits with no framing boundaries other than those
of the protocol. As such, the starting point of a packet may
i anywhere in the “multiple-access packel cheanel” An
illustrative sequence of frames is shown in FIG, 5 Frame 1
includes time slots 1 through N, where, as mentioned above,
each time-slot represents a 64 Kbit DS0 channel. In this
example, it is assumed that M is equal to 64 time-siots. Each
frame repeats every 125 micro-seconds and each time-slot is
further broken down into a sequence of 8 bits as shown in
FIG. 8. Bach bit is hercafter referred to as a “bit time-star”
It should be moted that the term *time-slot” refers to a
collection of “bit time-slots.” Time-slots ¥—6 represent the
“multiple-access packet channel.” As described above, since
HDLC is a bit-oricnted layer 2 protocol, this allows the
packet data to begin and end anywhere in a time-slot.
Consequently, each packer is mapped into a plurality of “bit
time-slots™ within time-slots 1 through 6 on TDM bus 204,
rather than the DS0 channels represeating each tinre-slot as
a whole. This is illustrated in FIG. 5. where packet 50 begins

)

15

25

10

33

45

55

&0

&5

6
with “bit time-slot” 7 in time-slof 4, of frame 1. and ends
with “bit time-slot 3" in time-slot 2 of frame 4. As fllustrated
by the starting and ending time of packet 59, of FIG. §. these
bit intervals do not have to conform to time slot boundaries
into which the packets are mapped and inserted.

As described above, each packet application module must
contend for the “multiple-access packet chapnel.” If a packet
application module “grabs” the “muoltiple-access packet
channel” that packet applicaion module then transmits
using the fult 384 Khz of bandwidth. However, if a packet
application modnle cannot “grab” the “multiple-access
packet chamnel,” then that packet application module must
queue, or buffer, the packet. As a result, the flow control is
now distributed among the packet application modules.

The properiies desired for packet transport on the
“multiple-access packet channel” are high bandwidth cffi-
ciency and deterministic fairness. Bandwidth efficiency is a
mezasure of how closely the packet ntilizatior oft he avail-
able (fixcd) TDM bandwidth matches the offered packet
load. It also measures efficiency of the channel as the offered
packet load exceeds the available bandwidth. Fairmess
describes how a chosen priority scheme affects the com-
parative delay of packets through the system under band-
width contention with multiple packet sources.

Any method used for implementing & “multiple-access
packet channel” should be desigred to achieve as close to
100% bandwidth efficiency as possible with no negative
throughpst effects due to congestion. The method should
also have no inherent priority bias among the packet sources
so that prioritics may be enforced selectively if needed,
preferably in software on the packet application modules.
These propetties are only applicable to the outbound (toward
the metwork) direction, where multiple packet sources are
contending for a fixed network pipe. Inbound packet data is
already multiplexed as a single packet stream within the
network channel. Since the TDM bus 264 is full duplex, as
represented by scparate data highways TDM bus 204-i and
TDM bus 204-0, NAU 200 may have an asyometric accsss
protocol. That is, the access protocol for the inbound direc-
tion can be different from the access protocol described
below for the outbound direction. In the context of this
inventior, it is assumed that all modules are comtinually
listening to the TDM in-bound bus to pall off data addressed
to them. In the case of the packet application moeduies. it is
assumed that each packet application module is monitoring,
or listening to, the “multiple-access packet channel” for
packets that have addresses associated with that packet
application module. A packet application modle Listens for
its beader, e.p., virtual address, if it is not their packet, it is
just dropped. The remainder of this description will focus oo
outbound packet traffic.

In accordance with the invention, a Time-division Mal-
tiple Access with Collision Avoidance (TDMA/CA) scheme
is used for the outbound direction to regulate access to the
“multiple-access packet channel.” In particular, the synchro-
nous property of TDM bus 204 provides the means to
implement 2 slotted-access method to avoid collisions. This
slotted-access method enabies each packet application mod-
ule to contend for the “multiple-access packet channel.” and
avoid packet collisions, in a fair and efficient rnannet. In this
embodiment, the slotted-access method is implemented by
packet/TDM interface 310 of each packet application mod-
ule.

Before describing it in detail, an overview of this slotted-
access method is described. In the slotted-access method.
each packet application module. in rotation order, is given an
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“3ecess window™ of fime, corresponding to a *'bit time-stot”
on the TDM bus, to either capture the “multiple-access
packet channel” for transmission, or defer and allow the
“access window” to advance to the next packet application
ntodule in order. Once granted access, that packet applica-
tion module has sole access to the “multipte-access packet
chanre!” for a period of time, referred to herein as the
“secess period.” During this “access period.” a packet
application module sends at least ome HDLC frame of
queued packet traffic toward the network. and the “access
window” is frozen at the cutrent packet application module
ané does not advance until that packet application module
releases the “multiple-access packet channel.” Under some
conditions however, a packet application moduic may sot
begin transmitting packet data as soon as it has captured the
“multiple-access packet channel” In particular, whenevex
the previously transmitting packet application module is still
wansmitting a packet or closing flag, the next packet appli-
cation module must wait until completion before transmit-
ting jts first packet. Since a rotational arbitration scheme on
the bus may take several “bit time-slots,” or clock, intervals,
this mechanism allows the arbitrarion to overlap an active
packei fransmission, avoiding idle time on the bus and
increasing bandwidth utilization.

FIG. 6 shows an illustrative slotted-access method. There
is an implied aumbering of the packet application modules
and “bit time-slots.” This implied numbering s hercafter
referred to as an “ID nomber.” Generally speaking, a packet
application module can attempt to access TDM bus 204-0
only when the ID) number of the “bit time-slot”™ matches the
ID number of the packet application module. In a system
with N packet application modules, each “bit time-slot™ of
the “multiple-access packet channel” is counted in a repeat-
ing sequence from ( to N—1 starting at some arbimary “bit
time-slot” by each packet application module. In other
words, cach packet application module only counts those
“bit time-slots” assigned to the “mulfipic-access packet
channel * The value of the count is the I number for the
“hit time-siot.” Al packet application modules are synchro-
nized with this counting sequence and are aware of the ID
mnmber of each “bit time-slot” at afl times. As a result, the
1D number need not be present on the bus. As noted earlier,
each packet application module knows, a priori, the time-
slots associated with the “mnltiple-access packet channel.”
In combination with this, each packet application module s
configured with an unique [D number, which can be deter-
mined in any number of ways. For example, cach module,
or circuit board, can have an address associated either via a
“software-controlled” configuration, ¢.g.. a system admin-
istex literaily assigns addresses to the various modutes; or by
a hardware setting that specifically associates a particular
address with a particular position in the system, e.g., what
slot the circuit board s plugged into. MNote, this counting of
“hit time-slots” may span more than one frame. Since N may
be any imteger there is no relationship between this 1
numbering and the position of bits in the TDM frame.

For cxample, if there are seven packet application
modules, and assuming for the moment that none of the
seven packet application modules wanted access tothe TOM
bus, this counting would look like that shown in FIG. 7. FIG.
7 is similar to FIG. 5, except packet 50 has been removed,
ie., there is no transmission of a packet and only time-stots
1 and 2 of frame 1 are shown. It is assumed that each packet
application module counts “bit time-slots” of the “muitipie-
access packet channel” beginning with *bit titne-siof” 1 of
frame 1, which is associated with the count value of 0. Eack
packet application module waits for its ID number to equal
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the count. or ID number, of the “bit time-slot” to attempt to
aceess TDM bus 204-o0, For example. the packet application
module associated with ID 0, can attempt access only upon
the value of the count equaling 0. which, in this example,
occurs in “bit time-slot” 1 of tdme-slot 1 of frame 1. “bit
time-slot” 8 of time-slot 1 of frame 1, “bit time-slot” 7 of
time-slot 2 of frame 1 ete.

To implement this slotted-access method two additional
signals are busscd between packet application modules.
These signals arc “packet request” (PREQ) and “packet
hold” (PHOLD), It is assumed these signals are bussed
among the packet application modules as simply “opezn
collector” as known in the art which allows them to be
logically “OR”ed. Referring back to FIG. 6. a sequence of
“pit time-slots™ is shown. This sequence of bit time-siots
only represents those “bit time-siots™ assigned to the
“multipie-access packet charnel.” The top row of FIG. 6 35
simply a sequence of bit time reference points. The second
row of FIG. 6 is the T namber of the “bit time-slot” of the
“multiple-acccss packet chanmel,” ie., the value of the
count. The next two rows represent the state of the PREQ
and PHOLD busses. The final row simply represents packet
data.

Beginning at time 12, the “pit time-siot” ID aumber is
equal to 0. Tn order for a packet application medule to
transmit a packet on TDM bus 204-6. the packet application
module must assert the PREQ signal whenever the ID
numbers of the “bit time-slot” and the packet application
module match. Upon receiving the PREQ sigal. each
packet application module halts the counting, The packet
application module that asserted the PREQ signal becomes
the next in line to begin transmission. For example, whea the
packet application module associated with the ID number of
2 wants £o transimit, it meist wait until time 4, when the TD
numbers of the “bit time-slot” and the packet application
module match. to assert the PREQ signal. However, the
presence of 2 PHOLD signal driven by the currently trans-
mitting packet application module delays the access of
packet application module 2 to TDM bus 20d-0 until
PHOLD is withdrawn at time 5. (The question marks
illusirated in FIG. 6 simply represent that another, nniden-
tified packet application medule is currently transmitting.)
At the next “bit time-slot,” t6, packet application module 2
concatenates its packet stream with that of the previous
transmission.

Although it could occur at any point, it is assemed that
packet application module 2 drops the FREQ signal at the
end of its packet transmission {described below) (o allow the
counting of time-slots by all packet application modules to
again advance. At the same time, packet application module
2 asserts the PHOLD signal, which prevents the next packet
application module from beginning its transmission until
packet application module 2 has completed its closing fiag
sequence. These evenits occur at time t9. Subsequently,
packet application module 6 raises it PREQ signal at time
113, signaling its readiness to send at least one packet, whiie
packet appiication module 2 is still transminting its closing
flag, At time t18, packet application module 2 completes ifs
packet transmission and drops PHOLD. At time 119, packet
application module 6 begins sending its packet data.

It should be noted that the HDLC flaps are a byte in
length. Consequently, trapsmission of an HDE.C inter-frame
fiag must end first before another packet application moduie -
can get the TDM bus 204-o to insert data. In addition. and
in accordance with HDLC, the last packet application mod-
ule may continue inserfing the inter-frame fiags, and assert-
ing the PHOLD signal until the PREQ signal is asserted. by
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itself or another module. Once the PREQ signal is asserted,
TDM/packet interface 310 drops the PHOLD signal only
when the insertion of the current flag is finished.

As mentioned above, the point at which an actively
transmitting packet application module asserts the FHOLD
signal and lowers the PREQ signal is arbitrary. The earlier
this occurs, the higher the probability that the next packet
application module will be found by the time the first closing
flag sequence is sent. This increases the efficiency of the
“multiple-access packet channel” because there is no wait-
ing for data transmission to finish to start arbitration again,
i.e., no time is lost for contention {a packet application
module is always ready te go). On the other hand, waiting
until near the end of the transmission allows more timely
packet queue information to be used in the arbitration. A
balance berween these two extremes could be implemented.

A method fHlustrating this slonted-access technique for use
in the packet application module of FIG. 4 is shown in FIG.
8. The steps shown in FIG. 8 have been divided into different
“subroutines” for simplicity, i.e.. an “initialize subrovtine”
(FIG., 8A), ‘Tequest to transmit a packet subroutine” (FIG.
$B). and a “wait for PAOLD" subroutine (FIG. 8C). In step
505, packet application module 215-n is initialized, e.g., via
a power-up sequence, and determines its ID onmber, e.g., via
a hardware sirap or software configuration. During this
initialization, NAM 205 of FIG. 3 allocates the time-siots
associated with the “multiple-access packet channcl.”
Packet/TDM interface 310 uscs the assignment information
from NAM 205 as the synchronizing signal to begin count-
ing “bit time-slots” of the “multiple access packet channel”
in step 510 (provided that the PREQ signal is not asserted).
In this example, it is assumed that packet/TDM interface 310
includes a counter to count each “bit time-siot” of TDM bas
204-o that is associated with the “multiple-access packet
channel” The counter included within packet/TDM inter-
face 310 rims continuonsly and is controlled by the PREQ
signal, i.e., if PREQ is asserted—no counting takes place
and the count holds at the last vaiue,

When there is a packet to transmit, packef interface
processor 305 begins to fill buifer 315 provided buffer 315
is not full. In particular, referring briefly back to FIG. 4, it
can be seen that a BUFFER FULL signal is provided by
buffer 315 to packet interface processor 385. This signal
alerts packet interface processor 305 if buffer 315 is full. As
aresult, packet interface processor 385 fills buffer 315 when
packet data is availabie to fransmit onty if the BUFFER
FULL signal is not active. Once the BUFFER. FULL signal
is active, packet interface processor 305 could, if necessary,
perform fow-control, if possible, with the associated packet
endpoint like a router, or sitnply begin dropping packets.
Assuming buffer 315 js initially empty, as packet interface
processor 305 begins to fill up buffer 315, the BUFFER NOT
EMPTY signal is asserted for TDM/packet intcrface 310 in
step 5240, via line 321.

Upon receiving the BUFFER NOT EMFTY signal, TOM/
packet interface 310 waits for the “access window” in step
5§25, Once the “access window” matches, i.c., the T} number
of packet application module 215-n matches the current
value of the counter, ic., the “bit time-slot” ID number,
TDM/packet interface 310 asserts the PREQ signal in step
530.

In step 535, TDM/packet interface 310 waits until
PHOLD is no longer asseried before transmitting the packet
from buffer 315 onto TDM bus 204-0. Upon nearing the end
of the packet fransmission {which can b determined sirnply
by knowing the length of the packet from the packet header
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information), TDM/packet interface 310 drops the PREQ
signal and asserts the PHOLD signal in step 540. As
mentioned above, the last packet application module to grab
the “multiple-access packet channel” continues inserting
flags and asserting PHOL.D until PREQ) is asserted, by itseli
or another module. Once PREQ is again asserted. TDM/
packet interface 310 drops PHOLD only when the insertion
of an flag is finished. At this point the next packet application
module then has access (0 the “muitiple-aceess packet
chanpel ™

Within this general method, different approaches may be
taken to offset the arbitration fairness. In general, each time
a packet application modulc gains ransmission access to the
“multiple-access packet charnel,” it may send any pre-
scribed number of packets. The access method may be
designed to limit this number to one, of it may aliow the
application to empty its packet transmit buffer. I the hard-
ware imposes no limit or the size or number of packets sent
dnring one acoess period, the application soffware is then
able to implement rules for sending varying amounts of
packet raffic actoss the bus. There is no reason why those
rules must be applied the same for every packet application
module, and in fact could be different for each pott.

For example, the packet application module may send as
many packets as can be transmitted within a fixed amount of
time. Another possibility is that the amount of packet data
transmitted may be a function of the number of packets
queued or the time they have been queued. The size of the
packets. always known to the software, may also be a factor
in determining when 0 terminate the access period.

The only hardware function required to support such
strategies is the combination of thc PREQ signal and
PHOLD signal. Once the active packet application medule
is about to fulfill its prescribed transmission requirement, the
corresponding packet interface processor either informs the
respective TDM/packet interface via a control line (not
shown) or the TDM/packet-interface continues transmitting
until a corresponding BUFFER EMPTY signat (not shown)
is received by the TDMipacket interface. Whatever the
signal, the TDM/packet interface then stops asserting PREQ
to allow ancther packet application module to gain access to
the TDM bus.

As noied above, the above description assumed that the
packet/TDM interface was incorporated in a single ASIC
bus interface chip. This is feasible if bus speeds and capaci-
ties are modest. say 1020 Mbps magimum throughput. and
only one packet channel is required. As a result, the use of
an ASIC to implement a bus interface chip to integrate these
functions should result in minimal additional cost (in
quantity). Further, adding support for a second packet chan-
nel may be a similar incremental cost. However, boosting
the TDM bus capacity to T3 rates o higher will pose the
grealest potential cost increase due to higher bus clock rates
and the number of 64K channels. At this level. an ASIC
having a much larger gatc-count may be needed to provide
a large number of timeslot zegisters, increased buffering. and
higher speed DMA. channels.

The foregoing merely illustrates the principles of the
invention and it will thus be appreciated that those skilled in
the art will be able to devise numerous alterpative amange-
ments which. althouph nmot explicitly described herzin,
embody the principles of the invention and are within its
spirit and scope.

For example, although éhe invention is illustrated herein
as being implemented with functional building blocks, e.g..
a packet intesface processor, etc., the functions of any one or
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more of those building blocks can be carded out using one
of more appropriate integrated circuits.

In addition, afthough illustrated in the context of a T1
petwork facility, the imventive concept applies to other
network facilities as well, e.g., fractional T1, digital data
service (DDS). TA. etc. Further, more than one *‘multiple-
access packet channel” can exist. For example, a first
piurality of packet application modules may be assigned to
a first group of time-slots. €.g.. ime-slots 1-6. for transmit-
ting packet data, while a second phurality of packet appli-
cation modles is assigned to a second group of time-slots,
c.g.. time-slots 7-12, for transmitting packel data. Also,
because the bandwidth of a TDM bus may be divided into
many separate logical channels, data with different formats
and access methods, such as isochronous and packet data,
may be combined in the system. Mother variation is Lo use
the time-slots to control contention access, as opposed to the
“bit-time slots,” described above.

It should also be noted that the inventive concept is
applicable to Asynchronous Transfer Made (ATM) trans-
mission. In particular, ATM cells arc handled in a similar
manner, although not on the same “multiple-access packet
channel” carrying bit-oriented proiocols. In the case of ATM
cells, the octets which form the cells need to be aligned
within DS0 channels. This places an additional constraint on
the packet/TDM intexface to recagnize those boundaries and
transmait within them. The “bit time-siots” may still be used
in the same marener as describe above for arbitration how-
ever. Another property of ATM cells is that they arc not
dalimited by flags. Idle time between cells trausporting user
data must be filled with null cells. Responsihility for filling
voids in the cell streamn may be assigned to the packet
application modules to perform in a fashion similar to
adding flag fills for HDLC protocols described earlier.
Alternatively, this could be the responsibility of the NAM on
the outbound trunk, especially if the NAM is required to
buffer cells in order 1o map themn onto the network link.

‘What is claimed:

1. Data communications apparatus comprising:

a time division multiplexed bus having a bandwidth,
where a portion of the bandwidth is allotted to packet
data;

a phurality of packet data sources coupled to the time-
division multiplexed bus that share the allotted band-
widih for wansmitiing packet data; and

a distributed packet manager within each of said packet
data sources configured to allocate access to the allotted
bandwidth among said packet data sources.

2. The apparats of claim 1 including a packet arbitration
bus comprising a packet request signal and a packet hold
signal.

3, The apparatus of claim 2 wherein each packet data
SOUTce Comprises:

interface circuitry that inserts packets to the allocated
bandwidth of the time-division multiplexed bus and is
coupled to the packet arbitration bus; and

a packet data processor for providing the packets from a
packet endpoint to the interface circuitry.

4. Data communicafions apparatus comprising:

a time-division multiplexed bus having a bandwidth,
where a portion of the bandwidth is allocated to packet
data;

a plurality of packet data sources coupled to the time-
division multipiexed bus that share the allocated band-
width for transmitting packet data;

a packet arbitration bus comprising a packet request
signal and a packet hold signal;
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interface circuitry coupled to the packet arbimation bus,
said interface circuitry inserting packets to the allocated
bandwidth of the time-division multiplexed bus. and
performing a counting function by counting time-slots

. ofthe allocated bandwidth so long as the packet request
signal is not asserted; and

a packet data processor for providing the packets from a
packet endpoint to the interface circuiiry.

S. The apparatus of claim 4 wherein the time-slots are bit

time-siots.

6. The apparams of claim 4 wherein the interface circuitry
inserts the packets ifto the allocated bandwidth when a
value of tire counter is equal to a predetermined identifica-
tion number of the respective packet data source and the
packet hold signal is not asserted.

7. Communications apparatis comprising:

a time-division multiplexed bus having a predefincd band-

width;

a plurality of synchronous data sources coupled to the
time-division multiplexed bus for communicating syn-
chronous data in a first portion of the predefined
bandwidth;

a plurality of packet data sources coupled to the time-
division multiplexed bus for communicating packet
data in & second portion of the predefined bandwidih,
where the piurality of packet data sources share the
second parton of the predefined bandwidth for trans-
mitting packet data; and

a distributed packet manager within each of said packet
data sources configured fo allocate aceess to the second
portion of the predefined bandwidth among said packet
data sources.

8. The apparatus of claim 7 further including a network
access maeager coupled to the time-division-mutiplexed
bus for communicating the synchronous data and the packet
data to at least one network facility.

9. Communications apparatils COMprising:

a time-division multiplexed bus having a predefined band-

width;

a plurality of synchroacus data sources coupled to the
time-division multiplexed bus for communicating syn-
chronous data in a first portion of the predefined
bandwidth; and

a plurality of packet data sourees coupled to the time-
division multiplexed bus for communiceting packet
data in a second portion of the predefined bandwidth,
where the piurality of packet data sources share the
second portion of the predefined bandwidth for trams-
mitting packet data, the second portion of the pre-
defined bandwidth being shared in such a way that only
one of the plurality of packet data sources accesses the
second portion of the predefined bandwidth at a time.

19. The apparatus of claim 7 wherein cach one of the
plurality of packet data sources includes interface circuitry
to the time-division multiplexed bus for synchronizing
packet data to the time-division multiplered bus.

11. Communications apparatus comprising:

a time-division multiplexed bus having & predefined band-

width;

a plurality of synchronous data sources coupled fo the
{ime-division muitiptexed bus for communicating syn-
chronous data in a first portion of the predefined
bandwidth;

& plorality of packet data sources coupled to the time-
division multiplexed bos for communicating packet
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data in a second portion of the predefined bandwidth,
where the plurality of packet data sources share the
second portion of the predefined bandwidth for wans-
mitting packet data, wherein each one of the plurality
of packet data sources includes interface circuitry to the
time-division muitiplexed bus for synchronizing packet
data to the time-division multiplexed bus, and the
interface circuitry includes a counter for cotmting time-
slots representing the second portion of the predefined
bandwidth.

12. The apparatus of claim 11 wherein the time-slots are
bit time-siots.

13. The apparatus of claim 11 wherein the intexface
civcuitry imserts packets inte the second portion of the
predefined bandwidth when a value of the counter equals a
predetermined identification number of a respective packet
data source and a hold signal is not being asserted by the
interface cireuitry of the remaining packet data sources.

14. The apparatus of claim 11 wherein the counter is
inhibited from counting when a packet request signal is

15
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allocating a portion of the bandwidth of the time-division
multipiexed bus as a multiple-access packet chanmel;
coupling a plurality of packet data sources to the time-
division multiplexed bus;
controlling the access by said packet data sources to the
afiocated portion of the bandwidth via a distributed
packet manager within each of said packet data
SOUICES;

transmitiing packet data from the one of the plurality of
packet data sources having access to the multiple-
access packet channel.

21. A method for transmitting packet data on a time-
division multiplexed bus in data commusications
equipment, the method comprising the steps of:

allocating a portion of the bandwidth of the time-division

miltiplexed bus as a multiple-access packet channel;
coupling a plarality of packet data sources to the tims-
division muitiplexed bus;

asserted by interface circuitry from any packet data source. 20 assigning a umique identification Bumber to each one of
15. A method for use in a data communications apparaius the plurality of packet data sources;
for transmitring packet data on a time-division multiplexcd counting. in cach ome of the phmality of packet data
bus. the method comprising e steps of: sources, a sequence of time-slots representing the
couph:n.g & plun_dity of packet data sources to the time- multipic-access packet channel;
division multiplexed bus; 25 granting access to the multiple-access packet channel to

allocating a portion of the bandwidth of the time-division
multiplexed bus to the plurality of packet data sources
in such a way that the allocated portion is shared among
the plurality of packet data sources;
transmitting packet data from the plurality of packet data
sources on the allocated portion of the bandwidth; and
controlling access by said packect data sources 1o the
allocated portion of the bandwidth via a distributed
packet manager within each of said packet data sources.
16. A method for use in a data conununications apparatus
for transmitring packet data on a time-division multiplexed
bus. the method comprising the steps of:
coupling a plurality of packet data sources fo the time-
division multipiexed bus;
allocating a portion of the bandwidth of the time-division
mltiplexed bus to the plurality of packet data sonrces
in such a way that the allocated portion is shared atmong
the plurality of packet data sources;
assigning to each one of the plurality of packet data
sources an identification number;
counting, in each one of the plurality of packet data
sources, & sequence of time-slots representing the allo-
cated portion of the bandwidth; and
transmitting packet data from one of the plurality of
packet data sources on the allocated portion of the
bandwidth only when the value of the connt matches
the respective identification number assigned to that
packet data source.
17. The method of claim 16, wherein said step of counting
a sequence of time-slots representing the allocated portion of
the bandwidth is enabied only when rone of the plurality of
packet data sources assert a packet request signal.
18. The method of claitn 16. wherein said step of trans-
mitting packet data from one of the plurality of packet data

35

that one of the plurality of packet data sources that
requests access when the value of the count maiches the
respective identificaiion pumber of that packet data
source; and

transmitting packet data from the one of the plurality of

packet data sources having access to the multiple-
access packet channel.

22. The methed of claim 21 wherein the counting step is
enabled only when none of the plurality of packet data
sources asscrt a packef request signal,

23. The method of claim 21 wherein the granting step
further includes the step of asserting a packet request signal
by the packet data source granted access.

24, 'The method of claim 21 wherein the counting step
counts & sequence of bit time-slots.

25. A method for transmitting packet data on a time-
division multiplexed bus for use in data communications
equipment, the methed comprising the steps of:

ailocating a portion of the bandwidih of the time-division

multiplexed bus as a multiple-access packet channel;
coupling a plurality of packet data sources to the time-
division multiplexed bus;
arbitrating between the piurality of packet data sources to
grant access to the multiple-access packet chaznel to
one of the plurality of packet data sources af a time; and

transmitting packet data from the one of the plurality of
packet data sonrces having access in the arbitrating step
only if a packet hold signal is not asserted by another
one of the plurality of packet data sources.

26. The method of claim 20 further comprising the step of
coupling 2 network access module to the time-division
multiplexed bus for receiving the packet data for transmis-
sion over a network facility.

27. A data conmmunications apparatus, comptising;

sources 15 enabled only if a packet hold signal is not asserted &0

by any other one of the phurality of packet data sourees. a time-division multiplexed bus with a bandwidth which
19, The method of claim 16, wherein said step of counting is split into at least two portions. one of the portions

a sequence of time-slots representing the allocated pertion of being allocated for packet data;

the bandwidth farther comprises counting bit time-slots. a plurality of packet data sources coupled to said time-
20. A method for transmilting packet dafa on a time- 65 division multiplexed bus, the packet data sources trans-

division multiplexed bus in data communaications
equipment, the method comprising the steps of:

mitting packet data on said portion allocated for packet
data; and
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means for arbitrating access to the partion of the time-
division multiplexed bus allocated for packet data
among the plurality of packet data sources.

28. The apparatus of claim 27, wherein said means for
arbitrating aceess to the portion of the time-division mudti-
plexed bus allccated for packet data further comprises a
packet arbitration bus having a packet request signal and a
packet hold signal. the arbitration bus being coupled to each
of the packet data sources, and the packet data sources
including means for generating the packet request signal and
the packet hold signal

29, The apparatus of claim 28, wherein said means for
arbitrating access to the portion of the time-division multi-
plexed bus allocated for packet data further comprises a
means within each packet date source for counting the
time-siots of the portion of the time-division multiplexed
bus. '

30. The apparatus of claim 29, wherein said means for
arbitrating access (o the portion of the time-division multi-
plexed bus alfocated for packet data further comprises the
communjcation of packet data by one of the packet data

16 :

sources when the packet hold signal is not asserted and the
value of said counting means is equal to a predetermined
identification number assigned o said packet data source.
- 31. The apparatus of claim 29, wherein said means for
arbitrating access to the portion of the time-division multi-
plexed bus allocated for packet data further comprises
means for generating the packet request signal by a packet
data source wishing to gain access to the time-division
multiplexed bus when the value of said counting means is
equal to a predetermined identification number assigned to
said packet data source, said counting means being stopped
by said packet request signal.

32, The apparatus of claim 29, wherein said means for
arbitrating access to the portion of the time-division multi-
plexed bus atlocated for packet data further comprises
mecans for releasing said packet request signal and for
asserting said packet hold signal by a packet data source
while said packet data source is fransmitting packet data.

= * ¥ * x
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TIME ORTHOGONAL MULTIPLE YIRTUAL DCE
FOR USE IN ANALOG AND DIGITAL NETWORKS

BACKGROUND OF INVENTION

1. Field of Invention :
. This invention relates to an apparatus and method for
.2 master unit in 2 multidrop network to communicate to
and from a plurality of remote units, using a plurality of
host applications using half duplex polled protocols,
through the nse of time division multiple access tech-

2. Scope of the Prior Art

In the prior art, in order to run. multiple host applica-
tions to multiple modems in a multidrop network, it is
common to use a single network channel for each appki-
cation, thereby effectively resulting in a number of
networks rather than a single network. Further, such an
arrangement is clearly an inefficient use of leased lines
and other eguipment. .

A common solution to this deficiency of the prior-art
is to use a single line with frequency division multiplex-
ing. That is, a number of orthogonal carrier frequencies,
one for each application, are transmitted over a single
line to a plurality of remote units in a2 multidrop net-
work., However, with such apparatus, the non-linesari-
ties of the communications line (most frequently, a tele-
phone line), interfere with the co-existence of multiple
carrier frequencies. This interference includes inter-

" and among channels. Furthermore, a strong signal on
one carrier frequency could suppress a weak signal on
another carrier frequency.

Due to this interference, time-consuming engineering
adjustment is reguired to install and maintain such a
system. Such interference increases with an increasing
number of co-existing carrier frequencies, thereby limit-
ing the number of carrier frequencies which could be
practically carried on a single line. For practical appli-
cations, no more than three carrier frequencies can be
carried simultanecusly on a telephone line,

ORIECTS AND SUMMARY OF THE
INVENTION

It is therefore an object of this invention to provide a
method and apparatus for allowing a single multidrop
network to run multiple applications to multiple remote
units. -

It is therefare a further object of this invention to
provide such 2 method and apparams without 2 funda-
mental limitation on the number of applications which
can be impiemented.

It is therafore a further object of this invention to
reduce the amount of engineering adjustment needed to
install and maintain such a method and apparatus.

The present method and apparatus permits multiple
multidrop networks {such as Dataphone Digital Service
for digital applications or conventional telephone com-
pany lines for analog applications), each serving a dis-

- tinet half-duplex host polled application, to be replaced
by a single multidrop network serving each of said host
applications.

The basic features of this method and apparatus are
time division multiplexed outbound transmissions from
the master to the remote units for data and control; time

" division multipie access transmissions inbound from the
remote units to the master unit; master to remote rang-
ing with respect to transmission time; and priority as-

25

modulation, cross-modulation and spillover between 30

2
signed reservation request for long poll responses. A
channel rate exceeding the aggregate port rate is re-
. quired in order to transmit effectively all of the informa-
tion from the remote units and altow for control format
5 messages. All remote uniis {or “drops”) receive mes-
sages outbound from the control unit and respond in a
unique time period assigned to each host application.
_ Contention between applications is thereby avoided due
to the fact that each application is assigned such a
10 upigue time period. By ranging or measuring the round-
trip transmission or delay time between the master unit
and each remote unit, and storing these times iz 2 table
so as.to accurately synchronize the transmissions in a
time division multiple access mode, the “guard time”
5 geparating inbound transmissions from interfering with
each ather can be minimized thereby increasing system
efficiency.

In order to accommodate longer message lengths
from a remoie unit to the master unit, a remote unit can
0 append 2 request for additional time onto its message to
the master unit. The master unit will then compare the
priority of the requesting remote unit to the priority of
subsequent units and make a decision as to whether to
allow the requesting remote unit to use the time division

multiple access slois of subsequent units.

By the use of the foregoing, a user can install several
host applications employing half duplex polling on 2
single multidrop network, without a fandamental limit
on the number of applications and without the need for
extensive engineering adjustment during the installation
and maintenance of the system. This allows an end user
o have fewer modems or data service units/channel
service units (DSU/CSU) on the customer premises. -

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. I shows a block diagram of the master unit in
the digital application of this invention.

FIG. II shows a block diagram of the remote unit in

35

40 the digital application of this invention.

FIG. III shows a block diagram of the master unit in
the analog application of this invention.

FIG. IV shows a block diagram of the remote unit in
the analog application of this invention.

45

30

55

FI@G. V shows a schematic of a subframe format.

FIG. VI shows a flow diagram of the initialization of
the master unit.

FIG. V11 shows a flow diagram of the initialization of
the remote unit.

FIG. VIII shows a flow diagram of the normal opera-
tion of the master unit, )

FIG. IX shows a flow diagram of the normal opera-
tion of the remote unit.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENT

Referring now to the drawings in detail wherein like
numerals refer to like elements throughout the several
views, master unit 10 for digital applications is shown

g0 FIG. 1. Master unit 10 includes a retwork timing and

control processor 12. Network timing and control pro-
cessor 12 uses firmware or software to implement clock
drift reset functions, guard time predict functions, burst
receiver control functions, reservation assignment func-

65 tions, cyclic redundancy check (cre) “checksum™ calcu-

lations, arg functions, remote fransmit control functions
and user library update functions such as activity rate
and frame parameters. Additionally, network timing
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and control processor 12 stores user-input initialization
parameters including network clock framing periods,
slot and subframe essignments; inbound and owtbound
burst length for each “drop” or remote unit, p:'iority
assignments, drop addressu:g, and port speed assign-
ments.

Reservation reguest processor 14 allows a drop or
Temote unif to request more than a single time slot for
longer messages. Reservation request processor 14
communicates such a granted request to the nctwork
fiming and control processor 12,

The aggregate rate multiplexing module 16, in re-
sponse to commands from the network timing and con-
trol processor 12, sets up the timing and bit interfeaving
of the various application inputs from the various input
ports of the primary channel muitiplexer 18 and of the
overhead and control bits required for ontbound con-
trol of the remote units from the ranging and network
initialization generator 20. The output of the aggregate
rate multiplexer 16 is input to the time division multi-

4
in the timing and control block 46 where it is used for
time advancing the transmit clock.

The t:mmg and control block 46 supphes control bits
1o compression buffers 48. The timing and control block
46 also feeds the preambie and cyclic redundancy check

- (“checksnmy’”) module 50 ard the modulator 52. Addi-

20

plexed modulator 22 which transmits the data to the

varions drops or remote units (see FIG, II}. The time
division multiplexed modulator 22 is typically 2 base-
band modulator for digital applications.

The master unit 10 also provides, in addition to pri-
mary traffic flow over the channel outbound to remote
units, a diagnostic channel which can be inband, and
any control information necessary to update clock
drifts, perform new ranging, etc.

The input in the form of noncontending packets or
bursts of information from the various drops or remote
units is received via a single data channel by equalizer
24. The input stream has its gain antomatically adjusted
26 and is demodulated by demodulator 28.

Demodulator 28 provides digital data to the expan-
sion buffers 30, the ranging receiver 32, the reservation
request processor 14 and the bit/baud timing processor
M.

The expansion buffers 30 owtput digital data to the
datz port outputs of the various applications and a diag-
nostic channel via the port demultiplexer 36.

The ranging receiver 32 receives data from the de-
modulator 28 during an initial training peried (to be
described later) so as to store round trip transmission
times 1o each remote unit. This allows an optimization
in synchronization of the time division multiple access
process, thereby reducing “guard time” between the
teception of data from the various remote units thereby
increasing the total data iransfer rate of the system,

Referring now to FIG. I, data outbound from the
time division multiplexed modulator 22 of FIG. I is
received by the demodulator 38 of remote unit 40, The
outpat of demoduiator 38 is demultiplexed by demuiti-
plexer 42 which, in turn, feeds the primary data receiver
ports and any diagnostic or secondary channel reguired
by the particular application. The demodulator 38 aiso
provides bits to the network initialization parameter
extraction module 44 and the timing and control block
46. Network initialization parameter extraction module
44 and timing ‘and control block 46 provide the user
with network timing extraction information, the slot
assignment in which the user is allowed fo operate and
any conirel information such as transmit inhibit, trans-
mit enable, reservation grants and other network con-
trol provided by the master unit (see FIG. I). Addition-
ally, the ranging calculations, that is, the master unit
calculation of the time a signal takes to go from the
master unit {0 any remote uait and vice versa, is stored

23

33

40

45

50

&0

65

tionally, the timing and control block 46 sets up the
reservation reguest generator 54. Reservation request
generator 54 monitors the compression buffer for fields
exceeding a preset parameter limit which isstored in the
initialization parameter table. If a field length exceeding
the parameter is sensed, then raservation request gener-
ator 54 antomatically sets the reservation bits in the
outgoing message. The formnat of the outgoing message,
including reservation bits, crc bits, message traffic and
preambles are described later herein.

Modulator 52 outputs messages via the communica-
tion lines to equalizer 24 of the master unit (see FIG. I).

FIG. T discloses the analog version of the master
unit. FIG. T is identical to FIG. HI except for the addi-
tion of the automatic gain control/equalizer tap store
function which is added to ranging receiver 32 so as to
provide operating parameters to the burst equalizer 24
and the burst automatic gain control 26 dependent upon
the particular remote unit which is transmitting to the
master unit. Furthermore, as data is transmitted in
“bursts” from the remote unit in the analog mode, such
elements as the demedulator, age, and equalizer in the
master unit are entitled “burst demodulators”, “burst
agc”, and “burst equalizes” respectively in the master
unit. Sirnilarly, the analog modulator i the remote unit
is entitled *“burst modiudator” (FIG. IV).

This is due to the fact that, in the preferred embodi-
ment, the analog mode requires a true burst mede of
operation whereas in the digital case, the burst mode
requirement is eliminated due to the presence of a con-
stant envelope baseband which inciudes idle codes
when data is not being transmitted.

It should be noted here that the digital application,
for instance, one using Dataphone Digital Service, has
an inherent advantage over the analog counterpart, and
is therefore a slightly preferred embodiment, in that the
inbound traffic received at the master unit is a continu-
ous fransmission. That is, either information or idle
codes are always being transmitted. There are no peri-
ods when tie signal is not present, As a resnlt, the num-
ber of overhead bits required in each remote transmis-
sion in the digital applicatior is considerably reduced.
This combined with the high channel to port speed ratio
permits lower delay penalties. This resuits in a greater
efficiency in the digital system as compared with the
analog system.

The time division multiple access sequence is estab-
lished by the user. An epoch period or frame is defined
by the user. The frame is divided with respect to time
into a number of subframes. The subframe is further
subdivided into slots, one for each application. There-
fore, an application has 2 preassigned time period (or
slot) within a subframe 1o transmit from the remote unit
to the master unit, with the possibility of a reservation
request for longer messages.

FIG. V discloses a typical subframe. A subframe is
divided inte N time slots, each separated by a guard
time. Each slot contains a preambie, message bits, reser-
vation request bits, priority bits, asd error detection
bits. The reservation and priority bits may be replaced
by address bits. For example, five bits wonld permit ep
to 32 drops. The address bits would be an identifier to

20, 06/28/07 Pags 63 of 65 PagalD: #3895



-Cas 1 07-
ase

PRV AV I Zk S RIS Sl R t"‘fleG’E*F’Wogﬂ%%o%”sOf PaGE¢aBrEs70%°

4,937,819

5

the master. The master counid then monitor remote
clock ACCUracy, meonitor drop txansmlssmn events, per-
forin ranging, etc.

“Due to the number of total bits exceeding the humber
of message bits, the aggregate burst (in the case of ana-
log) or transmission (in the case of digital) rate must be
higher than the sum of the independent port rates.

As part of the installation of this device, both the
master and remote tmits must be initialized.

As is disclosed in FIG. VI, the first step in the initial-
ization of the master unit is to input the directory of
users. This is an address eniry for each host application
drop.

The next step is to input the address priority level.
This is followed by an initialization of such system pa-
rameters as frame period, number of time slots per sub-
frame, inbound message lengths, inbound and outbound
transmission rates (notice that aggregate burst rate must
be higher than the sum of the independent port rates so
as to accommodate individual ports along with associ-
ated overhead), priority assignments, drop addressing
and, port speed assignments. This information is stored
in the network timing and control processor.

The initialization phase of operation also inclndes a
ranging calculation for each combination of remote unit
(or “drop™) and application. The master unit sends a
message which makes a round-trip between the master
unit and the individeal remote wnit. The delay period is
stored in a library table in the network timing and con-
trol processor 12'so that the remote to master unit com-
munication is synchronized, thereby reducing guard
time required between successive transmissions and
increasing the efficiency of the system.

Additionally, in the case of analog apparatus, the
signals received by the master mmit during the ranging

_ caiculation are used to train the automatic gain control
26 and the equalizer 24, thereby generating an auto-
matic gain control/equalizer tap store function.

Finally, “set-up” parameters are transmitted from the
master {init to the remote units so as to establish remote
unit transmit clock advances, priority level, and in~
bound time slot assignments for the primary and diag-
nostic channels. The remote wmit verifies receipt to the
master unit.

Initialization of the remote drops is disclosed in FIG.
VII. The user inputs the address of the drop or remote
unit. The remote unit ratums or “loops-back” the rang-
ing sighal from the master unit. The remote uait ze-
ceives the frame period, the number of time slots per
subframe, inbound message lengihs, port speed and
inbound burst (digital) or transmission (analog) rate.

The remote unit receives set-up parameters such as
clock advance, priority level and inbomd fime slot
assignment for the primary and diagnostic framing and
set-up information to the master unit.

A flow diagram of the normal operauon of the master
unit is shown in FIG. VIIL

The master unit sends a message to one of the remote
units. An inbound message is received from one of the
remote umnits. The address, cyclic redundaney calcula-
tion (i.e. checksam) and priority level are checked. If
any of these values are invalid, the master unit retrans-
mits to the remote unit. If these values are valid and
there is no reservation request, the message is output to
the appropriate application host port at the master end.
This process is continually repeated for each applica-
tion in each remote unit.
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6

1f the aforementioned values are valid but there is 2
reservation request, then the message is queued. in the
event that there is a higher priority request or acknowl-
edged and completely received in the event that there is
no higher priority request. After the complete message
is received, its address, checksum and pnonty are vali-
dated. If these values are valid, the message is output t0
the host port. If the values are not valid, the initial step
of an outbound transmission from the master to the
remote is returned.

FIG. IX discloses the normal operation of a drop or
remote unit. The remote unit receives and buffers a

. DTE poll response message. The remote unit computes

the reservation request and the CRC (cyclic redun-
dancy check or checksum) bits. The CRC bits provide
error detection for both overhead and transmit port
primary data bits. The remote unit transmits the first
block of data, and possibly a reservation request on the
inbound channel at a predetermined time in accordance
with the “time advanced” (to allow for transmission
time and synchronize so as 1o reduce guard time) trans-
mit clock. This block of data includes preamble data,
reservation rcquﬁt, priority level, delimiter and CRC
bits.

From the foregoing, it is seen that this system in-
¢ludes the following features:

1. The master to remote (outbound) transmission is a
constant carrier time division multiplexed bit stream in

‘which multiple Host/FEP poll and data traffic is bit
interleaved along with master to remote nefwork timing

control and diagnostic information.

2. The master unit periodically- transmits a network
clock reading to all remotes and performs a roundtrip
delay transmission calculation (“ranging™) to each re-
mote unit. The master unit informs each remote unit of
its precise round trip value,

3. The period of the master network clock transmis-
sion establishes a “frame”. This frame is further seg-
mented into subframes at the remote.

4. The remote establishes a receive clock reference (a
delayed version of the Master Network Clock) and a
iransmit clock reference.

5. For analog applications, the remote sends a long
train to the master and the master irains and stores
equahzauon taps and automatic gain control settings
unique to the drop. This is unnecessary for digital net-
works due to the continucus presence of traffic (either
idle codes or data).

6. The master unit preassigns iime slots within the
subframes, one for each of the independent host applica-
ttons.

7. Upon receiving a poll at the remote DTE,
RTS/CTS toggles and the DTE response bits are
loaded into a buffer. The remote then transmits these
bits in the assigned time siot using the transmit clock
reference. Therefore, contention due to inbound poll
responses from other remotes is preciuded. All inbound
transmissions contain a preambie, poll respomse data
bits, reservation request bits, at least one priority bit and
error detection bits. In the case of analog networks, the
preamble i8 unique to the remote and enables the master
to rapidly set the equalization taps and automatic gain
control.

3. All inbound transmissions are at burst rates excesd-
ing the remote port rate.

9. The subframe time slot is sized for the dominant
poll response message length for the application. For
longer transmissions, the remote unit sets the reserva-
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tion bits to identify the required nomber of additional
time slots. The priority bit or bits define the remote’s
relative importance in reducing poll-response delays.

-'The master unit clocks the received message bits to the-

expansion buffer 30 and checks the reservation and
priority. bits for error. Iff no errors are detecied, the

master responds to the remote with an “authorization to .

‘transmit” command and transmits a “transmit inhibit”
command to all of the other remote units. BEach of these
outbound transmissions are error protected so that re-
mote transmission contention is extremely unlikely. The
authorized remote commences transmission on the next
available time slot and continues urntil thé message
transmission has been completed. During this period the
expansion buffer clocks data bits to the host.

10. The master unit can recognize whether a remote
clock is drifting and so inform the remote with a fast or
slow correction value. Such information car be ex-
tracted from the actual time of arrival compared with
the expected time of arrivai at the master unit and the
preambile which identifies the transmitted remote.

11. Analysis diagnostic related information is bit in-
terleaved onto the outbound transmission. Because of

- the relatively slow poll rate of the Analysis system, the
inbound response may be assigned to time slot in every
Nth subframe. Thus, the aforementioned goals are
achieved.

‘What is claimed is:

1. A communications network comprising:

a master unit;

a plurality of remote units communicating with said

-master unit in a multidrop configuration;
wherein each of said remote units execute at least one
application program, at least ore of said remote
‘unilis executng at least two application programs,
said remote units receiving messages owtbound
from said master unit and responding in a time slot
assigmed to each of said appiication programs;
said master unit including a master network timing
means with a period which is divided into a plurai-
ity of subframes, wherein each subframe is divided
into said time slots, and each of said time slots is
vsed as an interval in which one of said application
programs in said one of said remote units is as-
signed to transmit to said master unit in a time
division multiple access fashion; and

said master unit including ranging means commumni-

cating with said master network timing means
wherein a transmission time between said master
unit and each of said respective remote units is
calculated and transmitied from said master unit to
each of said respective remote units, each of said
rmpect:ve remote units using said transmission
time to adjust initiation of said time slots.

2 The network of claim 1 wherein said remote units
include a reservation request generator which activaies
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- 45

a reservation request bit for reguesting an additional -

time interval inbound to said master unit, and wherein
said master unit includes a reservation request processor
communicating to said master network timing means,
said reservation request processor being responsive to
said reservation reguest bit.

3. The network of claim 2 wherein said master unit
initiates communication with said remotes using half
duplex polled protocols.

4, The network of claim 3 wherein communication
from said remote units to said master unit is in the form
of modulated bursts on an analog carrier frequency,

5, The network of claim 4 wherein communication
from said remote units is received by a burst equalizer in
series with a burst automatic gain control in said master
unit, said burst equalizer and said burst automatic gain
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control being responsive to operating parameters which
are dependent upon which of said remote units is sched-
uled to transmit.
. 6. The network of claim 5 wherein said operating

parameters are calculated in an initial training period

angd stored in said master unit.

7. The network of claim 6 wherein said operating
parameters are indexed in said master unit and advanced
from said master unit to said burst equalizer and said
automatic gain control in response to a preambie unigue
to each of said remote units which is communicated
from said remote units to said master unit.

8. The network of claim 3 wherein communication |

from said remote units to said master units is in digital
form.
9, The network of claim 8 wherein communication

between said remote units and said master unit is en-

coded using baseband modulation.

10. The network of claim 3 wherein said master unit
includes a master network clock with a period which is
divided into a plurality of subframes, each correspond-
ing to transmission time-for one of said remote units, and
wherein each subframe is divided into said time slots,
and each of said time slots is used as an interval in which
one of said applications programs in said one of said
remote units transmits to said master unit.

11, The network of claim 2 wherein said time slot
comprises 2 format so as to include 2 preamble, a poll
response data bit, said reservation request bits, at least
one priority bit and error detection bit.

12, The network of claim 1 wherein the master unit
includes means for calcniating clock drifis of the remote
units and issuing reset commands to correct the same
wherehy each remote unit determines iis transmit epoch
accurately, thereby minimizing guard time while main-
taining contention-free transmission to said master unit,
said means for calculating clock drifts ang issuing reset
commands being in communication with said master
network timing means.

13. The petwork of claim 4 wherein said bursts occur '

at 2 burst rate which is greater than an aggregate port
rate of said remote units.

14. A method for a plurality of remote units to oper-
ate a piurality of application programs in communica-
tion with a master unit in 2 multidrop configuration,
comprising the steps of:

calculating and storing in said master unit inbound

and cutbound transmission times between the mas-
ter unit and said remote units;

dividing a period of a clock in said master unit into a

number of subframes, dividing each subframe intoa
number of slots, each corresponding to transmis-
sion times for ore of said remote units, and assign-
ing a slot to each of said application programs in
said one of said remote units;

transmitiing from said master unit to each of said

respective remote units the transmission time be-
tween said master unit and said respective remote
unit, 2ach of said respective remote units using said
transmission time to adjuost initiation of said slots;
and

transmitting data from cach of said remote units to

said master unit in a time division multlple access
configuration wherein each application in each
remote unit fransmits during said assigned sub-
frane.

15. The method of claim 14 further comprising the
step of initiating communication between said master
unit and said remote units by using half-duplex polled
protocols.
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