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4
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{ 3000 El Camino Real

6 | Palo Alto, CA 94306-2155
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7 | Facsimile: (650) 857-0663
8
Attorneys for Plaintiff '
9 | MULTIMEDIA PATENT TRUST -
10 _ , . '
IN THE UNITED STATES DISTRICT COURT
11 FOR THE SOUTHERN DISTRICT OF CALIFORNIA
12

13 || Multimedia Patent Trust, )
)
14 | Plaintiff, ), TR / |
| ) 9 C 77
15| wv. ) ivi /yctionﬁ\z.j JM : WMC
)
16 | Tandberg, Inc. ) DEMAND FOR JURY TRIAL
17 . Defendant. ) PLAINTIFF MULTIMEDIA ‘
: ) PATENT TRUST’S -
18 ) COMPLAINT FOR
) PATENT INFRINGEMENT
19 ) :
)
20 )
21 - L -
Plaintiff Multimedia Patent Trust (“Plaintiff”), by counsel, alleges as follows:
22 '
THE PARTIES
23 :
1. Plaintiff Multimedia Patent Trust is a Delaware statutory trust under the laws of
the Delaware Statutory Trust Act, 12 Del. C. §§ 3801, ef seq.
25 ‘
2. On information and belief, Defendant Tandberg is-a corporation organized under
26 '
the laws of the State of Delaware, and having a principal place of business at 1860 Michael
27 . ’ . :

Faraday Drive, Suite 100, Reston, Virginia 20190.
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JURISDICTION AND VENUE

3. This is ‘a civil action for patent infringement arising under the United States
patent statutes, 35 U.S.C. § 1 ef seq. |

4. This Court has jurisdiction over the subject matter of this action under 28 U.S.C.
§§ 1331 and 1338(a).

5.4 Defendant Tandbeng, Inc. (“Tandberg”) is subjec{ to this Court’s personal

jurisdiction because it does and has done substantial business in this judicial District, including:

- (i) maintaining principal places of business in California (ii) selling and offering for sale.to

cons’umers'within this District infringing video teleconferencing services and equipment; and (iii)
regularly doing or soliciting business, engaging in other persistent courses of conduct, and/or
deriving substantial .revenue from products and/or services provided to individuals in this State
and in this District. In addition, Defendant Tandberg has designated an agent for service of
process in the State of California.

6. - Veénue is proper in this judicial District under 28 U.S.C. §§ 1391(b)-(c) ‘and
1400(b). ,

BACKGROUND FACTS & PATENTS-IN-SUIT 7

7. The patents-in;suit are generally directed to systems and methods of encoding and
decoding signals r'epresentative of meving images (i.e., “video compression”).

8. . Video compression techniques are used in many industries that involve either the
transmission of video from one location to another and/or the manufacture and sale of devices to
receive or store video signals. These industries include, for example, content providers, cable and
satellite companies, teleconferencing providérs, television manufacturers, television b’roadcasteijs
and digital media providers.

9. Video compression reduces the amount of digital data needed to represent video so
that it can be sent more efﬁciently over communications media, such as the Internet and satellites,
or stored more efficiently on storage media such as DVDs and Blu-Ray discs. Video consists of a
series of pictures, or frames, with each frame capturing a scene at an instant of time. When

viewed one after another, thé frames form the video sequences. Video compression involves
2.

COMPLAINT FOR PATENT INFRINGEMENT




10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28

Case 3:09-cv-0136-H -CAB Document1 Filed 06/6/09 Page 3 of 129

reducing the amount of digital data needed to represent information about the content of these
pictures or frames while all‘owing a video to ultimately be reproduced from that infprmation.

10.  There are numerous benefits to video compression. For instance, it enables large
amounts of video data to be stored on émaller memory devices and permits broadcasters to
transmit greéter numbers of programs using the séme bandwidth over a particular transmission
medium. For ’exdmple, without video compfession it would be impossible to store a feature-
length film on a single DVD. Also, video retrieval via the internet would not be feasible due to.
the huge volume of uncompressed data that would need to be transmitted. The challenge that
comes with video compression, however, is assurivng that the video image ultimately r¢produced
from the reduced amount of digital data is of sufficient quality.

11. A video signal is encoded (compreééed) prior to being transmitted over a medium
or before it is stored on a medium. When the video signal is read off the storage medium or is
received at the other end, it is decoded (decompressed) to recreate either the original signal or, in
the case of a lossy compression'tec,hniqu’e (by which certain unnecessary bits of data are
eliminated), a close approximation of the original signal. When encodihg'a video, the video
signal is processed using a variety of techniques that reduce the amo{mt of data, such as
transformation, quantization, mbtion-compénsated pfediction and variable length encoding.

12. On September 18, 1990, the United States Patent and Trademérk Office duly and
legally issued United States Patent No. 4,958,226 (“the ‘226 Patent”), entitled “Conditionai
Motion Compensated Interpolation of Digital Motion Video,” to Barin G. Haskell and Atul Puri.
A copy of the ‘226 Patent is attached as Exhibit A.

13, On Juin 13, 1993, the United States Patent and Trademark Office duly and legally
issued United States Patent No. 5,227,878 (“the ‘878 Patent™), entitled “Adaptive Coding and
Decoding of Frames and Fields of Video,” to Atul Puri and Rangarajan Aravind. The United
States Patent and Trademark Office duly and legally issued a Certificate of Correction to the ‘878
Patent on October 25, 2005. A copy of the ‘878 Patent and its Certificate of Correctlon are
attached as Exhibit B.

COMPLAINT FOR PATENT INFRINGEMENT
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14. On March 19, 1996, the United States Patent-and Trademark Office duly and
legally issued United States Patent No. 5,500,678 (“the ‘67é Patent”), entitled “Optimized
Scanning o.f Transform Coefficients in Video Coding,” to Atul Puri. The United Siates Patent
and _Trademark Office duly and legally issued a Certificate of Correction to the ‘678 Patent on
May 29, 2007. A copy of the ‘678 Patent and its Certificate of Correction are attached as Exhibit
C.

15. On August 4, 1992, the United States Patent and Trademark Office duly and
legally issued United Stlates Patent No. 5,136,377 (“the ‘377 Patent”), entitled “Adaptive Non-
Linear Quantizer,” to James D. Johnston, et al. A copy of the ‘377 Patent is attached as Exhibit
D. |

16. On November 28, 2‘006, all rights, title-and interest in and to the ‘226, ‘377, ‘878
and ‘678 Patents (collectively, the “Patents-in-Suit”), vincluding‘ the right to sue for past '
infringement? were assigned to the Multimedia Patent Trust. On quember 30 and December 21,
2006, the United States Patent and Trademark Office issued Notices of the recordation of the
assignments.

17. Plaintiff Multimedia Patent Trust is the sole holder of the entire right, title and
interest in the Patents-in-Suit. |

COUNT1
(PATENT INFRINGEMENT BY bEFENDANT TANDBERG)

18.  Plaintiff Multimedia Patent  Trust realleges aﬁd incorporates by reference
paragraphs 1-18 of this Complaint as if fully set forth herein. -

19, Plaintiff Multimedia Patent Trust is the sol¢ hold}er of the entire right, title and
interest in the ‘226, ‘377, ‘878 and ‘678 Patents.

20.  Defendant Tandberg has directly and/or contributorily infringed and/or induced
others to infringe one or more claims of each of the Patents-in-Suit by making, using, offering to.
sell, selling and/or importing within the United States infringing products and/or services,
including products and services that are .co'mpliant with the H.263, H.264, and MPEG-4 Part 2

video compression standards.

" COMPLAINT FOR PATENT INFRINGEMENT
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21.  Defendant Tandberg continues to infringe directly, contributorily infringe and/or

. induce others to infringe the Patents-in-Suit.

22.  Although Plaintiff Multimedia Patent Trust notified Tandberg of its infringement
Qf the Patent's-in-Suit and its need to enfe'r into a license agreement with Plaintiff Multimedia
Patent Trust, Tandberg failed to take a license and has continued its infringement.
23, Defendant Tandberg’s infringement of the Patents-in-Suit has been willful.
24.. Plaintiff Multimedia Patent Trust has been, ‘and continues to be, damaged and
irreparably harmed by Defendant Tandberg’s infringement, which will continue unless Tandberg |
is enjoined by this Court.

REQUEST FOR RELIEF

WHEREFORE, Plaintiff Muitimedia Patent Trust respectfully requests the following
relief:

A. A judgment holding Tandberg liable for infringement of the Patents-in-Suit;

B. A permanent injunction against Tandberg, its officers, agents; servants, employees,
attorneys, parent and subsidiary corporations, assigns and SuCCessors in intérest, and those |
persons in active concert or participation with them, enjoining it from continued acts of
infringement of the Patents-in-Suit; |

C. An accounting for damages resulting from Tandberg’s infringerﬁent of the Patents-
in-Suit, together with pre-judgment and poSt-judgmen’t interest;

D. A judgment holding that Tandberg’s infringement is willful, and a trebling of
damages pursuant to 35 U.S.C. § 284; '

E. A judgment holding this Action to be an exceptional case, and an award to

Plaintiff Multimedia Patent Trust for its attorneys’ fees and costs pursuant to 35 U.S.C. § 285;

F. Such other and further relief as this Court deems just and proper.

COMPLAINT FOR PATENT INFRINGEMENT
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Dated: June 25, 2009 Respectfﬁlly submitted,

COOLEY GODWARD KRONISH LLP

" STEPHEN C. NEAL (170085)
FRANK V. PIETRANTONIO (25473) (PRO HAC
VICE PENDING)
JONATHAN G. GRAVES (46136) (PRO HAC
VICE PENDING)
NATHAN K. CUMMINGS (41372) (PRO HAC
VICE PENDING)
JOHN S. KYLE (199196)

Aohn S, Kyle (199186) / 7
(ikyle@cooley.com)

Attorneys for Plaintiff
MULTIMEDIA PATENT TRUST
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DEMAND FOR JURY TRIAL

Pursuant to Federal Rule of Civil Procedure 38, Plaintiff Multimedia Patent Trust hereby

demands trial by jury.

Dated: June 25, 2009

Respectfully submitted,

COOLEY GODWARD KRONISH LLP
STEPHEN C. NEAL (170085)

FRANK V. PIETRANTONIO (25473) (PRO
HAC VICE PENDING)

JONATHAN G. GRAVES (46136) (PRO
HAC VICE PENDING)

NATHAN K. CUMMINGS (41372) (PRO
HAC VICE PENDING)

JOHN S. KYLE (199196)

AN

“John 3 Kyle (19919
(ikyle@cooley.co
Attorneys for Plaintiff
MULTIMEDIA PATENT TRUST |

COMPLAINT FOR PATENT INFRINGEMENT
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Exhibit A
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57 ABSTRACT

Motion digital video is encoded and decoded by a mo-
tion compensated interpolation method and apparatus.
In accordance with the method, selected frames of the
video are interpolated in the decoder with the aid of
interpolation correction codes that are generated in the
encoder and sent to the decoder. In an encoder embodi-
ment that interpolates half of the frames, every other
frame is encoded and decoded within the encoder. The
decoded versions of adjacent frames are appropriately
combined and compared to the interleaved camera
frame that is to be interpolated in the decoder. The
differences, which correspond to “pels correction”
information, aré encoded and quantized. Those that
exceed a predetermined threshold value are added to
the encoder’s output .buffer. The inverse operation is
carried out in the decoder. That is every pair of de-
coded frames is averaged and combined with the de-
coded “pels correction” information to form the inter-
polated frames.

12 Claims, 2 Drawing Sheets
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4,958,226

1

CONDITIONAL MOTION COMPENSATED
INTERPOLATION OF DIGITAL MOTION VIDEO

BACKGROUND OF THE INVENTION

This invention relates to signal coding and, more
particularly, to a method and apparatus for encoding
and decoding video signals of moving images.

Video signals typically originate from video cameras.
The bandwidth of video signals is quite substantial and
consequently, practioners in the art have tried to reduce

the bandwidth of these signals without unduly degrad-

ing the the images. Typically to reduce bandwidth the
video signals are encoded and redundancies in the en-
coded signals are extracted and deleted. Different tech-
niques are used in the art and some are better suited for
still images, while others are better suited for moving
images. One of the techmques for reducing the band-
width of moving images is generally referred to as mo-
tion compensated predictive coding.

In conventional motion compensated predictive cod-

—_—

0

—

5

2
needs to be transmitted, typical encoders include a
FIFO memory at the output, to serve as a buffer.
The FIFO is not a panacea. For a given transmission
rate, when an excessive volume data is generated, there

is always a danger that the FIFO would overflow.

When it does, coding must stop until the transmission
channel ¢an empty the FIFO sufficiently so that new
data to be accepted into it. Since it is inconvenient to
stop encoding in the middle of a frame, most systems
discard an entire frame whenever the FIFO buffer is
full, or nearly so. To compensate for the loss of a frame,
such systems cause the decoder to repeat its most re-
cently available frame. Frame repeating results in mov-
ing objects in the scene being reproduced in a jerky
fashion, rather than in the smooth way that would

occur if frame repeating were not invoked.

20

There have been some suggestions for improving the
quality of the repeated frames in order to make them
more faithfully resemble the original. One technique is

- called “Motion Compensated Interpolation”. With this

ing, each video frame is first partitioned into square -

blocks of picture elements (pels); such as blocks fo 8 pels
by 8 pels. Each block is coded, in turn, and the devel-
oped encoded sequence is transmitted over a communi-

cations channel to a decoder. The communications-

channel may be, or may include, a storage element.
Next, a determination is made as to whether or not the
pels of the block have changed significantly compared
with the previous frame. If not, an indicator signal is
sent which signifies to the  decoder that it needs to
merely repeat the pels of that block from the previous

. frame obtain the pels for the current block. This is
known as “Conditional Replenishment”. If the pels
have changed since the previous frame, an attempt is
made to determine the best estimate of motion that is

- occurring in the block. This is frequently done by a
“Block Matching Motion Estimation” technique
wherein the pels of the current block are successively
compared with various small shifts of the correspond-
ing block in the previous frame. The shift that gives the
best match is deemed to be the “best estimate” of the
displacement in the block’s image between frames, and
the amount of this shift, called the “Motion Vector”, is
selected and sent to the decoder. ‘

The pels of the current block are then compared with
those of the “best” shifted block from the previous
frame to see if there is a significant difference. If not, an
indicator signal is sent to the decoder, which merely
causes the pels of the shifted block from the previous.
frame to be repeated for the pels for the current shifted
block. Such blocks are said to have been successfully

40

45

“Motion Compensated”. However, if there is a signifi- .

cant difference between the two blocks, the difference
is encoded and sent to the decoder so that the pels of the
current block may be more accurately recovered. Cod-
ing of this difference is typically performed by means of
the *“Discrete Cosine Transform” (DCT).

The volume of code that is generated by the above
procedure is variable. It can be appreciated, for exam-
ple, that image changes that do not correspond to a
uniform translation, or motion, of the image may re-
quire substantial encoding to describe the deviation of a
block from its best translated replica. On the other
hand, when the image does not change between succes-
sive frames, then there is a minimal amount of informa-
tion that needs to be encoded. To accommodate these
potentially wide variations in the amount of code that

55

60

technique, instead. of simply repeating the pels from the
previous frame, the Motion Vectors are used to laterally -
displace the block by the appropriate amount prior to -
display. In other words, this method creates the missing
block of pels by averaging over the immediately previ-
ous and following blocks of pels that are available to the
decoder. While this might seem to be a good idea, ex-
perimental resuits show that when the images of succes-
sive blocks do not represent translational motion, the
reprodiiced image may be worse than with frame re-
peating. Although it has been observed that this degra-
dation is caused by a relatively few pels that do not
conform to the assumption of translational motion, put-
ting these pels in the wrong place creates hxghly visible
artifacts.

SUMMARY OF THE INVENTION

In accordance with the principles of this invention,
pels that cause highly visible artifacts are detected, and
corresponding correction information is transmitted to
the decoder. The amount of correction information that
must be sent is relatively small, and the improvement in
picture quality is quite large.

Since the interpolation technique that employs the
principles of this invention yields good resuits, it has
been found acceptable to interpolate every other frame,
or two out of three frames, on a regular basis. The bene-
fit of such regular interpolation is a reduced transmis-
sion bit rate which results from the fact that the pel
correction information comprises fewer bits than the
actual frame coding information.

In an encoder embodiment that interpolates half of
the frames, every other frame is encoded and thereafter
decoded within the encoder. The decoded versions of
adjacent frames are appropriately combined and com-
pared to the interleaved camera frame that is to be
interpolated in the decoder. The differences, which
correspond to “pels correction” information, are en-

~ coded and quantized. Those that exceed a predeter-

65

mined threshold value are added to the encoder's out-
put buffer. The inverse operation is carried out in the
decoder. That is every pair of decoded frames is aver-
aged and combined with the decoded *pels correction”
information to form the interpolated frames.
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BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 presents a block diagram of an encoder in
accordance with the principles of this invention; and

FIG. 2 depicts a block diagram of a decoder in accor-
dance with the principles of this invention.

DETAILED DESCRIPTION

Given a specified transmission rate in the communi-
cations channel, frame interpolation needs to be re-
sorted to only when the FIFO is at, or near overflow.
When that is the selected approach, the encoder of our
invention encodes the blocks of every frame and con-
currently develops the codes for interpolating the
blocks from the information available to the encoder
from previous and subsequent frames. At the input to
the FIFO buffer, a switch is installed that is sensitive to
the available memory in the buffer. When the available
memory falls below a preselected threshold, the switch
is set to accept the frame interpolation code. Otherwise,
the switch is set to accept the frame encoding code.
Other control techniques are also.available, such as
selecting some frames for encoding and some frames for
interpolation, based on the occupancy level of the
buffer. Both specific frames can thus be selected for
interpolations as well as a proportion of frames to be
interpolated.

The above insures that the encoder would not exceed
the tranamission capacity of the communications chan-
nel. In some applications, however, it is more important
to achieve a low transmission rate. Knowing that the
frame interpolation code is less voluminous than the
frame encoding code, it makes sense to accept the frame
interpolation code wherever possible. The zeal to chose
interpolation code in preference to the frame encoding
code is tempered, however, by the level of degradation
that is acceptable to the user in the reconstituted pic-
ture. It is further tempered by the observation that the
volume of the frame interpolation code increase with
increased use "of the frame interpolation code so one
could quickly reach a point of “diminishing returns” in
the use of interpolation code.

Experimentally, it has been found that interpolating
every other frame is quite beneficial. Accordingly, for
the illustrative purposes of this disclosure, the following
describes the structure and operation of an encoder and
a decoder that interpolates every other frame in accor-
dance with the principles of this invention.

FIG. 1 describes an encoder of our invention. In FIG,
1, a video signal is applied to switch 10. The switch
toggles at the video frame rate and thus feed alternate
frames to outputs A and B. The control is such that
switch 10 is in position A when frame Fi, is coming
out of the video camera. The index i designates the
frame number from some arbitrary starting point. Dur-
ing the previous video frame period, frame F;came out

. of the camera, passed through output B of switch 10 and
to the input of frame memory 16. Now, frame F; is
coming out of frame memory 16. It is frame F;that will
be interpolated in the decoder.

The following segment describes the operation of the
motion compensation coding portion of the coder,
which is well known to those skilled in the art.

Frame F;;| passes to subtractor 20 and to motion
estimator 11. Frame memory 12 contains the frame that
was previously coded via motion compensation; and in
this case it is frame F;_). The output of memory 12
forms the other input to motion estimator 11. For each

—
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block of pels, motion estimator 11 compares the pels of
frames Fy,. and Fi—| to determine the best estimate of
motion. The best estimate is delivered as 2 motion vec-
tor signal on bus 100, and thus it passes to shift circuit
15. Circuit 15 also accepts the pels information about
the previous frame, F;_|, from frame memory 12, ap-
plies the appropriate translational shift according to the
above-mentioned motion vector and outputs a block of
“Prediction” pels to be used as a prediction of the in-
coming frame F;,.{ pels.

This prediction block of pels passes to the other input
of substractor 20 whereupon it is subtracted from the
incoming pels of frame F;4| to give a “Prediction Er-
ror” signal. The prediction error typically is trans-
formed by DCT 30 and the output coefficients are quan-
tized by quantizer 40. The quantized values are coded
into bits coder 50 and passed to buffer 60 to await trans-
mission to the decoder.

From the above, it is clear that the input to the quan-
tizer depends on the nature of the moving image, and
consequently and as indicated above, it has the possibil-
ity of emptying or overflowing. To avoid this, a feed-
back path is provided to quantizer 40, so that the quan-
tizer coarseness can bé increased if buffer overflow
threatens, or decreased if buffer emptying is-imminent.

Continuing with the description of motion compen-
sated coding, the quantized output signals of quantizer

‘40 are inverse transformed by inverse DCT 41, and
.applied to adder 42. Adder 42 also receives the predic-

tion pels of shift circuit 15 resulting in a coded version
of frame i+ 1, Fi4 1, which is passed into frame memory
12 for use with a subsequent frame as described above.

This completes the discussion of conventional motion
compensation coding. )

With the coded versions of frames i—1 and i+1, i.e,,
Fi-1 and F;,| being available, frame F; can be gener-
ated.

The F; generation starts with the motion vectors that
are produced by motion estimator 11. These are used by
shift circuit 13 to shift the incoming pels from frame
Fi—1, perhaps by half the motion vector, to produce one
estimate of the pels in frame F;. Circuit 14 also uses the
motion vectors of line 100 to shift the coded pels of
Fi+1, perhaps by half and in the opposite direction from
the motion vector. This produces another estimate of
the pels of Fi.

The two estimates produced by shift circuits 13 and
14 are combined in averager 17 to produce the final
prediction of frame F;. This interpolated prediction is
usually very good, but not always.

To improve the interpolated prediction in accor-
dance with our invention, subtractor 43 calculates an
error signal that corresponds to the difference between
the actual frame data that exits frame memory 16 (F))
and the predicted frame as it appears at the output of -
averager 17 (F)). The error signal is transformed by
DCT 18, quantized by quantizer 19 and passed to coder
44, which detects large occurrences of interpolation
error and codes them for transmission. The coded inter-
polation error is passed to buffer 60 in the same way as
from coder 50. Similarly, a feedback path is provided to
quantizer 19 to combat buffer overflow and underflow.

The decoder, depicted in FIG. 2, is very similar to the
encoder. The components mirror corresponding com-
ponents in the coder with a few deviations. In particu-
lar, the input is received in buffer 23 and is distributed .
therefrom based on the nautre of the signals. Frame
encoding code (e.g. corresponding to F;— and F;1|) is
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sent to deocder 22 and therefrom to DCT—! 24, adder
27, memory 28 and shift circuit 26. These elements
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correspond to elements 41, 42, 12, and 185, respectively,

and operate in the same manner. That is completely
expected, since the function of these elements in the
encoder is to emulate the decoder. Thus, the contents of
memory 28 correspond to the estimated frames. Simi-
larly, elements 39, 31 and 32 in the decoder correspond
to elements 13, 14 ‘and 17, respectively in the encoder
and operate in the same manner.

The pels correction code also exits buffer 23, is de-
coded in decoder 25 and inverse transformed in element
34. This correction information is added to the estimate
of F;developed by circuit 35 and is applied to memory
33. Memory 33 delays the F;information to permit a
proper interleaving of F;between F;_1and F;..1. Ascan
be observed from above, one of the deviations is that the
interpolation error subtractor 43 of the encoder be-
comes adder 35 at the deocder. Also, another output of
frame memory 28 is shown since frame F;_ pels for the
vidéo output display may need to be read out at a differ-
ent rate for the video output at switch 21 than the frame
Fi—1 pels are needed for shift circuits 26 and 39.

It may be noted that there is a tradeoff between the
buffer size of buffer 23 and the necessity for frame mem-
ory 33. If the buffer is sufficiently large, frame memory
33 could be deleted. The frame F;output from adder 35
would then pass directly to the video output via switch
21, which would be in position B. Following this,
switch 21 would toggle to its A input, and decoding
would stop for a frame period while frame F;41 was
displayed via the output of frame memory 28 and the A
input of switch 21. During this time, decoder buffer 23
would fill with data from the channel. ‘

Many alternative arrangements are possible for the
basic conditional motion compensation interpolation
approach. For example, more than one frame might be
conditionally interpolated, in which case shifter circuits
13, 14, 30 and 31 need to be more versatile and frame
memories 16 and 33 need to be larger. Also in comput-
ing the best estimnate of motion, motion estimator 11
might take frame F; pels as additional input. This would
enable simultaneous minimization of both motion com-
pensation prediction error as well as interpolation error.
Still other improvements may be introduced by skilled
artisans practicing this invention without departing
froim the spirit and scope thereof.

We claim:

1. A circuit for encoding applied video signals that
comprise successive frames, where each frame is di-
vided into blocks, comprising:

10

—

5

20

25

40

45

first means for encoding the blocks .of some of said

frames by developing for each block of such frames
(a) and approximated version of said block derived
from an approximated version of said block devel-
oped for a previous frame, and (b) a code which
represents the deviation of said block from said
approximated version of said block;

second means for approximating the blocks of those
of said frames that are to be interpolated by com-
bining approximated versions of said blocks in se-
lected ones of the frames that are encoded in said
first means; and

third means responsive to said second means and to
said frames to be interpolated for developing a
code that corresponds to those pels in blocks ap-
proximated by said second means that differ from

60

65

‘ 6 .
corresponding pels in said frames to be interpolated
by greater than a preselected threshold..

2. A circuit for encoding applied video signals that
comprise successive frames, where each frame is di-
vided into blocks, including means for encoding the
blocks of some of said frames by developing for each
block of such frames (a) an approximated version of said

-block derived from an approximated. version of said

block developed for a previous frame, and (b) a code
which represents the deviation of said block from said
approximated version of said block, the improvement
comprising:

second means for approximating the blocks of those

of said frames that are to be interpolated by com-

bining approximated versions of said blocks in se-

lected ones of the frames that are encoded in said
~ means for encoding; and

third means responsive to said second means and to

said frames to be interpolated for developing code
that corresponds to those pels in blocks approxi-
mated by said second means that differ from corre-
sponding pels in said frames to be interpolated by
greater than a preselected. threshold.

3. The circuit of claim 2 wherein said code developed
for a pel by said third means represents the difference
between the valué of said pel and the value of said pel
approximated by said second means.

4. The circuit of claim 2 wherein the frames selected
for combining in said second means include a frame
encoded in said first means that precedes the frame
approxxmated in said second means and a frame en-
coded in said first means that succeeds the frame ap-
proximated in said means.

8. The circuit of claim 4 wherein said combining
includes developmg anticipated versions of said blocks.

6. The circuit of claim-2 wherein a set proportion of
frames of said applied video signals are interpolated.

7. The circuit of claim 6 wherein said proportion is
approximately one half,

8. The circuit of claim 2 fruther comprising buffer
means for interposed between the codes developed by
said means for encoding-and said third means and an
output port of said circuit.

9. The circuit of claim 8 for controlling the propor-
tion of frames selected for interpolation by said second
means and code generation by said third means based on
the occupancy level of said buffer.

10. The circuit of claim 8 for selecting frames for
interpolation by said second means and code generation
by said third means when said buffer is occupied be-
yond a chosen proportion of its capacity. -

11. The circuit of claim 7 wherein granularity of the
codes generated by said first means and said third means
is controlled by the occupancy level of said buffer.

12, A circuit responsive to coded video signals where
the video signals comprise successive frames and each
frame includes a plurality of blocks and where the
coded video signals comprise codes that describe devia-
tions from approximated blocks and codes that describe
deviations from interpolated blocks, comprising:

means for developing block approximations from said

codes that describe deviations from approximated
blocks; and

means responsive to said block approximations and to

said codes that describe deviations from interpo-

lated blocks to develop said interpolated blocks.
. « & % *« %
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~ FIG. 1G
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FIG. 1H
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"FIG. 11
LENGTHS OF INTRA VLC 43 (EOB = 3 BITS)
LEVEL (ABSOLUTE VALUE)
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FIG. 1J
LENGTHS OF INTRA VLC J4 (EOB = 4 BITS)
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FIG. 1K
LENGTHS OF PRED. VLC #1 (EOB = 2 BITS)
LEVEL (ABSOLUTE VALUE)
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FIG. 1L
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‘ - FIG. 1M
" LENGTHS OF PRED. VLC #3 (EOB = 3 BITS)
- LEVEL (ABSOLUTE VALUE)
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FIG. 1N
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e FIG. 11
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FIG. 15

GET NEW MACRO BLOCK 4~ 526

530
A

REG 16X16 FRM_P=0 |.YES /" FIRST MACRO BLOCK
REG 16X8 FRM_P1=0 IN SLICE?. 528
REG 16X8 FRM_P2=0 /

REG 16X8 FLD_P1=0
REG 16X8 FLD_P2=0

REG 16X16 FRM_P=0

MACRO BLOCK? >—— REG 16X8 FRM_P2=0
536 - i REG 16X8 FLD_P1=0
( ) REG 16X8 FLD_P2=0
| A NO
1S MOTION COMP TYPE 17 D=y 532 )
1YEs (542 _ 534
7

WV_PRED=REG 16X16_FRM_P| |  WOTION VECTOR PREDICTION FOR P-PICTURES

3 | » 561
REG 16X16 FRM_P= | |
CURRMV_P - (CERROR CONDITION ) -
aad _ 538 540
544. P \o 1 NO
< IS MOTION COMP TYPE 27 d=——=—a_IS MOTION COMP TYPE 3? >
YES YES
- 546
- |MV_PRED1=REG 16X8 FRM_P1 -| M1_PRE1=REG 16X8 FLD_P1
L 554 A
| 948 !
REG 16X8 FRM_P1= 4 REG 16X8 FLD_P1=
* CURR_MV_PI 555‘/? CURR_MV_P1
| 550 3
MV_PRED2=REG16¥8 FRMP2 | - | MV_PRED2=REG 16X8 FLD_FD2
‘ 558~/
. I , -- !
~ REG 16X8 FRM_P2= REG 16X8 FLD_P2=
cRRM_P2 | 2 CURR_WV_P2
1 7 )
! . 560

MOTION VECTOR PREDICTION




Case 3:09-cv-01377‘ -CAB Document1l Filed 06/2*9 Page 35 of 129

:J | s
C &L 3dAL dN0D NOLLON SI >

(4

o {

085

Sheet 19 of 20 5,227,878

July 13, 1993

U.S. Patent

ON {A 29 3401 dN0D NOUOR S) >

_ﬂ@m 3dAL dM0J NOLLON I >

.T..zA

NOLLIONOD
Jouu3

"9

Sk

| o=tnau sxer o4

0=IN"4 8x91 9
0=7d @4 8X9 9N
0=14"04 8X91 9N
0=IN Mu4 8X94 9
0=IN N4 8X91 O
0=1d M 8X91 9
0=1d M4 8x9l I
0=N"mi 91X9} 9N
0=d Mud 91X91 9N

" ON

o {

N | _E .

£00180¥IVN

9l
o a0 g wouon s> o) s
_.IAcz CET D g P ! us
| _l.Ae_ 380 0 pion s> | )
‘ -.%A: AL KOO NOILOW §1 >
S — |

0=IN"Q14 8X91 9 |

N

89S

. ON

&3NS NIt
201 04OVN 1S¥l4

[ %3078 OYOVN MIN 139

S

0=IN"GU BX91 93 |
0=24 04 §X9} 93
0=14™01 §X0) 93N
0=IN NS 8A9) 93
0=IN"MAJ 9191 934 ﬁ\zsn
0=2d M4 BX91 93

0=1d" M4 BX9) 93
0=N"NYJ 919} 934
0=d M43 91X91 93

SIYNLOId~8 ¥OJ NOLLJIG3Yd YOLIIA NOLON

VOT "OId




Case 3:09-cv-013776 -CAB Document1l Filed 06/2$9' Page 36 of 129

Sheet 20 of 20 _5,227,878

July 13, 1993

U.S. Patent

494 "ol
| VeI 94
D971 "DIA S . . .
NOLLJIO3dd ¥0103A NOLLON 991 914
uy ~ :
) 79 w_w/ 803 N .
© 1dANNEND T INANTEND Td AN WD INTANJIND N"ARTUIND -~ 009
=470 8x9) 93Y | [=ZNTaL 8X9) 93 ||=Td MdJ 8X91 O] =TN NS 8X91 93 ||=N"N44 91X91 9N
. . | N
747004 8X91 93M|{INTOU 8X91 ON4|[Td MY4 8x3l 93 IN"NYJ 8x91 ON NN 91X91 93
=704 AN ) =704 AN , =704 AN =l0NHd AN =l0Rd AN L~ gec
) [ ) ] f ] ) o
0£9 [44] : 719 909 %6 .
829 029 AL 109 965 ‘ 886
{ __ ( { ( { \
INTARTUUND Id- AN 3N IN“AN2¥ND Id"ANTWND R R NTANNNND d AN WIND
=INaY 8x9! 93 |1=147 4 8x91 9 |{=IN"MYI 8X91 934 |{=0d M4 X8 93 ||=d WiJ 9IXS1 93Y | {=N"MUd SIXSL O {{=d Md 91X} I
# N [

INTU 8X91 9N

| =10

id7014 8X91 N

=IO AN

Tﬁé X901 9N

|, =1038d M

Id"Ny3 8x91 I

| =404 M

d M4 91X91 9N

=103 AN

NI 91X91 O
g b

d My 9IX9l 9N

=03 AN

)
929

819 —

019

)

09

).

Y65

)
065 98




Case 3:09-cv-013776 -CAB Document 1l Filed 06/2%3 Page 37 of 129

5,227,878

1

ADAPTIVE CODING AND DECODING OF -
FRAMES AND FIELDS OF VIDEO

TECHNICAL FIELD

“This invention relates 1o coding and decoding of
' video signals. More particularly, this invention relates
to adaptive encoders and decoders involved in the
transmission and reception of digital video signals.

BACKGROUND OF THE INVENTION

- Worldwide efforts are underway to improve the
quality of video signal production, transmission, and
reproduction because a great deal of commercial impor-
tance is being predicted for improved quality video
systems. These efforts involve, at least in part, increas-
ing the resolution with which are converted into repre-
sentative electrical signals by increasing the spatial and
‘temporal sampling rates that are used to convert video

10

15

images into electrical signals. This increase in resolution 20

consequently means that more data about images must
be produced, processed, and transmitted in a given
period of time.

Video images such as those images in the field of

view of a television camera are scanned at a predeter- 23

mined rate and converted into a series of electrical sig-
nals, each electrical signal representing a characteristic
of a predetermined region of the image generally re-
ferred to as a picture element, pel, or pixel. A plurality

of the picture elements taken together at a predeter- 30

mined instant of time form what amounts to a still pic-

ture representing the nature of the image at the prede- ,

termined instant of time. Increasing the quality of video
signals produced in this manner involves, at least in

part, the use of larger number of smaller-size picture 35

elements to represent a given image frame and the pro-
duction of a large number of image frames per unit time.
‘For example, the CCIR-601 recommendation specifies
the number of picture elements in a frame to be 720
horizontal picture elements X486 vertical picture ele-
ments (U.S. and Japan) or 576 vertical picture elements
(Europe). Thirty or 25 interlaced pictures are produced
each second. In high definition television (HDTV)
projects; it has been proposed to have about 700-1000

40

horizontal lines each having 1200-2000 picture ele- 45

ments. These HDTV efforts contemplate production of
25 or 30 interlaced pictures per second or 60 or 50 non-
interlaced pictures per second. ‘

As the number of picture elements for each video

frame and the rate at which frames are produced in- 50

creases, these is an increasing amount of video data
which must be produced, transmitted, and received in a
given period of time. It would be advantageous if video
signals produced by these systems could be compressed

so that a smaller amount of data could be generated 55

which would still contain enough information so that
higher quality video images could be reproduced.

A number of data compression schemes have been
proposed which attempt to transmit higher quality

video images using the same numbers of bits and the 60

same bit rates used for lower quality images. One such
scheme involves an encoder which receives digital
video signals representing the characteristics of a. se-
quence of picture elements. The encoder transforms
blocks of such video signals into blocks of transform
coefficients relating to the . spatial frequency compo-
nents in the areas of the image represented by the blocks
of picture elements. The blocks of frequency coeffici-

65

2

ents are then quantized and scanned according to some
predetermined sequence. The quantized frequency co-
efficients are then sent in the order defined by the scan-
ning sequence to a variable word length coder then
encodes the quantized frequency coefficients and then
transmits the encoded quantized frequency coefficients.
It has been found that less bits need to be sent when
these encoded quantized frequency coefficients are sent
instead of pixel data bits. . :

Another data compression scheme which has been
proposed involves estimating the characteristics of a
segment of video signal and subtracting the estimate
from the actual segment of video signal to produce an
estimate error signal which is then coded and transmit-
ted instead of the actual segment of video signal. Again,
it has been found that a lesser number of bits need to be
transmitted when estimation error signals are transmit-
ted in place of pixel data signals.

Yet another technique of compressing video data
involves the production and transmission of data repre-
senting motion vectors calculated in light of a current
segment of video signal and a prior segment of video
signal instead of transmission of pixel data. These mo-
tion vectors may be used to provide motion compensa-
tion for producing more accurate estimates of a video
signal and smaller estimate error signals, which thereby
reduces the number of bits which must be used to trans-
mit video signals.

Each of these techniques seeks to send data derived
from an actual video signal which can be used by a
decoder-in a receiver of the video signals to reconstruct -
the actual video signal from a limited subset of the data
defined the actual video signal. The actual number of
bits which must be transmitted in these situations is less .
than the number of bits needed to define each picture
element in the video signal and, thus, higher resolution
video signals may be transmitted at the same bit rate.
Although each of these techniques is to a certain degree
successful 'in achieving suitable compression of video
data without undue loss of information, there are signifi-
cant areas whereby the encoding of video data may be
improved so that the number of bits which must be
transmitted is reduced and an accurate reconstruction
may be made by a video decoder.

SUMMARY OF THE INVENTION
Improved compression of video data is achieved by

- an adaptive video frame/field encoder and decoder. In

one example of the invention, different size blocks of
video data are processed to achieve different modes of
coding and different modes of motion estimation. The
behavior of an encoder in accordance with one example
of the invention and the behavior of a corresponding
decoder adapt to certain characteristics of the video
image. This adaptive behavior involves changing be-
tween a process of coding and decoding information
from a frame of video or coding and decoding informa-
tion from a field of video. In a more specific example,
this invention involves an adaptation between coding
and decoding information from a frame of video data or
coding and decoding information from each of a plural-
ity of interlaced fields of video data. Depending upon
the coding mode used, certain steps may be taken, either
individually or in.any combination, to improve the com-
pression and decompression of video data. In specific
examples, appropriate quantization is chosen, different
scanning techniques are adopted, different techniques of
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predicting certain components of the video signals are
used, or different motion compensation modes are em-
ployed. The benefits of this invention are useful for all
video systems involving digital video signals, including
high definition television and v1deo telecommunication
systems.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1is a block diagram representing a video signal

encoder in accordance with this invention.
FIG. 1a is an illustration of a group of pictures struc-
. ture useful in one example of the invention.
FIGS. 15 and 1c illustrate examples of block scans
useful in one example of the invention.
FIGS. 14 to 1k illustrate examples of tables identify-

10

—

5

ing the lengths of variable length codes used in one

example of the invention.

FIG. 2 is a block diagram representing a video signal -

decoder in accordance with this invention.
FIG. 3 is a block diagram representing the functional
specification of a block adaptive motion compensated

20

unidirectional predictor in accordance with this inven- -

tion.

FIG. 4 is a block diagram representing the functional
specification of a block adaptive motion compensated
bidirectional predictor in accordance with this inven-
tion.

FIG. § is a detailed block diagram of the block adapt-
ive frame/field coding analyzer shown in FIG. 1.

FIG. 6 is a block diagram of the block formatter of
FIG. 1.

FIG. 7 is a block diagram of the block unformatter of
FIGS. 1 and 2.

FIG. 8isa flow chart lllustratmg intra DC coefficient
prediction of FIGS. 1 and 2.

FIG. 9 is an example of adaptive frame/field DC
coefficient predlctlon

FIG. 10 is a block diagram of the variable word
length choice analyzer of FIG. 1.

FIG. 11 s a flow chart illustrating the encoding of an
mscale parameter for B-pictures in one example of the
invention.

FIG. 12 is a flow chart illustrating the decoding of an

25

35

40

mscale parameter for B-pictures in one example of the

invention.
FIG. 13 is a block diagram of an example of a visibil-

ity matrix selector useful in one example of the inven-

tion.

FIG. 14 is a block diagram of a forward/inverse scan -

selector useful in one example of the invention.

FIG. 15 is a flow chart illustrating motion vector
prediction for P-plctures in accordance with one exam-
ple of the invention.

FIG. 16 is a flow chart d]ustratmg motion vector
prediction for B-pictures in accordance with one exam-
ple of the invention.

DETAILED DESCRIPTION

FIG. 1 shows an adaptive motion compensated pre-
dictive/interpolative encoder in accordance with one
example of this invention.. The encoder of FIG. 1 re-
ceives digital video input signals on an input line 10 and
compresses those video input signals for transmission to
a receiver which decompresses those signals to produce
video images. The digital video input signals are spatial

45

60

65

and temporal samples of a video image and may be
produced by scanning an image field and producing an -

- electrical signal relating to the characteristics of the

4

image field at predetermined points. The characteristics
determined in the scanning operation are converted into
electrical signals and digitized. The video input signals
comprise a succession of digital words, each represent-

‘ing some information at a particular instant of time

about a small region of the image field generally re-
ferred to as a picture element. A complete set of digital
representations for the image at a particular instant of
time is called a frame or a picture. Each frame may be
considered to be composed of a number of smaller re-
gions generally known as fields; for example, each
frame may be composed of two interlaced fields repre-
senting odd- and even-numbered horizontal lines or
rows of picture elements in the image. The frame may
also be considered to represent a number of macrob-
locks, submacroblocks, and blocks of picture elements
which are groups of contiguous picture elements, for
example, 16X 16 macroblocks of picture elements,
16 X 8 sublocks of picture elements, and 8 X8 blocks of
picture elements.

The digital input video slgnal may be a monochrome
video signal or a color video signal. In the case of a
monochrome video signal,-each frame may comprise a
set of digital representations of the brightness or inten-
sity of a two-dimensional array of picture elements
which make up a video-image. In the case of a color
video signal, each picture comprises not only a bright-
ness component but also a color component. For exam-
ple, in the CCIR 60! recommendation, a color video -
signal picture (i.e., a temporal sample of the image) may
be composed of a luminance frame of 720 horizontal
picture elementsX480 vertical picture elements and
two chrominance frames Cb and Cr at } resolution of
360 horizontal picture elementsX 240 vertical picture
elements each. A sequence of such pictures may be
transmitted at a rate of 29.97 pictures per second. The
luminance frame is formed as the interlaced union of the
two constituent CCIR-601 luminance fields, while the
chrominance frames are derived by filtering and sub-
sampling the respective 4:2:2 CCIR-601 chrominance
frames.

For the purpose of illustrating a specific example of
the invention, the description below will assume that
the video signal on input line 10 is a video signal in
accordance with the CCIR 601 recommendation. Those
skilled in the art will appreciate that the principles of
the invention are applicable to other types of video
signals, such as HDTV video signals. To assist in the

_description of the example of the invention shown in

FIG. 1, some terminology should be defined. A block is
an 8-horizontal-row by 8-vertical-column array of con-

‘tiguous picture elements. Blocks may be groups of Jumi-

nance data or groups of chrominance data. A macrob-
Jock is composed of four contiguous 88 luminance
data blocks and the two 8 X 8 chrominance data blocks
corresponding to the area of the image represented by
the four luminance data blocks. A slice is one horizontal
row of macroblocks starting at the left edge of the pic-
ture and ending at the right end of the picture. A lumi-
nance frame is formed as an interlaced union of two.
CCIR 60! luminance fields. One field comprises even-
numbered horizontal rows of picture elements and the
other field comprises odd-numbered horizontal rows of
picture elements.

In the examples of the invention shown in FIGS. 1
and 2, a plurality of picture types are encoded and de-
coded. Specifically, I-pictures, P-pictures, and B-pic-
tures are encoded and decoded. I-pictures or intra-
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coded pictures are pictures which are coded and de-
coded without reference to any other pictures. P-pic-
tures, or predicted pictures are pictures which are
coded in light of a previous picture. Motion compensa-
“tion may be used to produce P-pictures. B-pictures, or §
bidirectionally predicted pictures are pictures which are
coded in light of characteristics-of a previous I- or P-
picture and future I- or P-picture. As in the case of
P-pictures, B-pictures may also be coded by using mo-
tion compensation. In appropriate circumstances, P-pic-
tures and I-pictures. may have some of their blocks
coded in the same fashion that the blocks of the I-pic-
tures are coded, i.e., without reference to other pictures
(“intra coding”). A Group-of-Picture (GOP) structure
is used in this'example with N=12 and M=3 in Motion
Picture Experts Group (MPEG) parlance. This GOP
consists of one intra-coded I-picture, 3 predictively
coded P-pictures, and 8 bidirectionally predictive code
B-pictures. This GOP ensures that a complete I-picture
occurs every 12/29.97 (approximately 0.4) seconds, 20
which is hence the maximum delay for acquiring a pic-
ture from a bit stream. See FIG. 1a.

. A picture is divided into macroblocks where a mac-
roblock is a 16X 16 luminance block plus the co-sited
88 Cb- and Cr-blocks (one of each). This definition, 25
however, is easily extended to full CCIR-601 vertical
chrominance resolution, where a 16X 16 luminance
block is associated with two 8 X8 Cb and two 8 X8 Cr
blocks. The macroblock ‘is the unit for which motion-
compensation and quantization modes are defined. A 30
slice is defined to be one row of macroblocks, starting at
the left edge of the picture and ending at the right edge.

The digital video input signal on input line 10 is en-
coded into a compressed bit stream by the encoder
shown in FIG. 1 which may be transmitted on output 35
line 26 to another location having a receiver which may
decode the bit stream and produce a video image. One
‘important feature of the encoder of FIG. 1 is that a
variety of coding techniques may be employed in ap-
propriate circumstances to efficiently compress the 40
video input signal on line 10 and to permit accurate
reconstruction of the video image in the decoder with-
out significant loss of information. Specifically, the
encoder of FIG. 1 adaptively selects its coding opera-
tion so that either coding of frames in the video signal or 45
coding of the interlaced fields in the frames of the video
input signal takes place. Once the type of coding to be
used for the video input signal has been selected, a vari-
ety of techniques used to compress video data may be
improved in an adaptive fashion in light of the coding 50
technique adopted to the encoder of FIG. 1. For exam-
ple, techniques of estimating future video signals may be
made more accurate. Techniques of using motion com-
pensation with these estimation techniques are also im-
proved. In addition, items such as quantization proce- 55§
dures, scanning techniques, DC coefficient prediction,
-and variable word length coding may also be improved.

. Two basic quantization and coding modes are al-
lowed for a macroblock: frame coding and field coding.
These quantization and coding modes are completely 60
independent of the motion-compensation modes. In
frame coding, four 8x8 luminance subblocks are
formed from a macroblock. In field coding, four 8 X8
luminance subblocks are derived from a macroblock by
separating the lines of the two fields, such that each 65
subblock contains only-lines of one.field. Frame coding
is superior to field coding where there is not much
motion between the two fields, and field coding is supe-

—

0

—

5

6

" rior when there are detailed moving areas. The mode

decision is made in the pixel’domain once for the entire
macroblock. An 8X8 DCT is then applied to each
frame subblock or field subblock, depending on the
mode selected.

The digital video input signal on input line 10 in FIG.
1 is directed to the noninverting input of a summing .
element 11. An inverting input of the scanning element
11 receives a signal on line 12 related to an estimate of
the video input signal on line 10. The estimate for P-pic-
tures is based upon a prediction made in light of past I-

-and P-pictures. The estimate for B-pictures is based

upon a prediction made in light of past and future I- and
P-pictures. No estimate is made for I-pictures and intra-
coded portions of P- and B-pictures, so that the estimate
signal on line 12 in these situations are zero, as indicated
symbolically in FIG. 1 by the opening of an inter/intra
type switching element 13b in series with line 12. The
summing element 11 produces an output signal on line '
13 which is related to the error between the digital
video input signal on line 10 and the estimate signal on
line 12. The estimate error signal on line 13 is directed
to the input of a block adaptive frame/field coding -
analyzer 14. The coding analyzer 14 examines predeter-
mined characteristics of the video input signals on line
10 or of the estimate error signal on line 13, depending
on the state of a switching element 132 and makes a
decision as to the type of coding to be used by the en-
coder of FIG. 1. The analyzer 14 decides, when the

switching element 13a connects line 13 to the input of

the analyzer 14, whether or not it would be advanta-

geous to either code the frames of the estimate error

signal on line 13 or to code the interlaced field of that
estimate error signal. When the switching element 13a
connects the input signal on line 10 to the input of the
analyzer 14, the analyzer decides whether or not it
would be advantageous to either code the frames of the

.input signal on line 10 or to code the interlaced fields of

that input signal on line 13. The nature of analyzer 14’s
decision is indicated by the production of a coding type
signal on line 15. In a specific example of the invention
using a video input signal produced by an interlace
scanning technique, the selector 14 checks to see
whether or not there are similarities in adjacent or alter-
nating horizontal scan lines in the input signal or the
estimate error signal. If the selector finds that the differ-
ences between adjacent scan lines are less than the dif-
ferences between alternate scan lines, thén the selector
14 produces a coding type signal on line 15 which indi-
cates that frames ‘of video information in the estimate
error signal or the input signal are to be coded by the
encoder of FIG. 1. If the selector 14 finds that the dif-
ferences between adjacent scan lines are greater than
the differences between alternate odd and even scan.
lines, then the selector 14 produces a coding type signa! *
on line 15 which indicates that each field of oddly num-
bered scan lines and each field of evenly numbered scan
lines are to be coded separately. .
The input signal on line 10 or the estimate error signal
on line 13 is selectively directed to the input of a block
formatting circuit 154, depending on the state of the
switching element 13a. The formatting circuit 15g is
also responsive to the coding type signal on line 15 to
direct the signals on either line 10 or line 13 in proper
order on a line 17 to the input of a discrete cosine trans-
form circuit 16. When field coding has been selected by
selector 14, the order in which the data comprising the
input signal on line 10 or the estimate error signal on
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line 13 is changed so that first oddly numbered scan
lines are consecutively directed to the input of a discrete
cosine transform circuit 16 on the input line 17 followed
by consecutive evenly numbered scan lines, or vice
versa. The discrete cosine transform circuit 16 then
" converts each submacroblock of either evenly num-
bered or oddly numbered scan lines to a matrix of trans-
form coefficients representing, in this example of the
* invention, spatial frequency components in the portion
of the image represented by each submacroblock.
When frame coding has been chosen by the selector
14, each macroblock is sent to the discrete cosine trans-

form circuit 16 on line 17 in the order they were re-

ceived at the input of selector 14 on line 13. The discrete

cosine transform circuit 16 then converts each block in

. the macroblock into a similarly sized matrix of trans-
form coefficients representing, in this example of the
invention, spatial frequency components in the portion
of the image represented by each macroblock.

In addition to frame coding of entire macroblocks
and field coding of submacroblocks representing oddly
numbered and evenly numbered scan lines, the selector
14 may also be configured so that it may direct the
encoder of FIG. 1 to code other kinds of submacrob-
Jocks such as groups of contiguous blocks which are
smaller than the size of a macroblock.

The transform coefficients produced by the discrete

- cosine transform circuit 16 are directed on output line
18 to the input of a visibility matrix selector and percep-
tual quantizer 19. The quantizer 19 divides each of the
transformed coefficients from discrete transform circuit
16 by predetermined scaling factors in one of a plurality
of visibility matrices and a quantization parameter de-
termined in. light of the characteristics of the digital
input signal communicated to the quantizer 19 on line
20 and in light of the characteristics of the estimate
error signal communicated on the quantizer 19 on line
21. The amount by which the transform coefficients are
quantized is also determined by the coding type signal
produced by the selector 14 on line 18. The coding type
signal is used by the quantizer 19 to adjust the quantiza-
tion levels applied to the transform coefficients from
discrete cosine transform circuit to improve the com-
pression of video signals produced by the operation of
the quantizer 19. |

For AC-coefficient quantization, a 5-bit quantization

. parameter and a set of quantizer matrices are employed.
Quantization is performed with a dead-zone for non-
intra coding and without one for intra coding. This
example of the invention allows four different quantizer
matrices: one for each of the combinations of intra/-
nonintra- and frame/field-coded macroblocks. There
are no default matrices specified; the ones used are
loaded and transmitted at the sequence layer. The Cb-
and Cr-subblocks use the same matrices as the Jumi-
nance subblocks. _

In I-pictures, all macroblocks are coded, and the 5-bit
quantization parameter is transmitted for every macrob-
lock. In P- and B-pictures, some macroblocks may con-
tain no coded coefficient data. A one-bit flag is sent for

each macroblock to signal whether the macroblock is’
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slice quantization parameter is multiplied by the se-
lected multiplier (denoted mscale) and the product
rounded to the nearest integer and limited to 5 bits. The
resulting number becomes the quantization parameter
for that macroblock. '

A coded block pattern framework (for signalling
which of the subblocks inside a macroblock contain
coded data) is used only with B-pictures.

Once the AC coefficients are quantized, they are
coded for transmission. A scanning matrix (“scan’)
defines the order in which they are processed for encod-
ing. Two fixed scans are defined: one for use in the
frame-coding mode and the other for use in the field-
coding mode. These scans do not change with the pic-
ture type in this example of the invention. See FIG. 1b
and 1c. . : :

" Run-length and level combination are VL-coded for
non-zero quantized AC coefficients. For each macrob-
lock in I- and P-pictures, the encoder is allowed to
choose one codebook out of a small number of code-
books. In this example of the invention, four codebooks

for I-pictures and four for P-pictures are used. These

eight codebooks are derived basically by permuting a
set of codewords. Among other things, they differ in
the length of the'end of block (EOB) codeword (2, 3 or
4 bits). The lengths of the codewords in the top left
corner of each codebook are shown in FIGS. 1d-1k.

For a particular macroblock in an I- or P-picture, the
codebook yielding the smallest bit-count is selected, and
signalled to the decoder with a 2-bit identifier. In B-pic-
tures, this overhead for codebook selection was found
to be excessive; therefore, one fixed codebook is used
for all macroblocks in B-pictures. This codebook is one
of the four used with P-pictures, and is the one shown in
FIG. 1b.

In FIG. 1, the quantized transform coefficients are
scanned by a scan selector circuit 23 in a predetermined
order and sent to an encoder and multiplexer 24 which
may select between a fixed word length codings of the
transform coefficients or one or more variable word
length coding of the transform coefficients. The scan
analyzer 23 is responsive to the coding type signal pro-
duced by the selector 14 on line 15. The scan selector 23
determines one of a plurality of possible scanning orders
which may be used to direct the transform coefficients
to the encoder and multiplier 24. The order which the

_ scanning selector 23 choses is based on what order may

most conveniently be used by the encoder and multi-
plexer 24 to most efficiently code the transform coeffici-
ents with the fewest number of bits. For example, when
frame coding has been used, the scan selector 23 may be
configured to perform a zig zag scanning of the trans-
form coefTicients in the quantizer 19. When field coding
has been used, the scan selector 23 may perform vertical

‘scanning of the quantized transform coefficient in the

" quantizer 19. One of the strategies which may be em-

ployed in scanning the quantized transform coefficients
in a strategy which will group like valued coefficients

" together for sequential transmission to the encoder and

60

coded or not. In P-pictures, the quantization parameter

is then transmitted for every coded macroblock.

In B-pictures, a 5-bit quantization parameter is trans-.

mitted at the start of every slice. A two-bit index (de-

noted mscale addr) is transmitted for every coded mac-

roblock in the slice that identifies one of four multipliers
(_all of which are transmitted at the sequence layer). The

multiplexer 24. Examples of scanning sequences for
frame block scans and field block scans are illustrated in
FIGS. 1a and 15, respectively. When like-valued coeffi-

‘cients are grouped together, a more efficient coding,

" such as a variable word length coding may be employed

65

by the encoder 24. Longer word lengths may be used to
represent higher valued coefficients while shorter word
lengths may be used to represent coefficients having a
value of zero or close to zero. An end of block (EOB)




" Case 3:09-cv-01377-H

9
" code may be used to transmit pluralities of like valued
coefficients.

As described in more detail below, ‘the circuit of FIG.
1 includes a variable word length choice analyzer 232
which is responsive to the DCT coefficients output by
the scan selector 23 and the picture type signal from line
32. The analyzer 23a produces a variable word length
table select signal which is input to the encoder and
multiplexer 24 and which is used by the encoder and
multiplexer 24 to select one of a plurality of code tables
which may be used to perform different kinds of fixed
word length and variable word length coding of the
DCT coefficients.

In addition to transmitting encoded transform coeffi-
cients, the encoder and multiplexer 24 receives and
transmits along with the encoded coefficients a number
of control signals which are used by a decoder in a
video signal receiver to create a video image from the
coded signals produced by the encoder in FIG. 1. These
control signals include a signal related to the quantiza-

_ tion parameter produced on line 30 between the quan-
tizer 19 and the encoder and multiplexer 24. These
control signals also include a picture type signal on line
32, which may be produced by an independently run-
ning sequencer not shown in FIG. 1. FIG. 1a shows an
example of a sequence of I-, P-, and B-pictures which
may be used. The picture type signal on line 32 repre-
sents what kind of picture is being produced by the
encoder of FIG. 1, namely, either an I-, P-, or B-picture
in this example of the invention.

The words produced by the encoder 24 are sent to a
buffer 25 which then directs those words in an output
bit stream on an encoder output line 26 at appropriate
times. A fullness signal is produced on line 27 which is
directed to an input of the quantizer 19 which thereby
controls its operation to prevent the buffer 28 from
overflowing or underflowing.

5227,878
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element 36 is directed to a next previous picture store
364 via a write next switching element 365 between the
output of the summing element 36 and the input of the
next picture store 36a. The output of the summing ele-
ment 36 represents a frame of video data which has been
coded by the encoder of FIG. 1. Writing a picture into
the next picture store 36a causes a picture previously
stored in the next picture store 36a to be written into a
previous picture store 36¢ via closure of a write previ-
ous switching element 36d.

A motion estimation circuit 37 receives the digital

" video input signal from line 10, signals relating to the

—

5
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The productlon of an estimate of the digital video -

input signal is now described. The transform coeffici-
ents on the output of the scan selector 23 are connected
to the input of an inverse scan selector 28 which rear-
ranges the transform coefficients into the order they
had in the quantizer 19 prior to being scanned by the
scan selector 23. As shown in FIG. 1, the inverse scan
selector 28 is also responsive to the coding type signal
on line 15 which notifies the inverse scan selector 28 of
the predetermined order into which the quantized trans-
form coefficients were ordered by the scan selector 23
and thereby is the mechanism by which the inverse scan
selector 28 is able to use the correct inverse scanning
sequence. The transform coefficients as reordered by
the inverse scan selector 28 are directed to a visibility

40

45
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matrix selector and dequantizer 29 which performs an -

inverse quantization procedure on the transform coeffi-
cients which basically reverses the operation of the
quantizer 19. As shown in FIG. 1 the dequantizer 29 is
responsive to the coding type signal on line 15 and the
quantization parameter produced by the quantizer 19 to
determine the correct dequantization procedure.

The output of the dequantizer 29 is directed to the
input of an inverse discrete cosine transform circuit 34
which produces-an output signal corresponding to the
estimate error signal produced on line 13. The output
signal from the inverse discrete cosine transform circuit
34 is directed on the noninverting input of a summing
element 36 which receives at its inverting input a signal
on line 38 which is related to an estimate of the video
input signal on line 10. The output of the summing

55
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contents of the stores 36u and 36¢, and the picture type
signal from line 32. The motion estimation circuit 37
produces signals related to motion vectors which are
used by an estimation circuit 38. which produces an
estimate or prediction of the video input signal on line
10. An estimation circuit 38 is responsive to the contents
of the stores 36a and 36¢ and the motion vectors pro-
duced by the motion estimation circuit 37 to produce a
motion compensated estimate of the video input signal
on line 10.

The motion compensated estimate produced by the
estimation circuit 38 in this example of the invention,
involving the previously described macroblock struc-
ture of video signals, takes into account the fact that a
macroblock contains two interlaced fields of luminance

pixels. Accordingly, two main categories of motion

compensation are used by the estimation circuit 38,
namely, a frame motion compensation mode and a field
motion compensation mode. In the frame motion com-
pensation mode, picture elements of an entire frame are
predicted on a macroblock by macroblock basis from
picture elements in reference frames. In the field com-
pensation mode, the picture elements of one field are
predicted only from pixels of reference fields corre-
sponding to that one field. For example, pixels in a field
of oddly numbered scan lines are predicted only from
pixels in a reference field of oddly numbered scan lines. -
In addition to having different motion compensation
modes based on prediction of frames or fields of picture
elements, there can be other modes of compensation
based on the type of pictures being handled. In this
example of the invention, the modes of compensation
can also be based on whether P-pictures or B-pictures
are being predicted.- (No prediction is made for I-pic-
tures). Examples of motion compensation types are
summarized below. '

A. Motion Compensation Modes for P-pictures

1. 16X 16 frame motion compensation mode (type 1)

In this mode, the 16 16 luminance block is compen-
sated by another 16X 16 block from a reference frame
which is fetched using one forward motion vector. No
distinction is made between the picture element scan
lines of the interlaced fields. The prediction block con-
tains picture elements of both fields of the reference
frame.

2. 168 frame motion compensation mode (type 2)

In this mode, the 16X 16 luminance block is-divided
by a. horizortal line of demarcation into a top 16X8
subblock and a bottom 16X 8 subblock. Each subblock
is independently compensated using a forward motion
vector. Again, no distinction is made between the scan
lines of the two interlaced fields making up the lumi-
nance subblocks. Two motion vectors are created and
transmitted for each macroblock in this mode.

-3, 16X 8 field motion compensation mode (type 3)
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In this mode, the 16 X 16 luminance block is separated
by field polarity, namely, by oddly numbered and
evenly numbered scan lines, into two 16X 8 subblocks.
Each of the 16X 8 subblocks contains only picture ele-
ments lines of one of the interlaced fields in the original
16X 16 luminance block. Each field subblock is com-
pensated independently using a separate forward mo-
tion vector with a 16X 8 subblock that is derived from
picture element scan lines of a field of the same polarity
in the reference frame. Two motion vectors are created
and transmitted for each macroblock in this mode. -

B. Motion Compensation Modes For B-pictures

1. 16X 16 bidirectional (P and N) frame motion com-
pensation mode (type 3)

A forward (from a previous [P] frame) motion vector
fetches a 16X 16 block from a past reference frame and
a backward (from a new [N] frame) motion vector fet-
ches a 16X 16 block from a future reference frame. The
16X 16 blocks are averaged to. yield a final prediction
block. :

2. 16X 16 forward (P) unidirectional frame motion
compensation mode (type 1) :

This is a forward unidirectional predictional mode in
which only one forward motion vector is used for each
macroblock.

3. 16X 16 backward (N) unidirectional frame motion
compensation mode (type 2) ’ )

This is a backward unidirectional predictional mode
in which only one backward motion vector is used for
each macroblock.

4. 16X 8 frame motion compensation mode (type 4);
top-forward (P1) with bottom-backward (N2)

In this mode the 16X 16 luminance block is divided
by a horizontal line of demarcation into a 16 X8 top
subblock and a 16X 8 bottom subblock. The top sub-
block is compensated using a forward motion vector
which fetches a 168 block from a past reference
frame. The bottom subblock is compensated using a
backward motion vector which fetches a 16X 8 block
from a future reference frame. Two motion vectors are
produced and transmitted for each macroblock in this
mode.

5. 16X 8 frame motion compensation mode (type 5);
top-backward (N1) with bottom-forward (N2)

This mode is similar to the mode B.4. described
above. The top subblock is compensated using a back-
ward motion vector and the bottom subblock is com-
pensated using a forward motion vector.

6. 168 field motion compensation mode (type 6);
odd-forward (P1) with even-backward (N2)

In this mode the 16X 16 luminance block is separated
by field polarity into two 16X 8 field subblocks. One of
the field subblocks contains the oddly numbered picture
element scan lines and the other field subblock contains
the evenly numbered picture element scan lines. The
168 field subblock containing the oddly numbered
field lines is compensated using a forward motion vec-
tor and another 16X 8 subblock derived from only the
oddly numbered scan lines of a past reference frame.
Similarly, the 16X8 field subblock containing the
evenly numbered field scan lines is compensated using a
backward motion vector and a 16 X 8 subblock derived
from only the evenly numbered field lines of a future
reference frame. Two motion vectors are produced and
transmitted per macroblock in'this mode.

7. 16X 8 field motion compensated mode (type 7);
odd-backward (N1) with even-forward (P2)

12

This mode is similar to mode B.6. described above
with the 16 X 8 subblock containing the oddly numbered
field lines being compensated by using a backward mo-
tion vector and a subblock from a future reference
frame and the 16X 8 block containing the evenly num-
bered field lines compensated using a forward motion
vector and a subblock from a past reference frame. Two
motion vectors are produced and transmitted per mac-
roblock in this mode.

The motion estimation circuit 37 thus may produce
motion vectors needed to effectuate a variety of motion
compensation modes. These motion vectors are trans-
mitted to the estimation circuit 38 via a line 39 and are
used by the estimation circuit to perform in an adaptive
motion compensated prediction of the video input sig-
nal on line 10. .

The estimation circuit is composed of two main parts,

" a block adaptive frame/field uni/bidirectional motion

20

compensated prediction analyzer 382 and a block adapt-
ive frame/field uni/bidirectional motion compensated
prediction selector 385, The prediction analyzer 38a is
respornsive to the motion vectors produced by the mo-
tion estimation circuit 37, the picture type signal from
line 32, and the contents of the next picture store 36a
and the previous picture store 36c. The prediction ana-
lyzer 38a produces a motion compensation type signal
on line 38¢ which identifies which one of the motion
compensation odes, such as the compensation modes
described here, is used to produce an estimation of the
video input signal on line 10. The prediction selector

. 38b takes appropriate ones of the motion vectors com-
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puted by the motion estimation circuit 37 and the mo-
tion compensation type signal on line 38c and computes
an estimation of the video input signal on line 10. The
estimate is produced in light of appropriate ones of the
frames storéd in stores 362 and 36¢.

Each motion vector component in encoded differ-
ently, with respect to a previously transmitted compo-
nent. The motion vectors produced by the motion esti-
mation circuit 37 are also transmitted on a line 40 to a
motion vector prediction circuit 41 and to summing
element 42. The motion vector prediction circuit 41 also
receives the picture type signal on line 32 and the mo-
tion compensation type signal on line 38¢, which identi-
fies the motion compensation mode being used by the
estimation circuit 38, The circuit 41 produces an output
signal to the inverting input of the summing element 42
which is related to a predicted value of the motion
vector produced by the motion estimation circuit 37.
The summing element 42 subtracts the motion vector
estimate from the motion vector signal on line 40 and
produces a differential motion vector signal which is
directed to the input of the encoder and multiplexer 24.
The encoder and multiplexer 24 sends the differential
motion vector signal to the buffer 25 for insertion into
the output bit stream on line 26. The differential motion
vector signal will be used by a decoder to reconstruct a
video image in accordance with the video input signal
on line 10.

The decoder and multiplexer 24 also receives a block
classification signal on line 43 which is produce by a
block type classification circuit 44 in response to the
previously described picture type signal, coding type
signal, and motion compensation type signal.

The block type classification circuit 44 also receives
an inter/intra type signal on line 44a which identifies
whether intercoding or intracoding is being used for the
block of video being classified. The inter/intra type
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. signal is produced by an inter/intra analyzer circuit 445
which receives the video input signal on line 10 and the
estimate error signal on line 13. The analyzer circuit 44a
determines and compares the energies present in the
input signal and the estimation signal and makes a deci- 5
sion as to whether inter or intra coding is to be used.
Inter coding, namely, coding of the estimate error sig-
nal on line 13, is used for P- and B-pictures when the
energy of the estimate error signal is less than the en-
ergy of input signal. Sometimes in P- and B-pictures,
such as in the situation where there is a scene change, it
would be advantageous to code in an intra fashion,
namely, to code the input video signal on line 10 instead
of the estimate error on line 17. This is the case when
the energy in the video input signal on line 10 is less 15
than the energy in the estimate error signal on line 13.
When this condition is sensed by the analyzer circuit
44b, the inter/intra type signal indicates that intra cod-
ing is to be used. As shown in FIG. 1, the inter/intra
type coding signal from analyzer 445 controls the states 20
of switching element 132 and the inter/intra type
switching element 135 The inter/intra coding type
signal from the analyzer 445 also is directed to the input
of the quantizer 19 to control the quantizing operation
in accordance with how the video data is being coded. 25
The inter/intra coding type signal is also a part of the
block classification signal sent to the encoder and multi-
plexer 24.

The block classification signal on line 43 is transmit-
ted to the buffer 25 by the encoder and multiplexer for 30
insertion into the output bit stream on line 26. The block
classification signal is used by. a decoder to create an
image in accordance with the video input signal on line
10.

All macroblocks in I-pictures are intra coded; intra 35
coding of macroblocks is also allowed in P- and B-pic-
tures. In intra coded macroblocks (field or frame mode),
the DC coefficient of each subblock is uniformly quan-
tized to 255 levels. DC-prediction is then employed to
reduce the number of bits needed to encode the DC 40
coefficients. Two predictors are maintained for lumi-
nance DC:prediction to increase its efficiency- in
switching between the frame- and field-coding modes.
For chroma DC-prediction, one predictor suffices for
each color component. All DC predictors are reset to 45
zero at the start of a slice and at a nonintra coded mac-
roblocks.

A signal on line 47 related to the magnitudes of intra
coded DC coefficients produced by the discrete cosine
transform circuit 16 is directed to the input of an intra 50
DC coefTicient prediction circuit 45 and the non-invert-
ing input of a summing element 46. The switch 48 in line
47 symbolically represents the direction of only the
intra DC coefficients produced by the discrete cosine
transform circuit 16 to the input of the intra DC coeffi- 55
cient prediction circuit 45 and the summing element 46.
The prediction circuit 45 also receives the coding type
signal produced by.the coding analyzer 14. The predic-
tion circuit 45 produces an output relating to a pre-
dicted value of the intra code DC coefficient and directs 60

" that output signal to the inverting input of the summing
element 46. The noninverting input of the summing
element 46 receives the actual intra DC coefficient. The
summing element 46 subtracts the prediction from the
DC coefficient to produce a differential: DC coefficient 65
prediction which is directed to the input of the encoder
and multiplexer 24. The differential DC coefficient is
directed by the encoder and multiplexer 24 to the buffer

—

0
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25 for insertion into the bit stream on output line 26. A
decoder uses the differential DC coefficient to con-
struct an image in accordance with the video input
signal 10. :

FIG. 2 shows an adaptive motion compensated uni/-
bi-directional predictive/interpolative decoder which
may be used to decode the output bit stream produced
by an encoder such as the-one shown in FIG. 1. An

" input bit stream is received by the decoder of FIG. 2 on

an input line 50. The input bit stream on line 50 is placed
in a buffer 52 and then sent to a variable word length
decoder and demultiplexer 54 which performs a decod-
ing and demultiplexing operation which is the inverse of
the encoding and multiplexing produced by the encoder
and multiplexer 24 shown in FIG. 1. The decoder and
demultiplexer 54 produces on an output line 56 the
quantized discrete cosine transform coefficients of FIG.
1. An inverse scan selector 64 rearranges the order of
the coefficients appearing on input line 56 into the same
order that those coefficients had in the quantizer 19 of
FIG. 1. The inverse scan selector 64 directs the coeffici-
ents it receives in inverse order to a visibility matrix
selector and dequantizer 66. The dequantizer circuit 66
is responsive to a coding type signal on line 68, a picture
type signal on line 70, and the quantization parameter
on line 68a retrieved from the bit stream input to the
decoder of FIG. 2 by the decoder and demultiplexer
circuit 84 to perform a dequantization which is the
inverse of the quantization performed by the quantizer
19 in FIG. 1. _

The intra DC transform coefficients for I-pictures
and intracoded portions of P- and B-pictures are pro-
duced at the output of a summing element 58 which -
receives the differential DC coefficient as decoded and
demultiplexed by the decoder and demultiplexer 54.
The summing element 58 also receives an intra DC
coefficient prediction signal from a prediction circuit 60
which is also responsive to intra DC coefficient signals
on line 57 and a coding type signal on line 68. The state
of a switching element 662 is controlled to switch an
input line of an inverse discrete cosine transform circuit
72 between the DCT coefficient signal on the output of
the dequantizer 66 and the intra DC coefficient signal
on line 57. The dequantized transform coefficients and
the intra DC coefficients are directed through a switch-
ing element 66a to an inverse discrete cosine transfer
circuit 72 which performs a transform operation which
is the inverse of the transform operation produced by
the discrete cosine transform circuit 16 in FIG. 1. The
output of the inverse discrete cosine transform circuit
72 in FIG. 2 is a decoded version of either the video
signal on input line 10 in the case of I-pictures and intra
coded portions.of P- and B-pictures or it is a decoded
version of the estimate error signal on line 13 in FIG. 1.
The output signal from the transform circuit 72 is di-
rected to the input of a block formatting circuit 724
which performs an unformatting operation which is the
inverse of the formatting operation performed by block
15a in FIG. 1. The output of the unformatting circuit
724 is directed to one input of a summing element 74.
Another input of the summing element 74 receives an
estimate signal on line 76. The output of the summing
element 74 is related to the difference between the esti-
mate error signal from the unformatter 722 and the
estimate signal on line 76 and comprises a video output
on line 78 which is analogous to the video input signal
on line 10 in FIG. 1. '
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The decoder and demultiplexer 54 in FIG. 2 directs
the block classification signal received from the en-
coder of FIG. 1 to a block type declassification.circuit
80 via an input line 82. The block type declassification
circuit 80 produces a coding type signal on line 68, a
picture type signal on line 70, 2 motion compensation

type signal on line 88, and an inter/intra type signal on -

line 88a which correspond to the coding type, picture
type, motion compensation type, and the inter/intra
type signals produced by the encoder of FIG. 1.

The decoder and demultiplexer 54 also retrieves the
differential motion vector signal from the bit stream
sent by the encoder of FIG. 1 and directs the differential
. motion vector signal on a line 90 to the input of a sum-
ming element 92. Another input to summing element 92
is received from a motion vector prediction circuit 94
along line 96. The motion vector prediction circuit 94 is
responsive to a motion compensation type signal on line
88, a picture type signal on line 70, and selected motion
vectors on line 98a to produce a predxctlon of the mo-
tion vectors which is directed to one of the i inputs to the
summing element 92,

The output of the summing element 92 is a motion
vector signal on line 98 which corresponds to the mo-
tion vector signals produced by the motion estimator 37
and used in the encoding performed by the circuit of
FIG. 1. The motion vector signals are directed to an
estimation circuit 100 on an input line 102. A next pic-
ture store 100z in responsive to the video output signals
on line 78 through selective opening and closing of a
switching element 1006 shown in FIG. 2 to store se-
lected frames of the video output signal. Writing a new

. frame of information into store 100a causes a previous
frame in store 100a to be written into previous picture

. store 100c via closure of a switching element 100d. The
estimation circuit 100 is responsive to the contents of
the stores 1002 and 100c, the motion vectors on line 102,
the motion compensation type signal on line 88, and a
picture type signal on line 70 to produce an estimate on
line 76 of the video output signal on line 78 in a manner
analogous to the estimate produced by the estimation
circuit 38 in FIG. 1. As in FIG. 1, switching element
100¢ in series with line 76 acts to disconnect the estimate
signal from the input of summing element 74 when
I-pictures are being decoded or when intra coded por-
tions of P- and B-pictures are involved.

FIG. 3 shows a block diagram of a block adaptive
motion compensated predictor 106 in accordance with
this invention. A decoded picture is received on line
108. The circuit of FIG. 3 produces predictions of P-
pictures in accordance with the motion compensation
modes identified above for P-pictures. The decoded
picture may be either received from the output of the
summing element 36 in FIG. 1 or the output of the
summing element 74'in FIG. 2. The decoded picture on
line 108 is received in the previous picture store 36¢ or
100c. ‘The decoded picture from the previous picture
store is sent to the input of a switching element 110
which selectively directs the decoded picture to one of
three output lines in accordance with the motion com-
pensation type signal. If the motion compensation type
is type A.1., the decoded pxcture is sent to a frame mac-
roblock motion compensation predictor 112 which pro-
duces a motion compensated. prediction signal on the
output line 114 of the predictor 106. If the motion com-
pensation type is type A.2., the decoded picture is sent
to the input of a submacroblock switching element 116.
The switching element 116 selectively directs appropri-
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ate portions of the decoded picture to one of a pair of
frame submacroblock motion compensated prediction
circuits 118 and 120. The top half frame submacroblock
is directed to the prediction circuits 118 and the bottom
half frame submacroblock is directed to the prediction
circuit 120. The predictions produced by circuits 118
and 120 are sent to two inputs 122 and 124 of a frame
submacroblock to macroblock formatter 126 which
then directs the resulting formatted prediction to the
output line 114 of the prediction circuit 106.

If the motion compensation type is type A3, the
decoded picture is sent by the switching element 110 to
the input of a submacroblock switching element 128
which selectively directs the top field submacroblock
portion of the decoded picture to one of two field sub-
macroblock motion compensated prediction circuits
130 and 132 and the bottom field submacroblock por-

‘tion of the decoded picture to the other of the predic-

tion circuits 130 and 132. The prediction signals pro-
duced by. the prediction circuits 130 and 132 are di-
rected on lines 134 and 136 to the inputs of a field sub-
macroblocks to macroblock formatting circuit 138
which then outputs the formatted predictions on the
output line 114 of the prediction circuit 106. The predic-
tor circuits are responsive to either one or two motion
vector signals (MV1 or MV1 and MV2) as described
above and shown in FIG. 3.

FIG. 4 is a block diagram of a block adaptive motion
compensated bidirectional predictor 140 in accordance
with this invention. The circuit of FIG. 4 produces
predictions of B-pictures in accordance with the motion
compensation modes identified above for B-pictures. A
decoded previous picture is received on line 142 from
either one of the outputs of summing element 36 in FIG.
1 or summing element 74 in FIG. 2. The decoded previ-
ous picture is sent to the previous picture store 36¢ or
100c of FIGS. 1 and 2, respectively. A decoded next
picture is received on an input line 146 from the output
of either summing element 36 in FIG. 1 or summing
element 74 in FIG. 2. The decoded next picture is di-
rected to the next picture store 362 or 100g of FIGS. 1
and 2, respectively. The decoded previous picture in the
previous picture store is selectively directed by a
switching element 180 on input line 149 to one of six -
output lines depending upon the motion compensation
type signal in FIGS. 1 and 2. The decoded next picture
in the next picture store is selectively directed by the

" switching element 150 on input line 152 to one of a
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second set of six output lines, depending again on the
value of the motion compensation type signal in FIGS.
1and 2.

If the motion compensatlon type is type B.1, the
decoded previous picture in the previous picture store is
directed on an output line 154 to the input of a frame
macroblock motion compensation prediction circuit
156 which then outputs a frame macroblock motion
compensated prediction on a line 158 and on an output
line 160 of the prediction circuit 140. Type B.1. motion
compensation is undefined for the decoded next pic-
tures in the next picture store 146 so_ that the decoded
next pictures are not involved in the prediction opera-
tion and do not influénce the prediction signal produced
on output line 160 in type B.1. situations.

If the motion compensation type is type B.2., the -
decoded next picture in the next picture store is directed
to an output line 156 of the switching element 150
toward the input of a frame macroblock motion com-
pensated prediction circuit 162 which produces a frame
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put line 164 and an output line 160 of the prediction
circuit 140. Type B.2. motion compensation is unde-
fined for the decoded previous pictures in the previous
picture store so that the decoded previous pictures are
not involved in the prediction operation and do not
influence the prediction signal produced on output line
160 in- type B.2. situations.

When the motion compensation type is type B.3,, the
decoded previous picture in the previous picture store is
directed on output line 166 of the switching element 150
to one input of a frame macroblock bidirectional motion
compensated prediction circuit 168. The decoded next
picture in the next picture store is directed to an output
line 170 of the switching element 150 to a second input
of the prediction circuit 168. The prediction circuit 168
produces a prediction signal on line 172 which is di-
rected to the output line 160 of the prediction circuit
140, ‘

When the compensation type is type B.4., the de-
coded previous picture in the previous picture store is
directed to an output line 174 of the switching element
150 and the decoded next picture in the next picture
store 148 is directed to an output line 176 of the switch-
ing element 150. The pictures on line 174 and 176 are
directed to the inputs of a switching element 178 which
selectively directs the pictures to the inputs of a pair of

- frame submacroblock motion compensated prediction
circuits 180 and 182. The outputs of the prediction cir-
_cuits 180 and 182 are directed to the inputs of a frame
submacroblocks to macroblock formatting circuit 184
on lines 186 and 188. The output of the formatting cir-
cuit 184 is directed to the output line 160 of the predic-
tion circuit 140. .

When the motion compensation type is type B.5., the

decoded previous picture in the previous picture store is
_directed to an output line 190 of the switching element
150 and the decoded next picture in the next picture
store is directed to an output line 192 of the switching
element 150, The pictures on lines 190 and 192 are di-
_ rected to the inputs of a switching element 194 which
selectively directs the pictures to a pair of frame sub-
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The pictures on lines 222 and 224 are sent to inputs of a
switching element 226 which selectively directs the
picture signals to a pair of field submacroblock motion
compensated prediction circuits 228 and 230. The pre- -
diction circuits send prediction signals to a field sub-
macroblocks to macroblocks formatting circuit 232
which directs the prediction signals to the output line
160 of the prediction circuit 140. As shown in FIG. 3,
the predictor circuits are responsive to one or two mo-
tion vector signals (MV1 or MV1 and MV2).

FIG. § shows a detailed block diagram of the block
adaptive frame/field coding analyzer 14 shown in FIG.
1. Macroblocks are received by the coding analyzer on
an input line 234. The macroblocks received on the
input line 234 are directed to a macroblock vertical
correlation computer 236 which determines the amount
of correlation between. successive horizontal lines of

.each macroblock and produces a frame correlation

signal on line 238 which is sent to a thresholder and
comparator circuit 240. The macroblocks received on
the input line 234 are also sent to a macroblock to field
submacroblocks formatting circuit 242. The formatter
242 separates each macroblock into two separate fields,
one of which comprises the evenly numbered horizon-
tal lines of picture elements in each macroblock and the
other or which comprises the oddly numbered horizon-
tal lines of picture elements in each macroblock. The
evenly numbered horizontal lines are sent to a submac-
roblock vertical correlation computer 244 when a selec-
tor switch 246 connects the output of the formatting
circuit 242 to the input of the correlation computer 244,
The correlation computer 244 determines the level of
correlation between the evenly numbered horizontal
lines sent to the computer 244 and produces a signal to
a submacroblock selector switch 248 relating to the
level of correlation. When the switch 248 is in an appro-
priate position, the signal from the correlation computer

. 244 relating to correlation level is sent to the input of an

40

macroblock motion compensated prediction circuits

196 and 198. Prediction signals on lines 200 and 202
from the prediction circuits 196 and 198 are input to a
frame submacroblocks to macroblocks formatting cir-
cuit 204 which sends formatted prediction signals to the
output line 160 of the prediction circuit 140. :

45

When the motion compensation type is type B.6., the ‘

decoded previous picture in the previous picture store is
directed to an output line 206 of the switching element
150 and the decoded next picture in the next picture
store is sent to an output line 208 of the switching ele-
“ment 150. The pictures on lines 206 and 208 are sent to
the inputs of a switching element 210 which selectively
directs those pictures to the inputs of a pair of field
. submacroblock motion compensated prediction circuits
212 and 214. The prediction circuits 212 and 214 send
prediction signals on lines 216 and 218 to the inputs of a
field submacroblocks to macroblock formatting circuit
220. The formatting circuit 220 directs formatted pre-
diction signals to the output line 160 of the prediction
circuit 140,

When the motion compensation type is type B.7., the
decoded previous picture in the previous picture store is
sent to an output line 222 of the switching element 150
and the decoded next picture in the next picture store is
sent to an output line 224 of the switching element 150.
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accumulator 250. The oddly numbered horizontal lines
are sent to a submacroblock vertical correlation com-
puter 252 when the selector switch 246 connects the
output of the formatting circuit 242 to the input of the
correlation computer 252. The correlation computer
252 determines the level of correlation between the .
oddly numbered horizontal lines sent to the computer
252 and produces a signal sent to the submacroblock
selector switch 248 relating to the level of correlation.
When the switch 248 is connected appropriately, the
signal from the correlation computer 252 relating to the
correlation level of the oddly numbered lines is sent to
the accumulator 250. The accumulator 250 sums the
correlation levels of the oddly numbered and evenly
number fields in the macroblocks and produces a total
correlation signal indicating the level of correlation in
the fields. The total correlation signal is divided by two
in a divider circuit 254 and sent to the threshold in
comparator circuit 240. The comparator circuit 240
compares the correlation levels of the frame correlation
signal from computer 236 and the field correlation sig-
nal from divider 254 and produces ‘the coding type
signal shown in FIGS. 1 and 2. The coding type signal
indicates whether frames of video information are to be
encoded and decoded or fields of video information are
to be encoded and decoded. Specifically, frames are to
be encoded and decoded when the frame correlation
level is greater than the field correlation level. Fields
are to be encoded and decoded when the field correla-
tion level is greater than the frame correlation level.




Caée. 3:09-cv-013761 -CAB Document1 Filed 06/2&)9 Page 46 of 129

5,227,878

19

FIG. 6 shows the block formatter 152 of FIG. 1.
Macroblocks are received on an input line 256 and di-
rected to the input of a switching element 258. The state
of the switching element is determined by the charac-
teristics of the coding type signal produced by the cir-
cuit of FIG. §. When the coding type signal indicates
that frame coding is to take place, the switching element
258 connects the line 256 to the input to a macroblock to
frame blocks formatter 260, the output of which is di-

- rected to a switching element 262 which connects the
output of the formatter 260 to a block output line 264 of
the formatter of FIG. 6. When the coding type signal
indicates that field coding is to take place, the switching
element 258 connects the line 256 to the input of a mac-
roblock to field blocks formatter 266, the output of
which is directed to the switching element 262 which
-connects the output of the formatter 266 to the block
output line 264 of the formatter of FIG. 6.

FIG. 7 is a diagram of a block unformatter shown
both in FIGS. 1 and 2. Blocks are received by the unfor-
matter of FIG. 7 on an input line 268 which directs
those blocks to the input of a switching element 270.
When the coding type signal indicates that framé cod-
ing isto take place, the switching element 270 connects
the blocks received on the output line 268 to the input of
a frame blocks to macroblock formatter 272 which
directs frame macroblocks to the input of a switching
element 274 which is configured by the coding type
signal in this situation to direct frame blocks from the
formatter 272 to a macroblock output line 276. When
the coding type signal indicates that field coding is to
take place, the switching element 270 connects the
blocks received on the input line 268 to the input of a
field blocks to macroblock formatter 278 which directs
the field blocks to the input of a switching element 274
which is configured by the coding type signal to direct
macroblocks from the formatter 278 to the macroblock
output line 276.

FIG. 8 is a flow chart representing an intra DC coef-
ficient prediction circuit as shown as in FIGS. 1 and 2.
Actually computed intra DC coefficients are directed to
the input of the circuit of FIG. 8 on line 47. A quantiza-
tion index is computer in block 280 by dividing the DC
coefficient present on line 47 by a DC step-size parame-
ter which may be eight. A decision then is made at
block 282 to determine whether or not this DC coeffici-
ent is the DC coefficient for the first macroblock in a
slice or whether the previous macroblock was a nonin-
tra macroblock. For purposes of this discussion, the
block index identifies the location of a block in a mac-
roblock as shown for a frame macroblock and a field
macroblock in FIG. 9. If the decision of block 282 is
yes, a decision then is made at block 284 as to whether
the block index is zero. If the block index is zero, a DC
top block predictor parameter is set equal to some arbi-
trary value in block 286, for example, the predictor is set
to 128. The DC prediction which is made by the predic-
tion circuit of FIG. 8 is set equal to this top block DC
predictor in block 288. In block 290, the top block pre-
dictor is overwritten with the value of the quantization
index computed in block 280. In block 292 a bottom
block DC predictor parameter is set equal to the value
of the top block DC predictor set in block 290. The DC
prediction is output from the circuit of FIG. 8 on output
line 294 which corresponds to the output of the intra
DC coefficient predictor blocks in FIGS. 1 and 2.

If the block index is 1, 2, or 3, as determined in block
284 in FIG. 8, a check is made in block 296 to see if the
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block index is one. If the block index is one, the DC
prediction is set equal to the top block DC predictor in
block 298. The top block DC predictor then is over-
written with the quantization index in block 300 and the
DC prediction is output by the circuit of FIG. 8 on line
294. If the block index, as determined in block 296, is 2
or 3, the DC prediction is set to the bottom block DC
predictor in block 302 and the bottom block DC predic-
tor then is overwritten with the value of the quantiza-
tion index in block 304. The DC prediction signal is
output from the circuit of FIG. 8 on line 294.

If the macroblock is not the first macroblock in a slice
or the previous macroblock is not a nonintra type mac-
roblock as determined in block 282 in FIG. 8, a decision
is made in block 306 as to whether or not the current
macroblock type is the same as the prevnous macrob-
lock type. If the current macroblock is a frame type
macroblock, block 306 in FIG. 8 determines if the pre-
vious macroblock was also a frame type macroblock. If
the current macroblock is a field type macroblock,
block 306 in FIG. 8 determines if the previous macrob-
lock was also a field-type macroblock. If either of the
determinations is in the affirmative, a check is made at
block 308 to see if the block index is zero or one. If the
block index is zero or one, the DC prediction is set
equal to the top block DC predictor in block 310 and
then in block 312 the top block DC pred:ctor is set equal |
to the quantization index computed in block 280. The
DC prediction then is output by the circuit of FIG. 8 on
line 294. If the block index is 2 or 3, as determined in
block 308, then the DC prediction is set equal to the
bottom block predictor in block 314. The bottom block
DC predlctor then is overwritten with the quannzatlon
index in block 316 and the DC prediction is sent from
the circuit of FIG. 8 on line 294,

If the current macroblock type is not the same as the
previous macroblock type, as determined in block 306,
then a check is made in block 318 to see if the block
index is zero. If the block index is zero, an dverage of
the current values of the top block DC predictor and
the bottom block DC predictor is made in block 320.
The average computed in block 320 is rounded in block
322. The top block DC predictor is set equal to the
rounded average in block 324. The DC prediction then
is set equal to the top block DC predlctor in block 326.
The top block DC predictor then is overwritten with
the value of the quantlzanon index in block 328. The
bottom block DC predictor is set equal to the top block
DC predictor in block 330. The DC prediction is sent to
the output line 294 of the circuit of FIG. 8.

If the block index is 1, 2, or 3, as determined in block
318, a determination is made in block 332 to see if the
block index is 1. If the block index is 1, the DC predic-
tion is set to be equal to the top block DC predictor in
block 334. The top block DC predictor then is over-

" written in block 336 with the quantization index and the
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DC prediction is directed to the output line 294 of the
circuit of FIG. 8, If the block index is not 1, as deter-
mined in block 332, then the DC prediction is set equal
to the value of the bottom block DC predictor in block
338 and the bottom block DC predictor then is over-
written in block 340 with the value of the quantization
index computed in block 280. As in the other cases, the
DC prediction is directed to the output line 294.

FIG. 9 illustrates a sequence of six macroblocks in a
slice of video data. The arrows in FIG, 9 illustrate sche-
matically the relationship between the predicted DC
coefficients for each of the blocks of video data and the
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actual values of DC coefficients computer for adjacent
blocks. The origin of each of the arrows is placed in the
block for which an actual DC coefficient has been de-

termined. The head of the arrow indicates the location

of the block for which the actual value of the DC coeffi-
cient is used as a prediction of the DC coefTicient for the
block containing the head of the arrow. The circles in

some of the blocks indicate the situation where an aver-

age of actual values of DC coeficients is used to predict
the DC coefficients for the block in which the circles
reside. FIG. 9 shows a frame type macroblock num-
bered 0 at the start of the macroblock slice, followed by
a frame type macroblock numbered 1, a field type mac-
roblock numbered 2; a frame type macroblock num-
bered 3, a field type macroblock numbered 4, and a field
type macroblock numbered 5. Each of the macroblocks
contains four blocks, the upper left hand block of each
macroblock being given a block index of 0. The upper
right hand block of each macroblock is given a block
index of 1, the lower left hand block of each macrob-
lock is given a block index of 2, and the lower right
hand block of each macroblock is given a block index of
3. By way of example, a frame macroblock 0 and a field
macroblock 4 are labeled with the block indices in FIG.
9. The block in frame macroblock 0 with an index of 0
is predicted to have a value of DC coefficient equal to
an arbitrary value such as 128. The predicted value of
the DC coefficient for the block in the frame macrob-
lock 0 having an index of 1 is predicted to be the DC
coefficient computed for the block having an index of 0
as illustrated by the arrow from the block having an
index of O to the block having an index of . The pre-
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puter 348, when it is in the number 1 state shown in
FIG. 10, to the input of sequencing switching element
352, which may be a counting circuit. The switching
element 350 is in the number 1 state when the choice
analyzer of FIG. 10 is analyzing DCT coefficient for.
I-pictures. The switching element 352 sequentially di-
rects the amplitude and run length of each coefficient to

‘the inputs of each of a series of four variable word

length code length tables 354, 356, 358, and 356. The -
tables 384, 356, 358, and 360 contain data which repre-
sents the expected code length which will be produced
if the DCT coefficient having an amplitude and run
length as represented by the signals from the run length
computer 348 are coded in accordance with four differ-
ent coding schemes, one for each of the tables 354, 356, -
358, and 360. When the switching element 352 connects
the output of the run length computer 348 to the input
of one of the tables 354, 356, 358, and 360, that table -
produces a signal on a respective output line 362, 364,
366, and 368 relating to the expected code length which
will result from coding the DCT coefficient in accor-
dance with the coding scheme for which the data in the
table has been produced. The expected code lengths on
lines 362, 364, 366, and 368 are directed to the number
1 inputs of a switching element 370. When the DCT

. coeflicients are for I-pictures, the state of the switching
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dicted value of the DC coefficient for the block with an -

index of 2 in frame macroblock 0 is predicted to be the
same as the actual value of the DC coefficient computed
for the block having an index of 0 in the frame macrob-
lock 0 as illustrated by the vertically downwardly di-
rected arrow from the block of index O to the block of
index 2. The predicted value of the DC coefficient for
the block with an index of 3 in macroblock 0 is the same
as the actual value of the DC coefficient computed for
the block with an index of 2 in macroblock 0. The value
of the DC coefficient predicted for the blocks of index
0 in the field macroblock 2, the frame macroblock 3,
and the field macroblock 4 are each predicted to be the
average of the computed coefficients for blocks of index
1 and 3 in the prior macroblocks in each instance. The
rest of the predictions are apparent in light of the con-
tent of FIGS. 8 and 9 and are not further discussed.

FIG. 10 is a block diagram of the variable word
length choice analyzer shown in FIG. 1. The analyzer
receives the picture type signal on line 32 as an input to
a signal translator 342 which produces two signals, an
intracoding indication 344 which identifies whether or
not there is intra-type coding and a B-type predictive
indicator 346 which indicates whether or not predictive
coding of B-pictures is being undertaken.

The variable word length choice analyzer also re-
ceives the DCT coefficients from the scan selector 23 in
a run length computer 348 which determines, for all
nonzero coefficients received, the number of zeros im-
mediately prior to the receipt of that nonzero DCT
coefficient. In other words, the computer 348 deter-
mines the run length for each DCT coefficient and
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element 370 is such that the signals on lines 362, 364,
366, and 368 are directed to the inputs of accumulators
372, 374, 376, and 378, respectively. The contents of the
accumulators 372, 374, 376, and 378 are directed to four
inputs of a comparator and minimum evaluation circuit
380 which is responsive to a compare enable signal to
determine which of the expected run lengths stored in
the accumulators 372, 374, 376, and 378 is the smallest.
The evaluation circuit 380 produces a variable word

. length table select signal on line 382 which is then sent
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to the encoder and multiplexer 24 in FIG. 1 which then
uses the signal produced on line 382 to select an efficient
fixed or variable word length coding scheme identified
by the nature of the variable word length table select
signal on line 382. The select signal on line 382 causes
the encoder 24 to select one of a plurality of.coding
tables stored in the encoder 24 which each control the .
encoding of quantized DCT coefficients in accordance
with a separate and distinct fixed word length or vari-
able word length coding scheme. )
‘When P- and B-pictures are being coded, the switch-
ing element 350 is placed in state 0 such that the DCT
coefficient amplitudes and run lengths are directed to
the input of a bidirectional prediction indication switch-
ing element 384. When P-pictures are being coded, the
switching element 384 is in the state 0 which causes the
coefficient amplitudes and run lengths to be connected
to the input of a sequencing switching element 386,
which may be a counting circuit. The switching ele-
ment 386 sequentially connects the P-picture coefficient

- amplitude and run lengths to each of four variable word
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sends signals relating to the amplitude and run length of 65

each received DCT coefficient to the input of an intra
indication switching element 350. The switching ele-
ment 350 directs the signals from the run length com-

length code length tables 388, 390, 392, and 394. The
tables 388, 390, 392, and 394 each contain information
about expected code lengths which will be produced by
coding the DCT coefficient having the computed am-
plitude and run lengths in accordance with separate and
distinct codes represented by. each table 388, 390, 392
and 394. The expected code lengths from the tables 388,
390, 392, and 394 are sent to the 0 inputs of the switch-
ing element 370. For P-pictures, the state of the switch-
ing elements 370 and 396 is such that the outputs of the
tables 388, 390, 392, and 394 are directed on output lines
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398, 400, 402, and 404 and to the inputs of the accumula-
tors 372, 374, 376, and 378. As in the case of I-pictures
described above, the accumulators 372, 374, 376, and
378 direct the expected code lengths to the evaluation
circuit 380 which then produces a variable word length
select signal on line 382 which is used by the encoder
and multiplexer 24 to code the quantized DCT coeffici-
ents using a code which is most efficient in terms of the
smallest number of bits which must be used to transmit
the DCT coefficients. ,

When B-pictures are being analyzed by the circuit of
FIG. 10, the DCT coefficient amplitudes and run
lengths from the computer 348 are directed to the input
of a switching element 384 which is in a state which will
connect those amplitudes and run lengths only to the
variable word length code length table 388 which pro-
duces an expected run length signal and sends it to the
input of the accumulator 372 and is used to produce a
variable word length table select signal on line 382.
Note that in the case of B-pictures, the state of switch-
ing element 396 is such that the output of the tables 390,
392, and 394 are not connected the inputs of the accu-
mulators 374, 376, and 378.

In the example of the invention described here, a

" parameter Mscale is produced. The M scale parameter
is a multiplexer to be used in computing the quantization
parameter for bidirectionally coded frames. One M
scale parameter is produced for each macroblock by
selection from predetermined tables which have been
determined experimentally for a particular picture reso-
lution and bit rate.

FIG. 11 is a flow chart illustrating the encoding of the
M scale parameter for bidirectionally coded pictures. In
block 406, a decision is made as to whether or not the
current macroblock was coded in the previous P-pic-
ture or I-picture. If not, whether decision is made in
Block 408 as to whether or not the average quantization
parameter was nonzero for a corresponding slice in the
previous P-picture or I-picture. If it was zero, the aver-
age quantization parameter is set equal to 16 in block
410. If the average quantization parameter was nonzero,
as determined in block 408, or after the average quanti-
zation parameter has been set to 16 in block 410, the
quantization parameter for the corresponding macrob-
lock in the previous P-picture or I-picture is set equal to
16 in block 412, since there was no quantization parame-
ter for that macroblock. If the macroblock was coded in
the previous P-picture or I-picture, as determined in
block 406, or after the operation of block 412, the quan-
tization step size is set equal to 2 times the quantization
parameter in block 414. The quantization step size for
the slice is set equal to 2 times the average quantization
parameter for the corresponding slice in the previous
P-picture or I-picture in block 414. A decision then is
made in block 416 as to whether or not the prediction
for the macroblock is to be unidirectional or intra; If the
prediction is to be bidirectional, in other words, if the
no route is followed at the output of block 416, then a
temporary scale factor is set equal to a scale factor
tuned to the resolution and bit rate times the quantizer
step size for the macroblock in the previous P-picture or
I-picture in block 418. In block 420 a ratio parameter is
computed by dividing the temporary scale factor by the
quantization step size for the slice. In block 422 a vari-
able min_.ind is set equal to 9, a variable min_valf is set
equal to 1,000, and a variable zlimit is set equal to 4. A
decision then is made at block 424 to see whether an
index z is less than zlimit. If z is less than zlimit, a vari-
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24
able absdiff is set equal to the absolute value of the
difference between the ratio computed in block 420 and
a mscale parameter in block 426. Then in block 428 a
decision is made as to whether or not the ‘value of abs-
diff is less than min_valf. If the yes route is followed
from block 428, a variable min_ind is set equal to z and
the variable min_valf is set equal to the variable absdiff
in block 430. The routine of FIG. 11 then returns to the
input of block 424. If the no route is followed on the
output of block 428, the routine .of FIG. 11 returns
directly to the input of block 424. The loop just de-

* scribed is repeated until z is no longer less than zlimit
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and the no route is followed on the output of block 424,
after which in block 432 the current quantization step
size is set equal to a rounded product of an mscale vari-
able shown in block 432 and the quantization stepsize
for the slice. The current quantization parameter is set
equal to one-half of the current quantization step size in
block 434 and the value of min_ind is sent for insertion
into the encoder output bit stream for use by the de-
coder to recreate images from the compressed bit
stream. The current quantization parameter is clipped
to a valve of 31 by the operation of blocks 436 and 438.

If it is determined in block 416 that there is unidirec-
tional prediction, then a temporary scale factor is com-
puted in block 440, a ratio of the temporary scale factor
to the quantization step size for the slice is computed in
block 442 and in block 444, the min_ind, min—valf, and
the zlimit variables are set to the same values they were
set to in block 422. A decision then is made in block 446
to see if an index z is less than zlimit. If that is the case,
a variable absdiff is computed in block 448 as the abso-
lute value of the difference between the ratio computed
in block 442 and an mscale parameter identified in block
448. A check then is made in block 450 to see if absdiff
is less than min_valf. If that is the case, min__ind is set
equal to z and min_valf is set equal to absdiff in block
452. The routine of FIG. 11 then returns to the input of
block 446. The loop continues until z is no longer less
than zlimit and then the routine follows the no route as
the output of block 446. When the no route is followed
in block 454, the current quantization step parameter is
set equal to a product similar to the product already
described for block 432 and the routine of FIG. 11
performs the previously described steps identified in
blocks 434, 436 and 438.

FIG. 12 illustrates the operation of a decoder in ac-

-cordance with this invention with respect to the mscale

parameter produced for B-pictures. The min—ind pa-
rameter is extracted from the bit stream sent to the
decoder in block 456. The quantization parameter for
the slice is extracted from that bit stream in block 458.
Block 460 computes the quantization step size from the
quantization parameter for the slice in block 460. A
decision then is made in block 462 as to whether the
prediction for the macroblock is unidirectional or intra.
If the prediction is unidirectional or intra, the current
quantization step is computed as specified in block 464.
If the prediction is bidirectional, the current quantiza-
tion step size is computed as specified in block 456.
FIG. 13 shows a detailed block diagram of a visibility
matrix selector. DCT coefficients are input to the selec-
tor on line 468 which is directed to the input of a coeffi-
ciént weighting circuit 470. As those skilled in the art
will appreciate, weighting factors are retrieved from a
selected one of four visibility matrices 472, 474, 476 and
478, depending on the states of switching elements 480,
482, 484, 486, 488, and 490, which states are determined
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by the condition of signals identified in FIG. 13 and

discussed elsewhere. Depending on which visibility
-matrix is selected, predetermined weighting factors are
directed on line 492 to an input of the coefficient wait-
ing circuit 470 which then produces weighted DCT
coefficients on an output line 494 in light of the DCT
coefficients introduced on line 468 and the weighting
factors introduced on line 492.

FIG. 14 is a block diagram of a forward/inverse scan
selector in accordance with this invention. The scan

selector of FIG. 14 comprises a forward/inverse scan’

formatting circuit 496 which receives a.forward inver-
se/scan designation signal on line 498 and quantization
indices on line 500. One of four predetermined scanning
orders may be produced in accordance with informa-
tion stored in four scanning blocks 502, 504, 506, and
508. Depending on the states of switching elements 510,
512, 514, 516, 518, and 520, which are determined by the
nature of control signals identified in FIG. 14 and dis-
cussed elsewhere, the operation of the scan formatter
496 is controlled by signals on an input line 522 pro-
duced by a selected one of the scanning blocks §02, 504,
506, and 508. The scan formatter 496 produces scan
quantization indices on line 524 in light of the inputs
received on lines 498, 500 and 522.

FIG. 15 is a flow chart illustrating motion vector
prediction for P-pictures. A new macroblock is ob-
tained in block 526. Block 528 determines if this mac-
roblock is the first macroblock of a slice. If it is the first
macroblock, the variables stored in five registers identi-
fied in block 530 are initialized to zero and the routine of
FIG. 15 proceeds to the input of a decision block §32. If
it is determined in block 528 that this macroblock is not
the first macroblock in a slice, the routine of FIG. 15
proceeds directly from the block 528 to the input of
block 532. Block 532 determines whether or not this is
an inter macroblock. If it is not a inter macroblock, the

_ variables stored in five registers identified in.block 534
are initialized to zero and the routine of FIG. 15 returns
to the input of block 526.

If block 532 determines that the macroblock is an
inter macroblock, then decisions are made as to which
motion compensatlon type is involved. These decisions
are made in blocks 536, 538, and 540. If the motion
compensation type is type 1, then in block 542 a motion
vector prediction variable is set equal to the value of the
REG 16X 16 FRM_P variable. In block 544 the REG
16 X 16 FRM_P variable is set equal to the value of a
current motion vector variable and the motion predic-
tion is output by the routine of FIG. 18.

If the motion gompensation type is type 2, in block
846 a first motion vector prediction variable is set equal
‘to the REG 16X 16 FRM_P1 variable. The REG
16X 16 FRM_P1 variahle is changed to the value of a
current motion vector variable (P1) in block 548. In
block 550, a second motion vector prediction variable is
set equal to the REG 16X 16 FRM_P2 variable. In
block 532, the REG 16xX8 FRM_P2 variable is set
equal to the value of a current motion vector variable
(P2) and the motion prediction is output by the routine
of FIG. 15. '

If the motion compensation type is type 3, then as first
motion vector prediction variable is set equal to the
REG 16X 8 FLD_P1 variable in block 554. In block
5§56, the REG 16 x 8 FLD__P1 variable then is set equal
to a current motion vector (P1) variable. In block 558 a
second motion vector prediction variable is set equal to
the REG 16X8 FLD_P2 variable. The REG 16X8
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FLD_P2 variable then is set equal to the value of a
current motion vector (P2) variable in block 560 and the
motion vector prediction is output by the routine of
FIG. 15. An error condition is identified in block 561 in
a situation where it is determined that the motion com-
pensation type is not one of the three permitted types in
FIG. 15.

FIG. 16 is a flow chart ﬂlustratmg motlon vector

predlctlon for B-pictures. A new macroblock is ob- .

tained in block 562. A determination is made in block
864 as to whether this is the first macroblock in a slice.
If it is the first macroblock in a slice, a list of variables
stored in register identified in block 566 is initialized to
zero. After the operation of block 566, the routine of
FIG. 16 proceeds to the input of block 568. If the mac-
roblock is not the first macroblock in a slice, as deter-
mined in block 564, then the output of block 564 is
directly connected to the input of block 568.

Block 568 determines if this is an inter macroblock. If
it is no an inter macroblock, block 570 initializes a list of
variables stored in registers identified in block 570 to
zero and the routine of FIG. 16 returns to the input of
block 562. If block 568 determines that this is an inter
macroblock, then blocks 572, 574, 576, 578, 580, 582,
and 584 determine whether the motion compensanon
type is one of seven possible types.

If the motion compensation type is type 1 for B-pic-

tures, block 586 sets a motion veéctor prediction variable
equal to the variable REG 16X 16 FRM_P. Block 588
then sets the REG 16X 16 FRM__P variable to be equal
to a current motion vector variable (P) and the motion

" vector prediction is output by the routine of F1G. 16. .

If the motion compensation type is type 2 for B-pic-
tures, block 590 sets a motion vector prediction variable
equal to the REG 16X 16 FRM_N variable. Block 592
sets the REG 16X 16 FRM_N variable to the value of
a current motion vector variable (N) and the motion
vector prediction is output by the routine of FIG. 16.

If the motion compensation type is type 3 for B-pic-
tures, block 594 sets a first motion vector predxctxon
variable to the value of the REG 16X 16 FRM._P vari-
able. Block 596 then sets a current motion vector (P)
variable to thé value of the REG 16X 16 FRM_.P vari-
able.

Block 598 sets a second motion vector prediction
variable equal to the REG 16X 16 FRM_.N variable.
Block 600 then sets the value of the REG 16X 16
FRM.N to the value of a current motion vector vari-
able (N) and the motion vector predictions are output
by the routine of FIG. 16

If the motion compensation type is type 4 for B-pic-
tures, block 602 sets a first motion vector prediction
variable equal to the REG 16X8 FRM_P1 variable.
Block 604 changes the value of the REG 16X8
FRM_P1 variable to the value of a current motion
vector (P1) variable. Block 606 sets a second motion

. vector prediction variable to the value of the REG

60
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16 8 FRM..N2 variable. Block 608 changes the value

of the REG 16X 8 FRM_.N2 variable to the value of a
current motion vector (N2) variable and the motion
vector predictions are output by the routine of FIG. 16.

If the motion compensation type is type 5 for B-pic-
tures, block 610 sets a first motion vector prediction
variable to be equal to the REG 16X 8 FRM__N1 vari-
able. Block 612 changes the value of the REG 16X 8
FRM_N1 variable to the value of a current motion
vector (N1) variable. Block 614 sets the value of a sec-
ond motion vector prediction variable to be equal to the




Case 3:09-cv-0137@ -CAB Document 1  Filed 06/22009 Page 50 of 129

5,227,878

27
value of the REG 16X 8 FRM_P2 variable. Block 616
then changes the value of the REG 16X 8 FRM_P2
variable to the value of a current motion vector (P2)
variable and the motion vector prediction are output by
the routine of FIG. 16.

If the motion compensation type is type 6 for B-pic-
tures, block 618 sets the value of a first motion vector
prediction variable to the value of the REG 16X8
FLD_P1 variable. Block 620 changes the-value of the
RE 16X 8 FLD_P1 variable to the value of a current

10

motion vector (P1) variable. Block 622 sets the value of
a second motion vector prediction variable to be equal .

“to the value of the REG 16x8 FLD_N2 variable. .

Block 624 changes the value of the REG 16x8
FLD_N2 variable to the value of a current motion
vector (N2) variable and the motion vector predictions
are output by the routine of FIG. 16.

If the motion compensation type is type 7 for B-pic-.

tures, block 626 sets the value of a first motion vector
prediction variable to the value of the REG 168
FLD_N1 variable. Block 628 changes the value of the
REG 168 FLD-N1 variable to be equal to the value
of a current motion vector (N1) variable. Block 630 sets
the value of a second motion vector prediction variable
to be equal to the value of the REG 16X8 FLD_P2
variable. Block 632 changes the value of the REG
16X 8 FLD_P2 variable to be the same as the value of
a current motion vector (P2) variable and the motion
vector predictions are output by the routine of FIG. 16.

If the routine of FIG. 16 determines that the motion
compensation type is not one of the seven permitted
types, the routine of FIG. 16 identifies an error condi-
tion in block 634.

A summary of the symactlcal details of this example
of the invention are shown below:

Sequence Header

sequence_header_code
horizontal_size

vertical__size

pel_aspect_ratio

picture_rate

bit_rate
|mra_frame_.quantlzer._matnx [64]
intra-_field__quantizer_matrix [64)
nonintra_frame_quantizer__matrix [64)
nonintra_field_quantizer_matrix [64]
mscale [64]

Group-of-Pictures Layer

group..start-code
time._code
closed_.gap
broken_link

Picture Layer-

picture_start_code

temporal..reference

picture_coding_type

full _pel_forward_vector (for P- and B-pictures)
forward._f (for P- and B-picture)
full_pel_backward_vector (for B-pictures)
backward_f (for B-pictures)

Slice Layer

slice_start_code
quantization..parameter

28

Macroblock Layer in Intra Coded MBs

macroblock—type
quantization__parameter (5 bits)
vle_select (2 bits)

Macroblock Layer in Prcdicfive-Coded MBs

macroblock_type

motion_horizontal_forward

motion_vertical _forward

macroblock__code_nocode (1 bit)

quantization_parameter (5 bits, sent when macroblock-
—code_nocode is “1™)

vic_select (2 bits,
—code—_nocode is *“1")

Macroblock Layer in Bidirectionally Predlctwe-Coded
MBs

sent when macroblock:

macroblothype
motion_horizontal _forward
motion_.vertical_forward
motion_horizontal _backward
motion_vertical_backward
macroblock_code_nocode (1 bit)

"mscale_addr (2 bits, sent when macroblock-
- —code_nocode is “1")
coded_block_pattern (sent when macroblock-

30
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—code_nocode is “1")

. Block Layer in Intra-Coded MBs

det_dc_size
dct_dc_differential

“det—coeff_next

end—of_block (codeword depends on the codebook
used)
Block Layer in Non Intra Coded MBs

dect_—coeff__first

det_coeff_next

end_—of _block (in P-pictures, codeword depends on the
codebook used)

The entire set of macroblock modes for all three
picture types is listed in Table 1 below.

: TABLE 1
VLC TABLES FOR MACROBLOCK TYPES
macroblock_type in I-pictures:

1 1 Intra . frame-code
2 0l Intra , field-code
macroblock_type in P-pictures:

1 10 168 . frame-MC, frame-code
2 11 16x8 field-MC, frame-code
3 01 16x16 frame-MC, frame-code
4 0010 16x8 . frame-MC, fieldcode
5 0011 16x8 field-MC, field-code
6 0001 16X%16 frame-MC, field-code
7 00001 Intra , fieldcode
8 000001 Intra , frame-code
macroblock_type In P-pictures:

1 10 16X 16 frame-MCbdr, field-code
2 11 16x16 frame-MCbdr, frame-code
3 010 16X 16 frame-MCb, frame-code
4 on 16X 16 frame-MCb, fieldcode
] 0010 16%16 frame-MCS, fieldcode
6 0011 16X16 frame-MCf, frame-code
7 00010 16x8 frame-MCbf, frame-code
8 00011 16x8 field-MCfb, frame-code
9 000010 16X8 frame-MCfb, frame-code
10 000011 168 field-MCbf, frame-code
11 0000010 16x8 field-MCfb, field-code
12 0000011 © 16X8, frame-MCbf, field-code
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TABLE I-continued

VLC TABLES FOR MACROBLOCK TYPES

13 00000010 16x8 field-MCbf, field-code
14 00000011 16x8 frame-MCfb, field-code
15 000000010 Intra , frame~code
16 000000011 Intra , field-code

In a fully automated one-pass encoder, the delay
incurred by the ericoding process is 2 to 3 picture peri-
ods. The delay at the decoder is 1 to 2 picture periods
(not counting any postprocessing delays). However, the
encoder and decoder buffers introduce a significantly
greater delay of 0.5 seconds. The total code delay is
thus 0.65 to 0.7 seconds.

30

I-pictures provide access points roughly every 0.4
seconds. Beginning with the I-picture, the other pic-
tures in the GOP can be decoded as necessary to obtain
the desired picture from the bit stream.

Fast forward and reverse enabled by having regularly
spaced I-pictures. '

The basic feature of our proposal have been pres-

- ented, with all its syntactical details.

20
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APPENDIX

The following appendix is an example of computer
code written in the C programming language which
may be used to create a working example of this inven-
tion on a programmed digital computer.
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We claim:

1. An apparatus for encoding digital video signals,

comprising:

a means for receiving a digital video input signal
comprising a succession of digital representations
related to picture elements making up at least one
frame of a video image, the frame comprising a
plurality of interlaced fields;

. a means for coding groups of digital representations
-related to frames of picture elements;

a means for coding groups of digital representations

related to interlaced fields in the frames; and

a means responsive to the digital video input signal
for producing a field frame coding type signal

which directs a selected one, but not both, of the

frame coding means or the field coding means to .

code the digital video input signal.

2. The encoding apparatus of claim 1, in which the
fields comprise alternating horizontal scan lines of the
frames.

3. An apparatus for compressing dlgltal video signals,
comprising:

a means for recewmg a digital video input signal
comprising & succession of digital signals represent-
ing picture elements which make up at least one
frame of a video image, the frame comprising a
plurality of interlaced fields;

a means for producing a signal relating to an estimate
of the digital video input signal;

a means responsive to the digital video input signal
and the estimate of the digital video input signal for
producing an error signal;

a circuit means responsive to the error signal for
determining frequency coefficients of the error
signal;

a means for quantizing the frequency coefficients;

a means for scanning the quantized frequency coeffi-
cients in predetermined order for producing a suc-
cession of frequency coefficient signals in the pre-
determined order;

a variable word length encoder responsive to the
succession of the frequency coefficient signals for
producing a compressed v1deo signal bit stream;
and

8 means responsive to the dlgnal video input signal
prior to compression for producing a coding type
signal for controlling compression of the digital
video input signals by causing a selected one, but
not both, of frame encoding and field encoding to
be applied to the digital vided input signal.

4. The apparatus of claim 3, in which the means for
producing ‘a coding type signal controls the predeter-
mined order .of scanning produced by the Scanning
means. '

5. The apparatus of claim 3, in which the means for
producing a coding type signal controls the means for
producing'a signal relating to an estimate of the digital
video input signal.

6. The apparatus of claim 3, in which the means for

producing a coding type signal controls the quant:zmg
means.

7. The apparatus of claim 6, in whxch the estimate of
the digital input video signal is produced in response to
motion vectors determined by a motion estimating
means responsive to the digital video input signal and at
least one representation of another video input signal.

45
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8. The apparatus of claim 3, in which the estimate of
the digital input video signal is a motion compensated
estimate of the digital input video signal.-

§ 9. The apparatus of claim 8, in which there are at least
two modes of performing motion compensation.

10. The apparatus of claim 9, in which there is a frame
motion compensation mode.

11. The apparatus of claim 9, in which there is a field

10 motion compensation mode.

12. An apparatus for encoding digital video signals,
comprising:

a means for receiving digital video input signals rep

resenting frames of picture elements, the frames
15 comprising fields of non-contiguous picture ele-
ments;

a means for producing motion compensated estimates
of the digital video input signals;

a means for producing motion vectors in response to
signals representing framées of picture elements; and

a means for producing motion vectors in response to
signals representing fields of picture elements;

a means for selecting one of the motion vectors pro-
duced in response to signals representing frames of
picture elements and the motion vectors produced
in response to signals representing field of picture
elements for input to the estimate producing means;

the estimate producing means producing estimates
based upon the selection produced by the selection
means.

- 13. An apparatus for decoding a compressed digital
video signal, cornpnsmg

a means for tecewmg a compressed digital video bit
stream; and

a means responsive to a motion compensation type
signal for selectively and adaptively performing
motion compensated decoding of frames of the
compressed video bit stream.

14. The apparatus of claim 13, in which the decoding

means comprises:

an adaptive inverse scanning means responswe to a
coding type signal.

15. The apparatus of claim 13, in which the decoding
means comprises: ,
a means responsive to a motion compensation type
signal and selectively responsive to frame motion
vectors and field motion vectors for producing an
adaptive motion compensated estimate of a de-

coded video signal;

a means responsive to the compressed digital video
bit stream for producing a decoded estimate error
signal; and

. a means responsive to the adaptive motion compen-
sated estimate and the estimate error signal for
producing a decoded video signal

16. The apparatus of claim 13, in whnch the decoding

means comprises:

a means responsive to a coding type signal for adap-
tively dequantizing the compressed digital video
bit stream.

17. The apparatus of claim 13, in which the decoding

means comprises:

a means for recewmg a compressed - dlgnal video
signal comprising at least one DC coefficient repre-,
sentation related to the video signal;

a means for producing an estimated DC coefficient in
response to a coding type signal; and

a means for producing a decoded DC coefficient
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signal in response to the DC coefficient representa-
tion and the estimated DC coefficient.

18. An apparatus for encoding digital video signals,

comprising:

a means responsive to digital input video signals com-
prising a succession of digital. representations of
picture elements making up at least one video pic-
ture frame having a plurality of fields;

a means for producing a compressed code relating to
the input video signals; and

an adaptive frame/field coding selector responsive to
the digital input video signal prior to compression
for producing a coding type signal which controls
the production of compressed code by causing a
selected one, but not both, of frame encoding and
field encoding to be applied to the digital video
input signals.

19. The apparatus of claim 18, in which the coding

selector comprises:

a means for adaptively quantizing the digital input
video signals in response to the coding type signal.

20. The apparatus of claim 18, further comprising:

a means selectively responsive to frame motion vec-
tors and field motion vectors for producing &n
adaptive motion compensated estimate of the digi-

- tal input video signal; and

a means for coding a signal related to the difference
between the digital input video signal and the
adaptive motion compensated estimate.

21. The apparatus of claim 18, further comprising:

a means for adaptively scanning stored values related
to the representations in response to the coding
type signal. '

22. The apparatus of claim 18, further comprising:

a means for converting a plurality of the digital repre-
sentations into a DC coefficient and a plurality of
AC coefficients;

a means for adaptively producing a predicted DC

coefficient in response to the coding type signal;

and :

a means responsive to the DC coefficient produced
by the converting means and to the predicted DC
coefficient for encoding the DC coefficient.

23. An apparatus for encoding digital video signals,

comprising:

5,227,878
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a means for receiving a digital video input signal

comprising a succession of digital representations
of picture elements making up at least one video
frame, the frame comprising a plurality of fields;

a means for selectively encoding groups of digital
representations in the input signal relating to one of
frames and fields; and o -

a means responsive to the video input signal prior to
encoding to ascertain a predetermined characteris-
tic present in the input signal prior to encoding for
producing a field/frame encoding type signal
which directs the encoding means to encode a
selected one, but not both, of the groups of digital
representations relating to frames and fields in the
input signal. ‘

50
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24. The apparatus of claim 23, in which the means for
encoding comprises a means for selectively transform-
ing first groups of digital representations relating to one -
of frames of picture elements and fields of picture ele-
ments into second groups of digital representations
relating to one of frames of picture elements and fields
of picture elements. . g

25. The apparatus of claim 24, in which the means for
selectively transforming comprises a means for trans-
forming groups of digital representations in the input
video signal into groups of frequency coefficients re-
lated to the input video signal.
 26. The apparatus of claim 24, in which the means for
selectively transforming comprises a means for adap-
tively performing a discrete cosine transform of the
input video signal in response to the frame/field encod-
ing type signal. .

27. The apparatus of claim 24, in which the predeter-
mined characteristic comprises a-correlation between

"predetermined portions of the digital video input signal.

28. The apparatus of claim 24, in which the encoding
means comprises a means for performing motion com-
pensation.

'29. The apparatus of claim 24, in which the encoding
means comprises a means for quantizing the digital
video input signal. )

30. The apparatus of claim 24, in which the encoding
means comprises a means for performing variable word
length encoding,. : ) :

31. An apparatus for encoding digital video signals,
comprising: ' ,

a means for receiving a digital video input signal
comprising a succession of digital representations
of picture elements making up at least one video
frame, the frame comprising a plurality of fields;

a means for performing adaptive motion compen-.
sated encoding of groups of digital representations

- in the input signal relating .to one of frames and
fields in the input signal; and

‘a means responsive to the’video input signal prior to
encoding for producing a motion compensation
type signal for controlling the adaptive motion
compensated encoding means.

32. An apparatus for encoding digital video signals,

comprising:

a means for receiving digital video input signals; and -

a means for performing variable word length encod-
ing adaptively in response to. the video input sig-
nals.

" 33. The apparatus of claim 32, further comprising:

a means of transforming the digital video input signals
into transform coefficients;

the encoding means being responsive to the transform
coefficients for performing adaptive variable word

length encoding. N
* 5 & * »




Case 3:09-cv-0137w -CAB Document1l Filed 06/2*9 Page 83 of 129

UNTTED STATES PATENT AND TRADEMARK OFFICE
CERTIFICATE OF CORRECTION

PATENTNO. :5227,878 Pagelof 1

DATED :July 13, 1993
INVENTOR(S) : Awl Puri and Ra.ngarajan Aravind

Itis cemﬁed that error appears in the above-identified patent and that sand Letters Patent is
hereby corrected as shown below:’

Column 90,

Line 38, “compressed video bit stream.” should read as -- compressed digital video bit
stream and fields of the compressed video bit stream. --.

Signed and Sealed this

Twenty-vfi:ft‘h Day of October, 2005

i

JONW.DUDAS
Divector of the Uniied Stnes Patewt and Trrxdemam Office




Case 3:09-cv-013776 -CAB Document1 Filed 06/2*9 Page 84 of 129




Case 3:09-cv- 01377‘ -CAB Document 1 Filed 06/22409 Page 85 of 129

United States Patent 9

Puri

LT IIIIIIIIIIIIIIIIIIIIIIIHIIIIIIHIII

(1] Patent Number: = 5,500,678
145] Date of Patent: Mar. 19, 1996

[54] " OPTIMIZED SCANNING OF TRANSFORM
: COEFFICIENTS IN VIDEO CODING

[75} Inventor: Atul Puri, Riverdale, N.Y. .

[73] Assignee: AT&T Corp.; Murray Hill, N.J.

[21] Appl. No.: 215,532

[22]) Filed: Mar. 18, 1994

[56) References Cited
U.S. PATENT DOCUMENTS <
5227,878 7/1993 Puri vee 348/416

Primary Examiner—Howard W. Britton
Attorney, Agent, or Firm—Eugene S. Indyk; Mark K. Young

[57} ABSTRACT

An improved scanning apparatus and mcthod which allows
for increased coding efficiency over conventional zigzag
scans is disclosed. The invention advantageously allows for
total compatibility with the MPEG-1 standard, and accomo-

(511 Int. CL° HMNiiso P b N Ty b It
52 uSs.c Sasans, MgADs s U T I e b composedof bt e
[58] Field of Search .......uecerecvenrcennai 348/408 408,
348/419; HOAN 7/133, 7/50 19 Claims, 7 Drawing Sheets
0 1 2 3 4 5 & 7
o | 601 | 602 | 603 | 604 | 605 | 606 | 607 | 608
S /| / /
NI 61//6 613 | /6147] 615 | /616
, | 617/ 6187) 618 | 62 6/71 62 (73 6T4
o | 6% | 626 | 637 | 628 % 630 /Wf 632
4| 637 63¢7) 6357 636 | /637 638 /6‘3 640
|/ / N
o | 641 | 642 | 613 | /644 | 615 | /o6 || 647 | 68
o | 649 | 650 | 651/ 652 | 633/ 654 | 655/ 636
, | 6471 658 | 6% | 640 | 6§ | 642 | 648 | 644




Case 3:09-cv-01377‘ -CAB Document 1 Filed 06/2*9 Page 86 of 129

U.S. Patent Mar. 19,1996  Sheet1of7 5,500,678
FIG. 1
(PRIOR ART)
o 105 7 ;90
100 o £ 125 185 — o b 195
£~ /| TRANSFORM (1 Tevers L2
VIDEO Y | - | _ENCODER |- ENCODER | BITS
Iy | 130 our
180 |
TRANSFORM | 149
DECODER
175 ~145
—
—~ 150
165 |
HOTION ESTIHATOR AND | |~_55

T MOTION COMPENSATED e

| PREDICTOR
110 ,
FIG.2
~ (PRIOR ART)
 TRiNSFOR ENCODER
T ]
| 210 230 |

ver 1w qunnmizen (2] scan |
e U : 'E125

\200 \ 220 \ 240




Case 3:09-cv-01377d -CAB Document1 Filed 06/2%9 Page 87 of 129 -

U.S. Patent Mar. 19,1996  *Sheet 2 of 7 - 5,500,678

FIG.3
(PRIOR ART)

301 | 302 | 303 304 | 305 | 306 | 307 | 308

30ﬁ/ s’ a1r] 312) s1y] s1a] 3157] ar6

J MY | Y| Y | | RY| 34

32| 27| Y| g RY| 38| 3| 332

33371 33471 33571 3357 33771 3387 3397] 3o

MY | 342 MY | M| M 3| M 348

[ 3k 3507] 35471 3527] %59 3547] %557] 3k6

357 358|359 3607 367 3627 3637 364
' _ -0

FIG.4
(PRIOR ART)
TRANSFORM DECODER _/ 140

| __[INVERSE |Z_| INVERSE |Z_[INVERSE]

J/ ,'.‘ SCAN QUANTIZER | | D(T || }

130 1 Y410 \4301 Y




Case 3:09-cv-01376 -CAB Document1 Filed 06/289 Page 88 of 129

U.S. Patent Mar. 19, 1996 Sheet 3 of 7 . 5,500,678

FIG.5
(PRIOR ART)
310 530
500 50~ 540 585 590 495
L AR | ransroru |0 "0 2
‘ | DECODER ‘
~ BITS | pEcopER - T VIDEO
W _ 0T
560 ~_ \
. MOTION 530
COMPENSATED

PREDICTOR 7™ 57

- FIG.6
0 f 2 3 4 5 8 7
o | 601 | 602 | 603 | 604 | 605 | 606 | 607 | 608

/ /] / /
6

(| 609 | /6 6‘1//6 613 | /6147 615 | /618
| 67/ 61 61(4 62 G/fi 6227| 623 /| 624

o | 6% | 646 | 627 | 6is /% 630 /Wf 632

‘4 637" 63471 63571 636 |/63] 638 /63 640 |

5 641 | 642 | 643 | /644 | 645 | /646 || 647 | /648




Case 3:09-cv-01377-H -CAB Document 1 - Filed 06/23/09 Page 89 of 129
U.S. Patent Mar. 19, 1996 Sheet 4 of 7 5,500,678
- FIG.7
ASC o
. | 700
SCAN SELECTOR |~ T01 /
{______—_—___—"'_"‘— _—;""—“‘"I
: |
| |
. — COUNTER -?-Imr :
c| 715 o (o
| 0 ;10 |
| SK 55 |
I
bl 74~{L [ "\ 735 | ~7 o
|45 . N 760 |
| \ 703 | /|
| ZI6ZAG SCAN | ALTERNATE SCAN | |
| LOOK-UP TABLE | LOOK-UP TABLE- | |
| ‘ N ‘ |
| ‘ 709 . . |
| 7’501 r "\ 765 |
0 f
| L 2w |
| - ~_ 770 |
: 720 7 10 11 :
L 1 sw |~Cwrr o |
| T AbDRESS |
er | s 785 | SCA}IJJJZJ;D
COEFF | BLOCK STORE |
INDEY | 790 ~ | QUANT
Y ,_4 | INDEY
| 713 |
| WRT_RD '
e o e e e e e e e o e -




Case 3:09-cv-01377.H -CAB Document 1  Filed 06/25/09 Page 90 of 129

- US.Patent = Mar. 19, 199 Sheet50£7 5,500,678
FIG.8
wiersg B 200 -
SCAN SELECTOR |~ 801 L .
A :_______———__——___ _——_—._'7'
| :
COUNTER |=-rINIT!
AW i eciill I
| 815 825 (80
| 0 1y 810 |
| ¥ 5 |
| 840
| — T \835 |~ |
| 845 - N 860 |
AR "\ 403 /|
| ZIGZAC SCAN ALTERNATE SCAN | |
| | LooK-UP TABLE L0OK-UP TABLE | |
| AN I
| 809
| 850 | | g5
1 ~ 0 I -
| - SK |
| ‘ ~ 870 |
| e LA TR |
L Vg lLmrm |
SCANNED | R o
DCT | 805 DT
COEFF | / BLOCK STORE ’ | COEFF
QUANT ™! (RK ™ QUANT
INDEY | 0 (ki) | INDEX
o | ,__,# !
| 813 l
l FRT_RD '



5,500,678

Sheet 6 of 7

Case 3:09-cv-01377.H -CAB Document1 Filed 06/2%)9 Page 91 of 129
Mar. 19, 1996

US Patent

&ﬁ(xm 056 - V296
o _ | H0SSTHIN0D ANV HOLVAILST NOLLOW
daissyy [ D us i L RIYATVI0/QT14/ TRVYA Ty
ORI [~ 216 gy Nase Mg f;.f:, 73 o | oo
| (
— of 908 on AR 1d7"mg" P Re sd e
o5 | oo N g . 40I0q73s | )|
y 996 [UILITRN0INT | ) L b W
LR ~500 | atan/aved g 956 N
186 596 . s
86 P96 | 190 ASYAANT |~ 826
s B e W L ,
6. || 596 | uazuhvnd =CIN g
- JOR Sd ASYEANT | C ey
§.Vv 96 i 0}6
@s% e kS £ LA T sy o\ ) e ang
| HOLOTTIS NVIS =] 906
M g [Hoanas NS 1= g N [ Y/ EEW — | oo
10 ¥AQ0INT | - 636 | L6 |yosodTas N JAZIINVID N o lh@w...d..\
sug 7| HBLNdT P L7 i B A R I e NI
s66 | ITEVIAVA ) 916 . 206 +06 ogais
Aam\mmgﬁz . oo oo~ g fuomy 06
s 6 914 CINT 3D gf WOI mw




Case 3:09-cv-0137a| -CAB Document 1. Filed 06/2&)9 Page 92 of 129

5,500,678

- Sheet 7 of 7

Mar. 19, 1996

U.S. Patent

NI

904 -~
590 HOLVSNIIN0I NOILOW
TR TV0a/Q131d/IRVYd
| | 6200y
?we ?ﬁ: 7@3 vgh ?5 Tws - I\ - o
JON M0 Ud SI HNE R 7]
. g 220 Luaniissyionn [LER_\ Yk
8201 | AOOTEOYIVH <01 00!
990/ 489 207 1=~ sy
N\ ,ﬁs)\* 810} £80!
TN = =
4 L0 260/
490/ .
mﬁv HELVAY Ly b0} EPO) 2PO) &WW«QHV ﬁ%
290/ ABLNI/VHLNT C\SO \Ib0 \INT op =] VAkys
) R T IHd
psop ~| 5401 040) %s/% | Lowo™~  au=~ o5
, 650} | : L0 ISYIANT |
m_ | VS ey ][] [
04aIA aTa1/7, YAZIINVI : AL
080/ 2501 150/ 7 0L gsymanr | pOr | ESEEANT SE0IL, TT4VIAVA | goor
050/ \. ov0l ws: 00Ty s -
0/l 9T 8501 oy FOIN o
| | AbI w4104




Case 3:09-cv-01376—| -CAB Document 1  Filed 06/25/09 Page 93 of 129

5,500,678

1

OPTIMIZED SCANNING OF TRANSFORM
COEFFICIENTS IN VIDEO CODING

TECHNICAL FIELD

This invention relates to coding of video signals. More

. particularly, this invention rclates to optimized scanning of
transform coefficients for improved coding efficiency.

BACKGROUND

Transform coding is an efficient image compression
scheme that typically involves segmenting an image into
blacks of pixels, taking discrete cosine transforms (“DCTs”)
of the blocks of pixels to obtain blocks of DCT coefficients,
quantizing these coefficients, and coding the quantized coef-
ficients by an entropy coder. Interframe coding schemes
utilizing motion compensation and transform coding of
motion compensated interframe differences, by taking DCTs
of blocks of difference pixels, quantizing the DCT coeffi-
cients and entropy coding the quantized DCT coefficients,
may also be employed.

Interframe coding employing motion compensation and
DCT coding has become widely recognized as a particularly
efficient coding scheme for video compression and forms the
core of the Comite Consulatif International Télegraphique et
Telephonique Recommendation H.261-Video Codec for
Audiovisual Services' at 64 Kbit/s, Geneva, August, 1990

(“CCITT H.261") and the Motion Pictures Expert Group
Phase 1 (“MPEG-1") video compression standards. The
MPEG-1 standard is set forth in International Standards
Organization (“1SO") Committee Draft 11172-2, “Coding of
Moving Pictures and Associated Audio for Digital Storage
Media at up to 1.5 Mbits/s,” November, 1991. The CCITT
H.261 standard primarily addresses coding of video confer-
encing scenes of Common Intermediate Format resolution at
bitrates of 64 kbit/s to 2 Mbit/s; the MPEG-1 standard can
be efficiently used for coding all types of video scenes in 1
to 2 Mbit/s range. The MPEG-1 standard incorporates
additional features, for example, group-of-pictures and
motion compensated bidirectional prediction. However,
because the MPEG-1 standard was initially applied to pro-,
-gressive format video, it is not optimized for coding of
interlaced video conforming to the Comité Consultatif Intef-
national des Radiocommunications' Recommendation 601
(“CCIR 601") format which is similar to that used for
broadcast and cable television. The CCITT H.261 and
MPEG-1 coding standards specify that the DCT coefficients
must be ordered before they are encoded. This ordering of
DCT coefficients prior to encoding is called “scanning.” For
progressive format video, a conventional zigzag scan of
DCT coefficients mentioned in the standards allows for
ordering of the cocfficients relative to their significance from
low frequency to high frequency which results in events that
can be efficiently coded by a two-dimensional variable
length coder. Unfortunately, conventional zigzag scans do
- not allow for efficient coding of interlaced format video
- signals.

One approach to video coding using alternatives to the
zigzag scan is discussed in U.S. Pat. No. 5,227,878 by A.
Puri et al. which refers to adaptive coding on a macroblock
basis using frame or field coding.

SUMMARY

Applicant has developed a novel scanning apparatus and
method which allows -for increased coding efficiency over
conventional zigzag scans. The invention advantageously
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allows for total compatibility with the MPEG-1 standard,
and accomodates video sequences which may be composed
of both the progressive and interlaced format frames.

The discussion in this' Summary and the following Brief
Description of the Drawings, Detailed Description, and
drawings only deals with examples of this invention and is
not to be considered in any way a limitation on the scope of
the exclusionary rights conferred by a patent which may
issue from this application. The scope of such exclusionary
rights is set forth in the claims at the end of this application.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a simplified block diagram of an illustrative .
intérframe motion compensated transform encoder.

FIG. 2 is a block diagram of some details of an illustrative
transform encoder.

FIG. 3 shows the order in which DCT coefficients are
scanned using a zigzag scan conforming to the MPEG 1and
CCITT H.261 standards. .

FIG. 4 is a block diagram of some details of an illustrative
transform decoder.

FIG. 5 is a simplified block diagram of an illustrative
interframe motion compensated transform decoder.

FIG. 6 shows the order in which DCT coefficients are
scanned in accordance with the invention.

FIG. 7 is a simplified block diagram of a forward scan
operation with scan selection, arranged in accordance with
the invention. ‘

FIG. 8 is a simplified block diagram of an inverse scan
operation that uses scan sclection at an encoder, arranged in
accordance with the invention.

FIG. 9 is a simplified block diagram of an illustrative
encoder employing an alternative to conventional zigzag
scans and a scan adaptation in accordance with the inven-
tion.

FIG. 10 is a simplified block diagram of an illustrative
decoder employing an alternative to conventional zigzag
scans and a scan adaptation in accordance with the inven-
tion. .

DETAILED DESCRIPTION

FIG. 1 is the simplified block diagram of an illustrative
generalized interframe encoder. Video frames enter one-by-
one at bus 100. Subtracter 105 differences an input frame of
video on bus 100 with a prediction frame available on bus
180. The resulting prediction error signal appears on bus 110
and is transform encoded by the transform encoder 120
which outputs quantized and scanned transform coefficients
on bus 125 which are simultaneously available on buses 130
and 185. Variable length encoder 190 entropy encodes these
coefficients and multiplexes with other encoded overhead
(not shown) and outputs a stream of bits on bus 195 for
transport over a transmission channel or to a storage disk for
eventual delivery to a decoder, The coefficients also get fed
back on bus 130 to transform decoder 140 which outputs, on
bus 1485, an approximation of the prediction error signal on
bus 110. A prediction signal available on bus 175 is summed
to an approximated prediction error signal on bus 145 in
adder 150, resulting in locally rcconstructed output on bus
155 which is fed to motion estimator and motion compen-
sated predictor 165 whose output is the prediction signal at
bus 170. Those skilled in the art will appreciate that opera-
tion of the motion estimator and motion compensated pre-
dictor need not be described in detail here. However, it is
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nccessary to explicitly state that motion compensated esti-
mator and predictor 165 may not only compute motion
estimates required for forward prediction, as in the CCITT
H.261 standard, but also compute motion estimates required
for forward and backward predictions, as in the MPEG-1
standard. The prediction signal at bus 170 is simultaneously
made available at bus 180 to onc of the inputs to the
subtracter 105 as-well as at bus 175 to one of the inputs to
the adder 150.

FIG. 2 shows details of transform encoder 120 shown in
FIG. 1. The input signal is segmented into two-dimensional
non-overlapping blocks of pixels, typically, into 8x8 blocks
which are fed to bus 110 and are-transformed to correspond-
ing 8x8 blocks of coefficients by the DCT 200. The coeffi-
cients are then sent over bus 210 to quantizer 220. The
quantized DCT two-dimensional coefficient blocks on bus
230 are then scanned to a one dimensional sequence of
coefficients with the property that the more important coef-
ficients are scanned first and the runs of coefficicnts quan-
tized to zero are maximized. This is accomplished by scan
240. The scanned quantized DCT cocfficients are output on
bus 125 and are now ready for efficient entropy coding.
Depending on the signal at the input 110, this type of
transform encoder can be used to encode the original input
signal or the prediction error signal. The conventional tech-
nique for scanning blocks of two-dimensional quantized
DCT coefficients into a one dimensional sequence of coef-
ficients for every block is called the zigzag scan.

20

FIG. 3 shows the order in which the quantized transform .

coefficients forming a two dimensional block are scanned to
produce a one dimensional sequence of quantized transform
coeficients whén performing the zigzag scan. Starting with
the DC coefficient located at 301, low frequency coefficients

" located at 302, 309, 317, 310, 303,304, 311, 318, 325,
333,326, 318, 312, 305,306, 313,320, 327,334, 341 and so
on along the zigzag scan path until the last coefficient
located at 364 is scanned. The output of the scan on bus 125
consists . of pairs of runs of zero quantized coefficients
followed by the amplitude of next non- zero coefficient.
These pairs are entropy encoded in a variable length encoder
190.

The details of the transform decoder 140 employed in
FIG. 1 are shown in FIG. 4. This decoder reverses the
operations performed by the transform encoder 120. Bus
130 at the input'to the transform decoder consists of pairs of
runs of zero quantized coeflicients followed by the ampli-
tude of next non-zcro coefficient. Inverse scan 410 restores
a two-dimensional block of quantized DCT coefficients by
following the sequence of run, amplitude pairs available on

bus 130, representing the output of the scan 240. These
" two-dimensional blocks of quantized coefficients are input
to inverse quantizer 430 via bus 420. The output of quantizer
440 is inverse transformed in inverse DCT 450 to produce
two-dimensional blocks of pixels which are output on bus
145. Then, inverse scan 410 employs the same zigzag scan
order of 300 as the forward scan, which basically undoes the
scan operation.

FIG. § is a simplified block diagram of an illustrative
generalized interframe decoder. An incoming stream of bits
from a transport medium, such as a transmission channel or
a storage disk, is input over bus 500 to variable length
decoder 510 which demultiplexes and decodes the bit pat-
terns codes representing different overhead (not shown) and
the encoded events representing quantized DCT zero coef-
ficient runs and non-zero amplitudes. The latter are output
on bus 520 and fed to transform decoder 530. The transform
decoder 530 is an exact replica of the transform decoder 140

50

55

60

65

4

in the local decoding loop of the generalized interframe

encoder of FIG. 1. As will be appreciated by those skilled in

the art, in the absence of errors on the transport medium, the
input on bus 520 of the transform decoder 530 and the output
of transform decoder on bus 540, carry the exact correspond-
ing signals as input on bus 130 of the transform decoder 140
(FIG. 1) and its output on bus 145 (FIG. 1). Next, the
decoded blocks of pixels representing approximated predic-
tion error signal. on bus 540 are summed in the adder 585
with the prediction signal 580 at the output of motion
compensated predictor 570. The output of the adder 585
appears on the bus 590 and represcnts the decoded video at
bus 595. The same output is also fed back to the motion
compensated predictor 570 via bus 560 and the prediction
generated by 570 is output on bus 580 and forms onc input
to the adder 585. Those skilled in the art will appreciate that
operation of the motion compensated predictor need not be
described in detailed herein. As above; it can produce not
only the forward prediction, as in the CCITT H.261 stan-

.dard, but also the forward and the backward predictions, as

in MPEG-1 standard. Thus, the operation of motion com-
pensation loop of the local encoder and decoder are practi-
cally identical, except that the decoder does not computc
motion vectors since they are extracted from the decoded
bitstream. ) )

The zigzag scan 300 shown in FIG. 3 is only optimal
when scanning blocks of pixels containing relatively flat
areas or non-oricnted texture. Since many simple video
scenes contain a relatively high percentage of low detail
areas containing directionally insensitive texture, and only a
small percentage of blocks contain edges or directionally
aligned structure, the zigzag scan works well overall. How-
ever, in many applications such as with normal television,
interlaced format video that provides a higher spatio-tem-
poral resolution while striking a compromise between the
vertical and the temporal resolution, must be used. In
interlaced format video, each frame consists of two fields
each of half vertical resolution of a frame but occurring at
twice the frame rate. Unlike the simple, also known the
progressive, format used in video conferencing, this type of
format results in many artificial edges due to interlaced
nature of each frame. Thus, the alternative scan in accor-
dance with the invention works better than conventional
zigzag scans since it takes into account such characteristics
of interlaced video. )

FIG. 6 shows the order in which the quantized transform
coefficients forming a two-dimensjonal block are scanned to
produce a one-dimensional sequence of quantized transform
coefficients when performing an alternative to conventional
zigzag scans in accordance with the invention. Starting with
the DC coefficient located at 601, low frequency coefficients
located at 609, 617,625,602, 610, 603, 611, 618, 626, 633,
641, 649, 657, 658, 650, 642, 634, 627, 619, 604 and so on
along the alternate scan path, as shown, until the last
coefficient located at 664 .is scanned.

FIG. 7 is a simplified block diagram of an illustrative
example of a scan selector 700 that allows selection between
the conventional zigzag scan and the new alternative scan
described above, in accordance with the invention. Quan-
tized DCT coefficient blocks corresponding to blocks of
pixels enter at bus 705, Counter 710 is initialized by control
signal “init” on bus 707, the count on bus 715 at the output
of the counter is made available on bus 720 which feeds the
switch 780. At this time the “wrt_rd” control signal at
switch 780 is set to “1” connecting the bus 720 to bus 785
and the incoming quantized DCT coefficient is stored in

block store 790 at address on bus 785. This process is




Case 3:09-cv-013764 -CAB Document 1 Filed‘06/23)9 Page 95 of 129

5,500,678

5

repeated until all coefficients of a block are stored in the
block store 790. '

Next, depending on the value of the alternate scan control
signal “asc” on bus 701, either the zigzag scan lookup table
745 or the altemate scan lookup table 760 is utilized.

" Counter 710 is initialized by control signal “init” on line
707. The output of the this counter on bus 715 provides a
count of the coefficient being scanned. This signal is now
available on bus 725 and applied to switch 735. Now,
assume that control signal “‘asc” is set to *“1” selecting the
alternate scan. Switch 735 connects bus 725 with bus 755.
Depending on the coefficient being processed, using look up
table 760, a corresponding address along the scan appears on
bus 765 through switch 770 to bus 775. Alternatively, if
control signal “asc” is set to “0", the conventional zigzag
scan is selected. Switch 735 connects bus 725 to bus 740 and
corresponding contents of lookup table 745 appear on bus
750 and appear through switch 770 on bus 775. At this time,
control signal “wrt_rd” on line 711 is set to “0” and, thus
switch 780 connects bus 775 to bus 78S. The address on bus

. 785 is now ‘applied to the block store to retrieve the next
coefficient along the one-dimensional scan. This process is
repeated until all coefficients in a two-dimensional coeffi-
cient block in block store are ordered as a one dimensional
sequence of cocfficients facilitating the maximization of
zero runs-of coefficients and non-zero amplitude values
along the scan. This process is repeated for evéry incoming
coefficient block on line 705.

FIG. 8 is a simplified block diagram of an illustrative
example of an inverse scan selector that allows selection
between the conventional zigzag scan and the alternate scan
for the purposc of reversing the scanning operation per-
formed by the scan selector 700. Inverse scan selector 800
is similar in form and operation as scan selector 700, with
the exception that some control signals are interpreted

—

0

25

differently. Here, an incoming 1-dimensional scanned block

of quantized DCT coefficients enters at bus 805, the counter
810 is initialized by the control signal “init” on bus 807 and
the count on bus 815 at the output of the counter is made
available on bus 820 which feeds the switch 870. At this time
the “wrt_rd” control signal at switch 880 is set to “0”
connecting the output of bus 820 to bus 885. This process is
repeated until all cocfficients of a block are stored in b10ck
store 890. : ‘

Next, depending on the value of the alternate scan control
signal “asc” on bus 801, either the zigzag scan lookup table
845 or the alternate scan lookup table 860 is utilized.
Counter 810 is initialized by control signal “init” on line
807. The output of the this counter on bus 815 provides
count of the coefficient being scanned. This signal is avail-
able on bus 825 and applied to switch 835. Now, assume that
control signal “asc” is set to **1" selecting the alternate scan.
Switch 835 now connects bus 825 with bus 855. Depending
on the coefficient being processed, using look up table 860,
a corresponding address along the scan appears on bus 865
and through the switch 870 to bus 875. Alternatively, if
control signal “asc” is set to “0”, the zigzag scan would be
selected. Switch 835 connects bus 825 to bus 840 and
corresponding contents of lookup table 845 appear on bus
850, and appear through switch 870 on bus 875. At this time,
control signal “wrt_rd"” on line 811 is set to.*1” and thus,
switch 880 connects the bus 875 to bus 885, The address on
bus 885 is now applied to the block store to retrieve the next

- coefficient along the two-dimensional block. This process is
repeated until all the coefficients in a one-dimensionat
sequence of coefficient in block store are ordered as a
two-dimensional block of coefficients. This process is
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repeated for every incoming coefficient sequence on line
805.

As described so far, this illustrative example of the
invention could be used, for example, to adapt the choice of
scan either on a block, a macroblock, a slice or on a picture
basis. However, the overhead necessary to communicate
scan selection information to the decoder may not be insig-
nificant compared to the savings if scan selection on a
macroblock or block basis is adopted. Furthermore, the
encoder complexity may increase in case, a posterior selec-
tion of scan based on bit counting on a block, macro block
or a slice basis is performed. Also, as stated earlier, one of
the primary reasons for bits savings in scan selection is
linked to the nature of the video source. For interlaced
sources alternative scan outperforms the zigzag scan, and
since a video sequence may be composed of interlaced and
progressive frames, a picture based scan selection between
the zigzag scan an the alternate scan has be chosen as a

* compromise in the MPEG-2 video standard.

Various control/data signals necessary for understanding
the operation of some of the elements in FIG. 9 and FIG. 10
are listed below:

pt: picture types allowed are I, P, B as described by
MPEG-1.

ps: picture structure (Frame or field).

ivl: vlc selection for a picture.

gt: quantizer type table selected for a picture.

"asc: alternate scan selected for a picture.

myv: motion vector/s of a macro block mot motion type
(Frame or field or dual prime or submacrob10ck) for a
macro block. :

cdt: coding type (Frame or field) for a macroblock.
fro: forward motion direction of a macroblock.
bin: backward motion direction of a macroblock
gs: quantizer scale chosen for a macroblock.

cbp: coded block pattern of a macroblock in the intra/inter
coding mode for a macroblock.

shi: sequence header information.
phi: picture header information.
mbhi: macroblock header information

iqm: intra quantizer matrix for a sequence or part of a

sequence

nigm: nonintra quantizer matrix for a sequence or part of

a sequence :

FIG. 9 is a simplified block diagram of an encoder
employing an altcrnate scan and a scan adaptation in accor-
dance with the invention. The structure of this encoder is
similar in form and operation to the generalized interframe
encoder shown in FIG. 1. Although the encoder in FIG. 9
shows several extra operations and a few low level data/
control signals, the portions of the circuit not directly related
to our invention are not covered in great detail herein as they
will be readily apparent to those skilled in the art.

Video enters at bus 900 and is input via bus 901 to
subtracter 902 where it is differenced with its' prediction
signal at bus 958 and the difference appears on bus 903 and
enters frame/field formatter 905 where it is retained as frame -
bl0cks or converted to field blocks on a macroblock basis.
The output of the frame/field formatter appears on bus 906
and undergoes DCT transform and quantization in DCT and
quantizer 910. For quantization, on a picture basis, a selec-
tion from two quantization tables is allowed by the “qt”
signal. The intra or inter quantization characteristics are
selected by the “in the” signal on a macrobl@ck by
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macrobl0ck basis and corresponding quantization weight-
ing matrix “igm” and “nigm” are applied. The output of
operations in DCT and quantizer 910 is quantized DCT
coefficients on bus 913, and signals representing coded
bl0cks in a macro bloOck ‘cbp’ on line 911 and quantizer
step size “gs” on line 912. Next, quantjzed DCT coeflicients
enter scan selector 915, which is similar in form and
operauon to scan selector 700 (FIG. 7) which allows selec-
tion on a picture.basis from among the zigzag and the
alternate scan. The zigzag scan is selected for progressive
frames and the alternate scan for interlaced pictures. The
signal controlling the scan selection is “asc” on bus 914
which is discussed above. The scanned quantized coeffi-
cients appear on bus 916 at the output of scan selector 915
and are variable length encoded in variable length encoder
990 and multiplexed with encoded data representing various
types of overhead. Such overhead information could
include, for example, sequence header information “shi” at
bus 960, picture header information “phi” at bus 970 and
macroblock header information “mbhi” at bus 985 into
MPEG-2 bitstream Ibrmat for storage or transmission. The
sequence header information on bus 960 consists of intra
and inter quantization weighting matrices on line 961. The

picture header information on bus 970 carries picture type

“pt” on line 962, picture structure “ps” on line 963, intra
VLC selection “ivl” on line 964, alternate scan selection
“asc” on line 965 and quantizer type *“qt” on line 966. The
macroblock header information on bus 985 carries quantizer
step “gs” on line 984, motion type “‘mot” on line 983, motion
vector “mv” on line 982, coding type “cdt” on line 981, and
macroblock type on line 980. The macroblock type is
obtained from classifier 975 as a result of input control
signals, forward motion “fm" on line 97 1, backward motion
“bm” on line 972, coded block pattern “cbp” on line 973 and
intra/inter decision “in the” on line 974. The bitstream
representing coded data and overhead appears on bus 995
for transport or storage.

The local decoding loop at the encoder receives scanned

. quantized coefficients on bus 917 simultaneously with vari-

able word length encoder 990. These coefficients are inverse
scanned in inverse scan selector 920 which requires alternate
scan control “asc” to decide which scan to use and output on
bus 925 10 inverse quantizer and inverse DCT 930. All but
one of the control signals input or output from the DCT and
guantizer 910 are input contro] signals to inverse quantizer
and inverse DCT. Linc 926 carries quantizer matrices, line
927 carries “in the”, line 928 carries “qt”, and line 929
carries “qs”. The output of inverse DCT 930 are recon-
structed prediction error blocks on bus 931 and undergo
frame/field unformatting in field/frame unformatter 935 to
invert the formatting operation of 905.

To the reorganized prediction error blocks on bus 936,
motion compensated prediction on bus 957 is summed in
adder 940 resulting in local reconstructed output on bus 941,
which in turn is used for calculation of motion compensated
prediction in 950. There are several choices regarding
motion compensation methods in 950 the best one is indi-
cated by motion type “mot” on line 948, the corresponding
motion vectors “my” are output on 947. Several control
signals such as picture structure on line “942", forward
motion “fm” on line 943, backward motion “bm” on line 944
and picture type “pt” on line 945 control the operation of
motion estimator and motion compensator 950, whose out-
put is the motion compensated prediction signal on bus 951.
This signal is compared with original on bus 953 to decide
which would be more efficient to code in intra/inter selector
955 which yields a control signal “in the” on linc 956 and
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prediction signal on bus 954 which appears simultaneously
on buses 957 and 958.

The decoder of FIG. 10 performs a subset of operations
performed by the local decoder in the encoder shown in FIG.
9, A bitstream at bus 1000 feeds a variable length decoder
1040, where depending on the context, code words repre-
senting control data forming scquence header information,
macroblock header information, DCT coefficient data are
identified and their values are decoded. The sequence header
information “shi” is available on bus 1010 and comprises
quantizer matrices, igm and nigm on line 1011. The picture
header information “phl" is available on bus 1030 and
comprises picture type “pt” on line 1031, picture structure
“ps” on line 1032, intra vic select “ivl” on 1033, altemnte
scan select “asc” on line 1034 and quantizer type “qt”,
line 1035. Also included is macroblock header mformatxon
on bus 1015 which comprises quantizer step size “qs” on
line 10 16, motion type ‘mot’ on line 1017, motion vectors
“mv” on line 1018, coding type “cdt” on linc 1019 and
macroblock type “mbt” on line 1020. The macroblock type
“mbt’” on line 1020 is analyzed in 1025 to yicld mtra/mter
decision “in the” on line 1026, coded block pattern “cbp” o
bus 1029, forward motion “fm” on line 1028 and backward
motion “bm" signal on line 1027. The decoded DCT coef-

_ ficient data on bus 1036 is input to inverse scan selector

25

40

50

60

1040 which is controlled by the alternate scan “asc” signal
on line 1037 and either performs either an alternative scan
or zigzag scan as required. The output of inverse scan 1040
are a normally ordered two-dimensional DCT coefficient
blocks and are input to inverse quantizer and inverse DCT
1045 which uses quantization matrices on line 1038, intra/
inter signal in the on bus 1042, quantizer type signal *qt” on
bus 1043 and quantizer stcp size “gs” on bus 1044 to
perform inverse quantization. The output of inverse quan-
tizer and inverse DCT on bus 1051 is blocks of pixels and
10 that a motion compensated prediction signal on bus 1075
is summed in adder 1052, the resulting signal on bus 1053
is reconstructed video on bus 1053, 1054 and 1080. The
reconstructed video on bus 1054 is used to generate motion
compensated prediction in motion compensator 1065 which
is controlled by signals ‘fm’ on line 1055, “bm” on line
1056, “ps” on line 1057, “pt” on line 1058, “mv” on line
1059 and “mot” on line 1060. A difference with respect to
motion estimator and compensator 950 at the encoder is that
these signals do not need to be generated but instead are
extracted from various header information layers in the
bitstream. The output of motion compensator 1056 is avail-
able on bus 1066, and is cither applied as is to bus 1075 via
intra/inter adapter 1070, or is zeroed out when “in the” on
line 1067 controlling intra/inter adapter is “1” and output on
bus 1075.
I claim:
1. A method of encoding a video signal, comprising the
steps of:
generatmg a set of frequency coefficient signals, the set
representing the vidco signal, and corresponding to an
NxM matrix, wherein each of the frequency coefficient
signals corresponds to a predetermined horizontal coor-
dinate and a predetermined vertical coordinate in the
matrix;
scanning a first subset of the frequency coefficient sxgnals
within the set in a predetermined first subsei scanning
order, as represented by the following list of coordinate
pairs, each pair representing a horizontal and vertical
coordinate in the matrix, to create an ordered set of
frequency coefficient signals:

© 0, 0, 1), (0, 2), © 3), (1, 0), (1, 1), (2,0), (2, 1), (1, 2. (&,
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3), (0, 4). (0,5, (0,6, 0,1, 7

and

generating an encoded video signal, the encoded video
signal including the ordered set of frequency coefficient
signals.

2. The method of claim 1 wherein the scanning step is
performed in response to a frame format associated with the
video signal.

3. The method of claim 2 in which the frame format is an
interlaced frame format.

4. The method of claim 1 further including a'step of
scanning a second subset of the frequency coefficient signals
within the set in a predetermined second subset scanning
order such that the ordered set includes frequency coefficient
signals in the second subset, wherein the second subset
scanning order is represented by the following list of coor-
dinate pairs:

(i. 6), (1,5),(1,4), (2,3}, (2,2, (3,0. 3, 1), 4, 0, 4 1), 3,
2,6,3, 29,25, 26,27

§. The method of claim 4 further including a step of
scanning a third subset of the frequency coefficient signals
within the set in a predetermined third subset scanning order
such that the ordered set includes the scanned frequency
coefficient signals in the third subset, wherein the third
subset scanmng order is rcprescntcd by the following list of
coordinate pairs:

(3.4).(3,5), 3,6, 3,7, (4,2), 4.3), (5,00 5, 1), (6,0), (6,
1,(5.2). (5,3}, 4. 4), 4,5, 4, 6 (4, .

6. The method of claim § further including a step of
scanning a fourth subset of the frequency coefficient signals
within the set in a predetermined fourth subset scanning
order such that the ordered set includes the scanned fre-
quency coefficient signals in the fourth subset, wherein the
fourth subset scanning order is represented by the following
list of coordinate pairs: ‘

(5,4),(5,5), (5,6), (5.7, (6,2, (63 (,0,7,1),0.2,0,
3). (6,4 (6.5).(6,6),(6,7), (7,4, (1.5, (7.6, (. D).

7. A method for encoding a video signal, comprising the
steps of: ’

generating a set of frequency cocfiicient signals, the set

representing the video signal, wherein the set corre-
sponds to an NxXM matrix and each of the frequency
coefficient signals corresponds to a predetermined hori-
zontal coordinate and a predetermined vertical coordi-
nate in the matrix;

alternatively selecting between a first scanning order and

a second scanning order in response to a frame format
associated with the video signal;

scanning the set of frequency coefficient signals according

to the selected scanning order to cream an ordered set
of frequency coefficient signals; and

generating an encoded video signal, the encoded video

signal including the ordered set of frequency coefficient
signals.

8. The method of claim 7 in which the first scanning order
comprises a zigzag scanning order.

9. The method of claim 7 in which the second scanning
order includes a first subset scanning order represented by
- the following list of coordinate pairs, each pair representing
a horizontal and vertical coordinate in the matrix:

(0,0), 0, 1), (0, 2), (0, 3, (1,0), (1, 1), (2, 0), (2, 1), (1, ), (1,
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3), (0, 4), (0, 5), 0, 6), (0, N (L, 7).

10. The method of claim 9 in which the second scanning
order further includes a second subset scanning order matrix
such that the ordered set includes frequency coefficient
signals in a second subset, the second subset scanning order
represented by the following list of coordinate pairs, each
pair representing a horizontal and vertical coordinate in the
matrix:

(1, 6),(1,.5), (1, 4), (2, 3), (2, 2), 3, 0), (3, 1), 4, 0), (4, 1), 3,
2,(3,3.(2.4,2,5,26), Q7).

11. The method of claim 10 in which the second scanning
order further includes a third subset scanning order matrix
such that the ordered set includes frequency coefficient
signals in a third subset, the third subset scanning order
represemed by the following list of coordinate pau's. each
pair represcnnng a honzontal and vertical coordinate in the
matrix:

(3.4,(3,5).3,6,37,42),43),(50,5 1), 60, (6
1), (5, 2), (5, 3), (4, 4), (4, 5). (4, 6) (4, 7).

12. The method of claim 11 in which the second scanning
order further includes a fourth subset scanning order matrix
such that the ordered set includes frequency coefficient
signals in the fourth subset, the fourth subset scanning order
represented by the following list of coordinate pairs, each
pair representing a horizontal and vertical coordinate in the
matrix:

5. 4). (5. 5), 5. 6), (5. 7, (6,2, (6.3), (7. 0), (7. 1), (1. 2), (7,
3),(6,4). (6,5, (6.6). (6,7, (7.4), (7.5, (7,6, 7.7

-13. An apparatus for encoding a video signal, comprising:

a discrete cosine transform coefficient generator for gen-
erating a set of frequency coefficient signals, the set
representing the video signal and corresponding to an
NxM matrix, wherein each of the frequency coeflicient
signals corresponds to a predetermined horizontal coor-
dinate and a predetermined vertical coordinate in the
matrix;

a scanner for scanning a first subset of the frequency
coeficient signals within the set in a predetermined first:
subset scanning order, as represented by the following
list of coordinate pairs, each pair representing a hori-
zontal and vertical coordinate in the matrix, to create an
ordered set of frequency coefficient signals:

(©, 0), (0, 1), (0, 2), (0, 3), (1, 0), (1, 1), (2, 0), (2, 1), (1, 2), (1,
3), (0, 4), (0, 53 (0, 6), (0, ) (1, 7);

and

a means for generating an encoded video signal, the
encoded video signal including the ordered set of
frequency coefficient signals.

14. The apparatus of claim 13 in which the scanner
performs the scanning in response to a frame format asso-
ciated with the video signal.

15. The apparatus of claim 14 in which the frame format
is an interlaced frame format.

16. The apparatus of claim 13 in which the scanner further
including a means for scanning a second subset of the
frequency coefficient signals within the set in a predeter-
mined second subset scanning order such that the ordered set
includes frequency coefficient signals in the second subsel,

" wherein the second subset scanning order is represented by

the following list of coordinate pairs:

(1, 6),(1,5),(1,4,23,22,6,0,3 160 41,06
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2),(3,3). (2,4, (2,5, (2,6),(,D.

17. The apparatus of claim 16 in which the scanner further
includes a means for scanning a third subset of the frequency
coefficient signals within the set in a predetermined third
subset scanning order such that the ordered set includes the
scanned frequency coefficient signals in the third subset,
wherein the third subset scanning order is represented by the
.. following list of coordinate pairs: .

(3, 4), (3.5, 3,6, 3, 7, 4, 2), (4, 3), 5, 0), 5. 1), (6, 0), (6,
1),(5.2),(5,3), 4,4 4. 5), 4,6 @4 7.

" 18. The apparatus of claim 17 in which the scanner further

includes a means for scanning a fourth subset of the fre-
quency coeflicient signals within the set in a predetermined
fourth subset scanning order such that the ordered set
includes the scanned frequency coefficient signals in the
fourth subset, wherein the fourth subset scanning order is
represented by the following list of coordinate pairs:

(5,4),(5,9), (5, 6), (5,7, 6, 2), (6,3), (7,0, 7, 1), 0. ), (7,
3), (6, 4), (6, 5) (6, 6), (6, 7), (7, 4), (7, 5), (7, 6), 0. 7).

20

12 :

19. An apparatus for encoding a video signal, comprising:

a discrete cosine transform generator for generating a set
of frequency coefficient signals, the set representing the
video signal and corresponding to an NxM matrix,
wherein each of the frequency coefficient signals cor-
responds to a predetermined horizontal coordinate and
a predetermined vertical coordinate in the matrix;

a scan selector for alternatively selecling between a first
scanning order and a second scanning order in response
to a frame format associated with the video signal;

a scanner for scanning the set of frequency coefficient
signals according to the selected scanning order to
create an ordered set of frequency coefficient signals;
and '

a means for generating-an encoded video signal, the

encoded vidco signal including the ordered set of

frequency coefficient signals. '

¥ ok Kk k%
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[57] ABSTRACT ‘

A quantizer, with quantization control that is sensitive
to input signal characteristics and .to output buffer full-
ness responds to an input signal that is divided into
blocks and DCT transformed. The transformed signal is
analyzed to develop a brightness correction and to eval-
uate the texture of the image-and the change in texture
in the image. Based on these, and in concert with the
human visual perception model, perception threshold
signals are created for each subband of the transformed
signal. Concurrently, scale factors for each subband of
the transformed signal are computed, and a measure of
variability in the transformed input signal is calculated.
A measure of the fullness of the buffer to which the
quantizer sends its encoded results is obtained, and that
measure is combined with the calculated signal variabil-
ity to develop a correction signal. The correction signal
modifies the perception threshold signals to develop
threshold control signals that are applied 10 the quan-
tizer. The scale factors are also applied to the quantizer,

-.as well as a global target distortion measure.
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ADAPTIVE NON-LINEAR QUANTIZER

CROSS-REFERENCE TO RELATED
APPLICATION

This application is related to four other applications

filed on this date. Their titles are:

1. A High Definition Television Coding Arrangement
With Graceful Degradation

2. An Adaptive Leak HDTV Encoder

3. HDTV Encoder with Forward Estimation and Con-
stant Rate Motion Vectors

4. HDTV Receiver

BACKGROUND OF THE INVENTION

This invention relates to encoding of signals, and
more specifically, to encoding of signals with a con-
trolled quantizer.

When image signals are digitized and linearly quan-.

tized, a transmission rate of about 100 Mbits per second
is necessary for images derived from standard TV sig-
nals. For HDTV, with its greater |mage size and greater
resolution, a much higher transmission rate would be is
required. When terrestrial transmission is desired, and
when the option of allocating greater bandwidth per
channel is unavailable, it is necessary to compress the
HDTYV signal within the allocated bandwidth. Having
an allocated bandwidth is tantamount to having a cer-
tain number of information bits that can be transmitted
in each selected time interval, such as an image frame.

2

- No. 6, June, 1985, pg. 551-557 and Saghri et al. “Image

All of the compression techniques of HDTV signals

must of necessity consider this bit budget.

In order 1o reduce the bit rate, or to fit the encoded
signa) of an image frame within the allocated bit budget,
various coding schemes have been studied. One is the
so-called “‘differential pulse code modulation™ (DPCM)
coding approach. By this method, the value of a partic-
ular pixel at any moment is predicted on the basis of
values of pixels which have been already coded. The
necessary number of bits is reduced by coding the dif-
ference (error) between the  predicted value and the
value of the particular pixel at that moment. According
to this differential pulse code modulation, it is possible
to reduce the number of bits per pixel by approximately
half.

Still, that number is much larger than can be accepted
for terrestrial transmission, so a second look is typically
taken at the quantizer itself. Clearly, if the step size of
the quantizer is made large enough, the number of bits
generated can be reduced to an acceptable level. Alas,
the quantization error resulting therefrom would yield a
picture that is far from acceptable.

Experiments show, and it is quite logical, that the
effect of quantization error is different for different
types of picture and, expectedly, artisans have tried to
tailor quantizers to the pictures being encoded.

U.S. Pat. No. 4,802,232 issued Jan. 31, 1989, for exam-
ple, describes one such attempt. In accordance with the
described approach the picture to be encoded is divided
into regions and each region of the input image is classi-
fied into one of a preset number of classes. The signal of
each class is quantized in a specified manner, and the
manner of quantization of the different classes, of
course, differ. The limitation of this approach is the
“hard decisions boundaries between the classes.

Nillin A Visual Model Weighted Cosine Transform
for Image Compression and Quality Assessment”,
IEEE Transactions on Communications, Vol. COM-33,

w

5

40

45

60

65

quality measure based on a human visual system
model”, Optical Engineering, Vol. 28, No. 7, July 1989,
pg- 813-818, describe very similar approaches. These
approaches utilize fixed global thresholds for each fre-
quency band, where the thresholds are set based on a
model of the human visual systems (HVS) modulation
transfer function (MTF), and the transform utilized.
The limitation of this approach is that the quantization
cannot adapt to local characteristics of the image.

In “Adaptive Quantization of Picture Signals using
Spatial Masking”, Proceedings of IEEE, Vol. 65, April
1977, pg. 536-548, Netravali et al. describe a means of
designing non-uniform quantizers to incorporate spatial
masking and brightness correction for predictive cod-
ing systems. The limitation of their approach, again, is
that the quanuzauon cannot adapt to local charactens-
tics of the image.

In “Design of Statistically Based Buffer Control Poli- -
cies for Compressed Digital Video™, Zdepski et al., an
IEEE conference, 1989, pg. 1343-1349, describe an
approach where the quantizer in the DPCM loop inter-
acts with an adaptive mode control circuit. The circuit
measures the number of bits generated by the quantizer
and, based on preselected thresholds, decides for the
next frame on one of eight possible quantizer step sizes.
The selected step size is employed for the next frame. A
similar approach is described in “Digital Pictures” by
A. N. Netravali and B. G. Haskell, Plenum Press, 1988,
pg. 537 et seq.

The deficiency of these methods is that the quantiza-
tion steps are altered in discrete jumps and in that no
accounting is made of a global distortion target.

It is an object of this invention, therefore, to develop
means for controlling the quantizer so that the number
of bits generated per frame is, on the average, within the

allocated bit budget.

It is another object of this invention to control the
quantizer in a manner that is sensitive to the characteris-
tics of the input signal to which human viewers are
sensitive.

It is still another object of this invention to control
the quantizer in a manner that spreads as evenly as
possible the unavoidable quantization noise.

SUMMARY OF THE INVENTION

These and other-objects are achieved with a quantizer
control mechanism that is responsive to both the input
signal and the fullness of the output buffer. More specif-
ically, the input 1mage is divided into blocks and the
signal of each block is DCT transformed. The trans-
formed signal is analyzed to develop a brightness cor-
rection and to evaluate the texture of the image and the
change in texture in the image. Based on these, and in
concert with the human visual perception model, per-
ception threshold signals are created for each subband
of the transformed signal.

Concurrently, scale factors for each subband of the
transformed signal are computed, and a measure of
variability in the transformed input signal is calculated.
A measure of the fullness of the buffer 10 which the
quantizer sends its encoded results is obtained, and that
measure is combined with the calculated signal variabil-
ity to develop a correction signal. The correction signal
modifies the perception threshold signals to develop
threshold control signals that are applied to the quan-
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Ltizer. The scale factors are also applied to the quantizer,
as well as a global target distortion measure.

The quantizer pre-multiplies the input signal by the
scale factors and quantizes the signal in a manner that is
sensitive to the threshold control signals. The quantiza- 5
tion itself is performed a number of times by scanning a
codebook that specifies the exact manner of quantizing
of each of the subbands of the transformed signal. Ac-
counting for the global target distortion, the best quanti-

. zation result is selected and sent to the aforementioned 10

buffer.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 presents a block diagram of a forward estima-
tion section of an HDTYV digital encoder; 15

FIG. 2 presents a block diagram of an encoding loop
section of an HDTV encoder that interacts with the
forward estimation section of FIG. 1;

FIG. 3 depicts a hardware organization for a coarse
motion vector detector; :

FIG. 4 depicts a hardware organization for a fine
motion vector detector that takes into account the out-
put of the coarse motion vector detector;

FIG. § illustrates the spatial relationship of what is
considered a “'slice”” of image data; 25
FIG. 6 shows one way for selecting a mix of motion

vectors to fit within a given bit budget;

FIG. 7 presents one embodiment for evaluating a leak
factor, a; :

FIG. 8 illustrates the arrangement of a superblock 30
that is quantized in QVS 38 block of FIG. 2;

FIG. 9 depicts how a set of selection error signals is
calculated in preparation for codebook vector selection;

FIG. 10 presents a block diagram of QVS block 38;

FIG. 11 is a block diagram of inverse quantization 35
block 39;

FIG. 12 presents the structure of perceptual coder 49;

FIG. 13 illustrates the structure of perceptual proces-
sor 93;

FIG. 14 is a block diagram of texture processors 96 40
and 98; .

FIG. 15 presents a block diagram of a digital HDTV
receiver;

FIG. 16 presents a modified forward estimation block
that choses a leak factor from a set of two fixed leak 45
factors; and . -

FIG. 17 a frame buffere circuit that includes a mea-
sure of temporal filtering.

DETAILED DESCRIPTION

The motion estimation principles of this invention
start with the proposition that for a given bit budget, a
much better overall prediction error level can be at-
tained by employing blocks of variable sizes. Starting
with large sized blocks that handle large image sections 55
for which a good translation vector can be found, the
motion vector selection in accordance with this inven-
tion then replaces, or adds, to some of motion vectors
for the large blocks with motion vectors for the small

20

50

blocks. 60 -

While these principles of the invention can be put to
good use in the prediction of other types of signals, it is
clear that it is quite useful in connection with the encod-
ing of HDTYV signals. However, in the HDTV applica-
tion there is simply not enough time within the encod- 65
ing loop to compute the best motion vectors and to then
select the best mix of motion vectors. Accordingly, a
forward estimation sectiqn is incorporated in the en-

4 ’

coder, and that section creates as many of the signals
used within the encoder as it is possible: The input
image signal is, of course, appropriately delayed so that
the need for the signals that are computed within the
forward estimation section does not precede their cre-
ation. : '

In order to appreciate the operation of the motion
vector selection and encoding processes improvement
of this invention serves, the following describes the
entire coder section of an HDTV transmitter. The prin-
ciples of this invention are, of course, primarily de-
scribed in connection with the motion vector éstimation
and selection circuits depicted of FIG. 1.

DETAILED DESCRIPTION

Quantization of the signals is one of the most impor-
tant tasks that the HDTV transmitter must perform.
The quantizer, however, is but a part of the entire en-
coding loop. Moreover, the encoding loop, generally,
and the quantizer, in particular, require a number of
signals that need a substantial period of time for compu-
tation. Fortunately, it is possible to compute these sig-
nals in a forward estimation section, which **off line" as
far as the encoding loop is concerned.

To better understand the function and workings of
the quantizer of this invention, the following describes

the entire coder section of an HDTV transmitter, i.e.,

both the forward estimation section and the encoding

. loop. The detailed principles of this invention are pri-

marily described in connection with the perceptual
encoder circuit, the quantizer circuit, and the associated
circuits.

In FIG. 1, the input signal is applied at line 10. It is a
digitized video signal that arrives in sequences of image
frames. This input signal is applied to frame-mean pro-
cessor 11, to buffer 12, and to. motion vector generator
13. The output of buffer 12 is also applied to motion
vector generator block 13. Frame-mean processor 11
develops the mean value of each incoming frame. That
value is delayed in buffers 24 and 25, and applied to a
number of elements within FIG. 1, as described below.
It 15 also sent to the encoding loop of FIG. 2 through
buffer 52. Motion vector generator 13 develops motion
vectors which are applied to motion vector selector/en-
coder 14 and, thereafier, through buffers 15 and 32,
wherefrom the encoded motion vectors are sent to the
encoding loop of FIG. 2. The unencoded output of
motion vector sélector/encoder 14 is also applied to
motion compensator block 16, and to buffer 17 followed
by buffer 50, wherefrom the unencoded motion vectors
are sent to the encoding loop of FIG. 2. ‘

The output of buffer 12 is applied to buffer 18 and
thereafter to buffers 19 and 51, wherefrom it is sent to
the encoding loop of FIG. 2. The output of buffer 18 is
applied to buffer 22 and to leak factor processor 20, and
the output of buffer 19 is applied to motion compensator
circuit 16. The output of motion compensator 16 is
applied to buffer 21 and to leak factor processor 20.

The frame-mean signal of buffer 25 is subtracted from
the output of buffer 21 in subtracter 26 and from the
output of buffer 22 in subtracter 27. The outputs of
subtracter 26 and leak processor 20 are applied to multi-
plier 23, and the output of multiplier 23 is applied to
subtracter 28. The output of leak processor 20 is also
sent 1o the encoding loop of FIG. 2 via buffer 31. Ele-
ment 28 subtracts the output of multiplier 23 from the
output of subtracter 27 and applies the result to DCT
transform circuit 30. The output of transform circuit 30
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s applied to processor 53 which computes scale factors
Sijand signal standard deviation o and sends its results
1o FIG. 2. The output of subtracter 27 is applied to
DCT transform circuit 29, and the output of DCT cir-
cuit 29 is sent to the encoding loop of FIG. 2.

To get a sense of the timing relationship between the
various elements in FIG. 1, it is useful to set a bench-
mark, such as by asserting that the input at line 10 corre-
sponds to the image signal of frame t; i.e., that the input
signal at line 10 is frame I(t). All of the buffers in FIG.
1 store and delay one frame’s worth of data. Hence, the
output of buffer 12 is 1(1-1), the output of buffer 18 is
“I(t-2), the output of buffer 19 is I(t-3), and the output of
buffer 51 is 1(1-4).

Motion vector generator 13 develops motion vectors
M(1) that (elsewhere in the encoder circuit and in the
decoder circuit) assist in generating an approximation of
frame I(t) based on information of frame I(1-1). It takes
some time for the motion vectors to be developed (an
internal delay is included to make the delay within
generator 13 equal to one frame delay). Thus, the out-

- put of generator 13 (after processing delay) corresponds

~

to a set of motion vectors MV(t-1). Not all of the mo-
tion vectors that are created in motion vector generator
13 are actually used, so the output of generator 13 is
applied to motion vector selector/encoder 14 where a
selection process takes place. Since the selection pro-
cess also takes time, the outputs of selector/encoder 14
are MV(t-2) and the CODED MV(1-2) signals, which
are the motion vectors, and their coded representations,
that assist in generating an approximation of frame I(1-2)
based on information of frame I(1-3). Such an (1-2)
signal is indeed generated in motion compensator 16,
which takes the 1(1-3) signal of buffer 19 and the motion
vectors of selector/encoder 14 and develops therefrom
a displaced frame signal DF(1-2) that approximates the
signal 1(t-2). Buffers 17 and 50 develop MV(1-4) signals,
while buffers 15 and 32 develop the CODED MV(1-4)
signals.

As indicated above, processor 11 develops a frame-
mean signal. Since the mean signal cannot be known

until the frame terminates, the output of processor 11.

relates to frame t-1. Stated differently, the output of
processor 11 is M(t-1) and the output of buffer 25 is
M(1-3).

Leak factor processor 20 receives signals 1(1-2) and
DF(t-2). It also takes time to perform its function (and
internal delay is included 1o insure that it has a delay of
exactly one frame), hence the output signal of processor
20 corresponds to the leak factor of frame (t-3). The
output of processor 20 is, therefore, designated L(t-3).
That output is delayed in buffer 31, causing L(1-4) to be
sent to the encoding loop.

Lastly, the processes within elements 26-30 are rela-
tively quick, so the transformed image (Iy) and dis-
placed frame difference (DFD7) outputs of elements 29
and 30 correspond to frame 14(1-3) and DFD#(1-3),
respectively, and the output of processor 53 corre-
sponds to Si(t-4) and o(1-4).

FIG. 2 contains the encoding loop that utilizes the
signals developed in the forward estimation section of
FIG. 1. The loop itself comprises elements 36, 37, 38,
39, 40, 41, 54, 42, 43, 44 and 45. The image signal 1(1-4)
is applied to subtracter 36 after the frame-mean signal
M(t-4) is subtracted from it in subtracter 35. The signal
developed by subtracter 36 is the difference between
the image 1(1-4) and the best estimation of image 1(1-4)

. that is obtained from the previous frame's data con-

—

0

—

5

: 6
tained in the encoding loop (with the previous frame’s
frame-mean excluded via subtracter 44, and with a leak
factor that is introduced via multiplier 45). That frame
difference is applied 1o DCT transform circuit 37 which
develops 2-dimensional transform domain information
about the frame difference signal of subtracter 36. That
information is encoded into vectors within quantizer-
and-vector-selector (QVS) 38 and forwarded to encod-
ers 46 and 47. The encoding carried out in QVS 38 and
applied to encoder 47 is reversed to the extent possible

‘within inverse quantizer 39 and applied to inverse DCT

circuit 40.

The output of inverse DCT circuit 40 approxlmates
the output of subtracter 36. However, it does not quite
maich the signal of subtracter because only a portion of
the encoded signal is applied to element 39 and because
itis corrupted by the loss of information in the encoding
process of element 38. There is also a delay in passing
through elements 37, 38, 39, and 40. That delay is
matched by the delay provided by buffer 48 before the
outputs of buffer 48 and inverse DCT transform circuit
40 are combined in adder 41 and applied to adder 54.
Adder 54 adds the frame-mean signal M(t-4) and applies

~ the results to buffer 42. Buffer 42 complements.the
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delay provided by buffer 48 less the delay in elements
43, 44 and 45 (to form a full one frame delay) and deliv-
ers it to motion compensator 43.

Motion compensator 43 is responsive to the motion
vectors MV (t-4). It produces an estimate of the image
signal 1(1-4), based on the approximation of I(1-5) of-
fered by buffer 42. As stated before, that approximation
is diminished by the frame-mean of the previous frame,
M(t-§), through the action of subtracter 44. The previ-
ous frame’s frame-mean is derived from buffer 55 which
is fed by M(1-4). The results of subtracter 44 are applied
to multiplier 45 which multiplies the output of sub-
tracter 44 by the leak factor L(1-4). The multiplication
results form the signal to the negative input of sub-
tracter 36.

It may be noted in passing that the action of motion
compensator 43 is linear. Therefore, when the action of
buffer 42 is also linear—which means that it does not
truncate its incoming signals—then adder 54 and sub-
tracter 44 (and buffer 55) are completely superfluous.
They are used only when buffer 42 truncates its incom-
ing signal to save on the required storage.

In connection with buffer 42, another improvement is
possible. When the processing within elements 36, 37,
38, 39, and 40 and the corresponding delay of buffer 48
are less than the vertical frame retrace interval, the
output of buffer 42 can be synchronized with its input,
in the sense that pixels of a frame exit the bufTer at the
same' time that corresponding pixels of the previous
frame exit the buffer. Temporal filtering can then be
accomplished at this point by replacing buffer 42 with a
buffer circuit 42 as shown in FIG. 17. In buffer circuit °
42, the incoming pixel is compared to the outgoing
pixel. When their difference is larger than a certain
threshold, the storage element within circuit 42 is
loaded with the average of the two compared pixels. .
Otherwise, the storage element within buffer 42 is
loaded with the i mcommg pixel only.

QVS 38 is also responsive to perceptual coder 49 and
to S;(1-4). That coder is responsive to sxgnals 17(t4) and
a(t-4). Signals Si(t-4) are also sent to inverse quantiza-
tion circuit 39 and to buffer fullness and formatter
(BFF) §6. BFF block 56 also receives information from
encoders 46 and 47, the leak signal L{t4) and the
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CODED MV(1-4) information from buffer 32 in FIG. 1.
BFF block 56 sends fullness information 10 perceptual
coder 49 and all if its received information to subse-
quent circuitry. where the signals are amplified, appro-
priately modulated ‘and, for terrestrial transmnssnon,
applied 10 a transmitting antenna.

BFF block 56 serves two closely related funcnons It
packs the information developed in the encoders by
applying the appropriate error correction codes and
arranging the information, and it feeds information to
perceptual coder 49, to inform it of the level of output
buffer fullness. The latter information is employed in
perccptual coder 49 10 control QVS 38 and ‘inverse
quantizer 39 and, consequently, the bit rate of the next
frame.

The general description above provides a fairly de-
tailed exposition of the encoder within the HDTV
transmitter. The descriptions below delve in greater
detail into each of the various circuits included in FIGS.
land 2.

+
'

FRAME-MEAN CIRCUIT 11
The mean. or average, signal within a frame is obtain-
able with a simple accumulator that merely adds the
values of all pixels in the frame and divides the sum by
a fixed number. Adding a binary number of pixels offers
the easiest division implementation, but division by any
other number is also possible with some very simple and
conventional hardware (e.g., a look-up table). Because
of this simplicity, no further description is offered
herein of circuit 11.

MOTION VECTOR GENERATOR 13
The motion vector generator compares the two se-

quential images I(t)-and I(t-1), with an eye towards’

detecting regions, or blocks, in the current image frame,
I(1), that closely match regions, or blocks, in the previ-
ous image frame, I{t-1). The goal is to generate relative
displacement information that permits the creation of an
approximation of the current image frame from a com-

bination of the displacement information and the previ-

ous image frame.

More specifically, the current frame is divided into
nXn pixel blocks, and a search is conducted for each
block in the current frame to find an nXn block in the
previous frame that matches the current frame block as
closely as possible.

If one wishes to perform an exhaustive search for the.

best displacement of an nX n pixel block in a neighbor-
hood of a K XK pixel array, one has to test all of the
possible displacements, of which there are (K-n) X (K-
n). For each of those displacements one has to deter-
mine the magnitude of the difference (e.g., in absolute,
RMS, or square sense) between the nXn pixel array in
the current frame and the nXn portion of the KXK
pixel array in the previous frame that corresponds to the
selected displacement.- The displacement that corre-
sponds to the smallest difference is the preferred dis-
placement, and that is what we call the motion vector.

One important issue in connection with a hardware
embodiment of the above-described search process is
the shear volume of calculations that needs to be per-
formed in order to find the absolutely optimum motion
vector. For instance, if the image were subdivided into
blocks of 8 X 8 pixels and the image contains 1024 X 1024
pixels, then the total number of blocks that need to be
matched would be 214, If an exhaustive search over the

entire image were to be performed in determining the
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best match, then the number of searches for each block
would be approximately 220. The total count (for all the
blocks) would then be approximately 234 searches. This -
*“astronomical™ number is just too many searches!

One approach for limiting the required number of
searches is to limit the neighborhood of the block whose
motion vector is sought. In addition to the direct reduc-
tion in the number of searches that must be undertaken,
this approach has the additional benefit that a more
restricted neighborhood limits the number of bits that
are required to describe the motion vectors (smaller
range), and that reduces the transmission burden. With

“those reasons in mind, we limit the search neighborhood

in both the horizontal and vertical directions to 32
positions. That means, for example, that when a 32X 16
pixel block is considered, then the neighborhood of
search is 80x 80 pixels, and the number of searches for .
each block is 212 (compared to 220),

As indicated above, the prediction error.can be based
on a sum of squares of differences, but it is substantially
simpler to deal with absolute values of differences. Ac-
cordingly, the motion vector generator herein com-
pares blocks of pixels in the current frame with those in
the previous frame by forming prediction error signals
that correspond to the sum over the block of the abso-
lute differences between the pixels.

To further reduce the complexity and size of the
search, a two-stage hierarchical motion estimation ap-
proach is used. In the first stage, the motion is estimated
coarsely, and in the second stage the coarse estimation
is refined. Matching in a coarse manner is achieved in
the first stage by reducing the resolution of the image by
a factor of 2 in both the horizontal and the vertical .
directions. This reduces the search area by a factor of 4,
yielding only 2!2 blocks in a 1024 1024 image array.
The motion vectors generated in the first stage are then
passed to the second stage, where a search is performed
in the neighborhood of the coarse displacement found
in the first stage.

- FIG. 3 depicts thé structure of the first (coarse) stage

in the motion vector generator. In FIG. 3 the input
signal is applied to a two-dimensional, 8 pixel by 8 pixel
low-pass filter 61. Filter 61 eliminates frequencies
higher than half the sampling rate of the incoming data.
Subsampler 62 follows filter 61. It subsamples its input
signal by a 2:1 factor. The action of filter 61 insures that
no aliasing results from the subsampling action of ele-
ment 62 since it .eliminates signals above the Nyquist
rate for the subsampler. The output of subsampler 62 is
an image signal with half as many pixels in each line of
the image, and half as many lines in the image. This -
corresponds to a four-fold reduction in resolution, as

discussed above. :

In FIG. 1, motion vector generator 13 is shown to be -
responsive to the I(t) signal at-input line 10 and to the
I(t-1) signal at the output of buffer 12. This was done for
expository purposes only, to make the operation of
motion vector 13 clearly understandable in the context
of the FIG. 1 description. Actually, it is advantageous
to have motion vector generator 13 be responsive solely
to I(1), as far as the connectivity of FIG. 1 is concerned,
and have the delay of buffer 12 be integrated within the
circuitry of motion vector generator 13.

Consonant with this idea, FIG. 3 includes a frame
memory 63 which is responsive to the output of subsam-
pler 62. The subsampled I(1) signal at the input of frame
memory 63 and the subsampled 1(t-1) signal at the out-
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put of frame memory 63 are applied to motion estimator
64. .

The control of memory 63 is fairly simple. Data en-
ters motion estimator block 64 is sequence, one line at a
time. With every sixteen lines of the subsampled I(t).
memory 64 must supply to motion estimator block 64
sixteen lines of the subsampled I(t-1); except offset for-
ward by sixteen lines. The 32 other (previous).lines of

5,136,377

the subsampled I(1-1) that are needed by block 64 are -

already in block 64 from the previous two sets of sixteen
lines of the subsampled I(t) signal that were applied to
motion estimator block 64.

Motion estimator 64 develops a plurality of predic-
tion error signals for each block in the image. The plu-
rality of prediction error signals is applied to best-match
calculator 65 which identifies the smallest prediction
error signal. The displacement corresponding to that
prediction error signal is selected as the motion vector
of the block. :

Expressed in more mathematical terms, if a block of
width w and height h in the current frame block is
denoted by b(x,y.t), where t is the current frame and x
and y are the north-west corner coordinates of the
block. then the prediction error may be defined as the
sum of absolute differences of the pixel values:

{1
. X+ ]
PE(xywhrs) = »z'[’,f (i = rj = st = 1) = Mijn)] ]
i=x Li=y

1

where r and s are the displacements in the x and y direc-
tions, respectively. .

The motion vector that gives the best match is the

displacement (r,s) that gives the minimum prediction
error.’ : .
The selection of the motion vector is performed in
calculator 65. In cases where there are a number of
vectors that have the same minimum error, calculator
65 selects the motion vector (displacement) with the
smallest magnitude. For this selection purpose, magni-
tudes are defined in calculator 65 as the sum of the
magnitudes of the horizontal and vertical displacement,
ie, |r]+|s].

In the second stage of motion vector generator 13, a
refined determination is made as to the best displace-
ment value that can be selected, within the neighbor-
hood of the displacement selected in the first stage. The
second stage differs from the first stage in three ways.
First, it performs a search that is directed to a particular
neighborhood. Second. it evaluates prediction error
values for 8 X 8 blocks and a 4 X2 array of 8 X8 blocks
(which in effect is a 32 X 16 block). And third, it interpo-
lates the end result to } pixel accuracy.

FIG. 4 presents a general block diagram of the sec-
ond stage of generator 13. As in FIG. 3, the input signal
is applied to frame memory 66. The input and the out-
put of memory 66 are applied to motion estimator 67,
and the output of motion estimator 67 is applied to best
match calculator 68. Estimator 67 is also responsive to
the coarse motion vector estimation developed in the
first stage of generator 13, whereby the estimator is
caused 1o estimate motion in the neighborhood of the
motion vector selected in the first stage of generator 13.

Calculator 68 develops output sets with 10 signals in
cach set. It develops eight 8 X8 block motion vectors,
one 32X 16 motion vector that encompass the image
area covered by the eight 8 X 8 blocks, and a measure of
the improvement in motion specification (i.e., a lower

]
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10 :
prediction error) that one would get by employing the
eight 8 X8 motion vectors in place of the associated
32x 16 motion vector. The measure of improvement
can be developed in any number of ways, but one simple
way is to maintain the prediction errors of the 8x8
blocks, develop a sum of those prediction errors, and '
subtract the developed sum from the prediction error of
the 32X 16 motion vector. '

The motion vector outputs -of calculator 68 are ap-
plied in FIG. 4 10 half pixel estimator 69. Half pixel
motion is deduced from the changes in the prediction
errors around the region of minimum error. The simple
approach used in estimator 69 is to derive the half pixel
motion independently in the x and y directions by fitting
a parabola to the three points around the minimum,
solving the parabola equation, and finding the position
of the parabola's minimum. Since all that is desired is }
pixel accuracy, this process simplifies to performing the
following comparisons:

(Px+1 = pz) 1

oo , @
ifPx-1 — pa) < 3 then x' = x — =5~

and

Px-1 = px)

. - (3)
if (px+1 = pa) < I w—

lhcnx':x-}-;—

where p; is the prediction error at x, and x’ is the de-

‘duced half pixel motion vector.

The searches in both stages of motion vector genera-
tor 13 can extend over the edges of the image to allow
for the improved prediction of an object entering the
frame. The values of the pixels outside-the image should
be set to equal the value of the closest known pixel.

The above describes the structure of motion vector
generator 13. All of the computational processes can be
carried out with conventional processors. The pro-
cesses that can most benefit from special purpose pro-
cessors are the motion estimation processes of elements
64 and 67; simply because of the number of operations
called for. These processes, however, can be realized
with special purpose chips from LSl Logic Corpora-
tion, which offers a video motion estimation processor
(L.64720). A number of these can be combined to de-
velop a motion estimation for any sized block over and
sized area. This combining of L64720 chips is taught in
an LSI Logic Corporation Application Note titled
“LG720 (MEP) Video Motion Estimation Processor”. .

MOTION VECTOR SELECTOR/ENCODER 14

The reason for creating t&e 32X 16 blocks is rooted in
the expectation that the full set of motion vectors for the
8% 8 blocks cannot be encoded in the bit budget allo-
cated for the motion vectors. On the other hand, send-
ing only 32X 16 block motion vectors requires 28,672
bits—which results from multiplying the 14 bits per
motion vector (7 bits for the horizontal displacement
and 7 bits for the vertical displacement) by 32 blocks in
the horizontal direction and 64 blocks in the vertical
direction. In other words, it is expected that the final set
of motion vectors would be a mix of 8x 8 block motion
vectors and 32X 16 block motion vectors. It follows,
therefore, that a selection must be made of the final mix
of motion vectors that are eventually sent by the
HDTYV transmitter, and that selection must fit within a
preassigned bit budget. Since the number of bits that
define a motion vector depends on the efficacy of com-




Case 3:09-cv—0137ﬁ' -CAB Document 1 Filed 06/239 Page 118 of 129

. 11
pression encoding that may be applied to the motion
vectors, it follows that the selection of motion vectors
and the compression of the selected motion vectors are
closely intertwined.

The basic philosphy in the encoding process carried
out in selector/encoder 14 is to fil] the bit budget with
as much detailed information as is possible. That is, the
aim is to use as many of the 8 X8 motion vectors as is

_ possible. Our approach is to start with the set of 32x 16
block motion vectors, compress this sequence of motion
vectors, develop a measure of the number of bits left
over from the preassigned bit budget, and then enter an
iterative process that allocates the leftover bits. To
simplify the process, the 32X 16 motion vectors are
grouped into sets, and each set is coded as a unit. The
sets, or slices, that we employ are 2 by 3 arrays, (six
32X 16 motion vectors in all) as depicted in FIG. §.

The encoding process starts with encoder 14 (FIG. 1)
developing the codes for the first six 32X 16 motion
vectors described above and compressing those codes

15,136,377
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. identifier provided by memory 73 is applied to memory

0

20

with a variable length code, such as a Huffman coder. .

The first code in the group specifies a first 32X 16 mo-
tion vector in the slice in an absolute sense. Thereafter,
the remaining § motion vectors are specified by the
difference between the’ vectors and the first vector.
Following the 32X 16 motion vectors of the slice, a bit
is included 1o indicate whether any of the 32X 16 blocks
in the slice are also specified by the more refined infor-
mation of the 8 X8 motion vectors. If so, a code is pro-
vided that specifies which of the blocks are so more
refinely specified, and thereafter, up 10.6 times 8, or 48,
codes specify the included 8 X 8 motion vectors.

Thus, the encoded format of the slice (with reference
to FIG. §) forms a packet as follows:

field # of biis description

1 1-16 motion vector C

2 1-16 mation vector A-C

3 1-16 motion vector B-C
4 F-16 motion vector D-C

] 1-16 motion vector E-C
6 1-16 motion vector F-C

7 1 subdivisions in slice

] 6 identify subdivisions
9+ 1-14 8 x 8 motion vectors

FIG. 6 presents a block diagram of selector/encoder
14. With each 3216 motion vector that it receives
from half pixel estimator 69, it also receives the associ-
ated 8 X8 motion vectors and the improvement infor-
mation. The incoming 32X 16 motion vectors are sent to

- Huffman coder 70, the 8 X 8 motion vectors are sent to
memory 71, and the improvement information is sent to
sorter 72. Sorter 72 has an associated memory 73 for
storing the relevant information about the improvement
signals in sorted order, by the magnitude of the im-
provement; with the relevant information being the
identity of the 32X 16 block that is associated with the
improvement value. )

Huffman coder 70 develops a code for the first six

fields of the slice packet and stores that information in
memory 74. Concurrently, it accumulates in accumula-
tor 75 the bits generated in the coding process. The
number of bits developed in accumulator 75 is com-
pared to the preassigned bit budget (which is a fixed
number) in threshold detector 76. As long as that bud-
get is not exceeded, threshold 76 sends a signal to mem-
ory 73 requesting it to access the identifier at the top of
the sorted queue (and delete it from the queue). The

25

71, where it causes memory 71to output the eight 8 x 8
motion vectors associated with the 32X 16 block. The
motion vectors delivered by memory 71 are applied to
Huffman coder 70 which compresses that information, -

‘adds the compressed information to memory 74 (under

control of the memory 73 output signal), and accumu-
lates the compressed bits in accumulator 75. This com-
pletes one iteration. ' _
The operation of threshold circuit 76 and the entire
iteration is repeated until the bit budget is exceeded. At
that point, memory 74 contains the appropriate mix of
coded motion vectors that are delivered to buffer 15 in
FIG. 1. As depicted in FIG. 6, the uncoded motion
vectors applied to Huffman circuit 70 are also applied to
memory 77. Those vectors are applied to motion com-
pensator circuit 16 and to buffer 17 in FIG. 1.

MOTION COMPENSATOR CIRCUITS

To develop its output signals, motion compensator
circuit 16 (in FIG. 1) merely needs to access data in
buffer 19 under control of the motion vectors selected
by motion vector selector/encoder 14. This .is easily
achieved by having buffer 19 be a random access mem-
ory with multiplexed control. Output signals destined to

* motion compensator 16 are under contro} of the motion
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vectors, while output signals destined to buffer 51 are
under control of a sequential counter.

Motion compensator circuit 43 (in FIG. 2) is identical
to motion compensator circuit 16.

LEAK CIRCUIT

The leak circuit comprises leak processor 20 and
multiplier 23. Multiplier 23 modifies the signals of mo-
tion compensator circuit 16 prior to their application to
subtracter 28. Substracter 26 excludes the mean signal -
from considerations, in an effort to reduce the dynamic
range of the signals considered in DCT transform cir-
cuits, 29 and 30.

The processing within element 20 takes some time, of -
course, and therefore, FIG. 1 includes buffers 21 and 22.
Buffer 22 delays the image signal applied to subtracter
28, and buffer 21 delays the motion vectors signals sent
by motion compensator circuit 16.

Directing attention to leak processor 20, one way to
look at the leak circuit is as a mechanism for reducing
the DFD (displaced frame difference) developed at the
output of subtracter 28. The entire effort of developing
good motion vectors, therefore, is to reduce the DFD
out of subtracter 28. To the extent that the leak circuit
can reduce the DFD further, its employment is benefi-
cial.

One way to reduce the DFD is to minimize the DFD -

. as a function of the leak variable a. That is, the need is

to determine a such that

3E((1 - aDR?) o )

da

where I is the image frame signal of buffer 18, DF is the
displaced frame signal of motion compensator circuit
16, a is the multiplicative leak value, and E{X} is the
expected value of X. The solution to the above equation
is | .
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E{I- DF) (5)
E{DF?} '

Thus. one embodiment for processor 20 merely com-
putes a, in accordance with equation (5) in response to
_signals I(t-2) and DF(1-2). The computations performed
in processor 20, in such a case, are simple multiplica-
tions and averaging (sum and divide), so they are not
described any further herein. Suffice it to state that
processor 20 may be a conventional arithmetic proces-
sor (e.g., a DSP integrated circuit).

Although the calculations performed in processor 20
are straight forward, they are still rather numerous
(though not anywhere near as numerous as the calcula-
tions needed for selecting the motion vectors). A some-
what simpler calculation task can be assigned to proces-
sor 20 by observing the following.

Considering the limits to which the leak factor should
be subjected, it is clear, for example, that the leak factor
cannot be allowed to reach and stay at 1.0. Some leak of
the actual image must always be present. Otherwise, a
receiver that freshly tunes to the transmitier cannot
construct the image signal because it lacks all historical
information; i.e., it never has the correct “‘previous
frame" information to which the motion vectors can be

_ successfully applied. Also, a noise accepted by the re-

ceiver would never disappear. Thus, a maximum level
must be set on the long term ‘value of the leak factor;
such as 15/16.

It is also clear that when there is a scene change, a
leak factor of value O is best, because it completely
discards the old scene and begins to build a new one. It
may be noted that scene changes are relatively frequent
in commercial TV programs. Setting a to 0 also helps in
capturing the necessary historical information for
freshly tuned-in receivers and for receivers who have
corrupted historical information because of noise. Of
course, the value of a should not be maintained at 0 for
too long because that creates a heavy transmission bur-
den.

In view of the above, in its simpler form, the process
carried out by processor 20 need only determine the
occurrence of a scene change and set a to 0 at every
such occurrence. Thereafter, a may be incremented at a
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sor 53 at the output of DCT transform 30) two o(t-4)
signals are developed. ]

The leak factor that is sent to the encoding loop of
FIG. 2 is selected based upon the two o(t-4) signals
developed. When there is a scene change, the two o
signals will not differ much because the frame will have
a poor prediction, resulting in a high value of the DFD
standard deviation. In fact, the deviation of the DFD
might even be higher than the standard deviation of the
original frame. In such a case (i.e., when the two o
signals differ by more than a chosen threshold), it is
clear that a leak of 1 (no prediction) is to be selected
and, accordingly, the leak factor a=0 is sent to FIG. 2.
When the two a signals do differ by more than the
chosen threshold, then a fixed leak factor, such as
a=15/16 is sent to FIG. 2.

The block diagram of the forward estimation section
of the encoder (i.e. FIG. 1), can be simplified somewhat
by adopting this leak approach. This is shown in FIG.
16, where processor 20 is dropped, as well as a number
of buffers. On the other hand, another processor §3 had
to be added, a subtracter, a threshold device, and a
selector that selected one of two sets of scale factors and
standard deviation measures and either a leak factor of
0 or 15/16.

. DCT TRANSFORM CIRCUITS

Transform circuits 29 and 30 (FIG. 1) and 37 and 40
(FIG. 2) develop two dimensional transform. Circuits
29, 30 and 37 convert time domain information into

" frequency domain information, and circuit 40 performs
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the inverse. The hardware for creating two dimensional
transforms can follow the teachings of U.S. Pat. No.

-4,829,465 issued May 9, 1989, titled **High Speed Cosine

Transform™,

PROCESSOR 53

Processor 53 computes scale factor signals S; and
standard deviation signal o for the frame. With an 8 x 8
DCT transform, there are 64 scale factor signals. The

. scale factor signals are developed by evaluating

preselected rate with every frame so that after m .

frames, the value of a is allowed to reach amax (€.8.,
15/16). Of course, if there is another scene change
within the m frames, a is again reset to 0 and the incre-
menting is restarted.

This simple approach for developing a can be imple-
mented simply with a scene-change determining circuit,
and an accumulator. The scene-change determining
circuit may simply be a circuit that adds the magnitudes
of the displaced frame difference signals; ie, Z|I,.
2—DF,.z|. That provides a measure that, when com-
pared to a threshold, determines whether a scene
change has occurred. This is depicted in FIG. 7 where
element 34 develops the sum signal X |I,.,—DF.2| and
applies this signal to threshold circuit §8. The output of
circuit 58 is applied to a disable lead of adder §9, which
adds the value in threshold register 60 to the value in
register 57. The output of register 57 is the leak factor,
a.

A still another. approach is to employ a fixed leak at
the input to multiplier 23, and to develop a two level
leak factor thereafter. By placing a processor 53 at the
output of DCT transform 29 (in addition to the proces-
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. : - (6)
S = \l— I S
v K1 all blocks Y

where s;; is the frequency ij coefTicients produced by
DCT element 30 and K is the number of 8 X 8 blocks in
the frame. The standard deviation, o, is a single value
for the frame and it corresponds to

1 . o ™
= \l I 1 .
c K an pixels ¥/

where K3 is the number of pixels in the frame. Of
course, these calculations can be performed quite easily
with a conventional processor, since they only require
squaring, adding and taking the square root. Still, since
the answer cannot be ascertained before the entire
frame has been processed, the outputs of processor 53
are marked S,‘,(.t-t) and o(14).

QUANTIZER-AND-VECTOR-SELECTOR (QVS)
. 38
DCT transform circuit 37 develops sets of 8 X8 fre-

quency domain coefficients. In order to simplify coding
in QVS 38 which follows circuit 37, it is best to group
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these sets; and one possible such grouping is a 2Xx2
array. This is illustrated in FIG. 8 where a 2 X2 array of
8 % 8 sets of coeflicients (left side of the F1G.) are com-
bined to form a 64 cell superblock vector (right side of

the FIG.), where each cell contains 4 members. A first’

‘level of simplification is introduced by placing a restric-
tion that the coefficients in each cell can be quantized
only with one quantizer. A degree of sophistication is
introduced by allowing a different quantizer to be used
for quantizing different cells. The number of different
quantizers is limited to a preselected number, such as 4,
" to reduce the hardware and to simplify the encoding.

This (side) information, which is the information that
identifies the choices, or selections, must is sent to the
receiver. The number of possible selections (patterns, or
vectors) is 644. Defining this range of selections in bi-
nary form would require 128 bits of information, and
that is still more bits than is desirable to use.

Consequently, a second level of simplification is in-
troduced by arbitrarily electing to only employ a lim-
ited number of patterns with which to represent the
superblock vector. That number may be, for example,
2048, which would require only 11 bits to encode. Vari-
able length encoding might further reduce the amount.
The 2048 selected patterns are stored in a vector code-
book.

Viewing the task of choosing a codebook vector (i.e.,
quantization pattern) in somewhat more mathematical
terms, for each transform coefficient that is quantized, a
quantization error may be defined by

g=|x-QUx)| n
where Q(x) is the quantized value of the cell member x
(the value obtained by first encoding x and then decod-
ing x). For equal visibility of the errors throughout the
image, it is desirable for this quantization error to be
equal 1o some target distortion level, d, which is ob-
tained from perceptual coder 49. It is expected, of
course, that using the codebook vectors would not yield
this target distortion level in all instances. Hence, we
define a selection distortion error by
e=|g-dl. (8)
The total selection error for a.cell is the sum of the
individual selection errors of equation 9 over the 22
array of the cell members; and the overall selection
errors for the superblock vector is the sum of the total
selection errors of the 64 individual cells.

The process for selecting the appropriate codebook
vector considers each of the codebook vectors and
selects the codebook vector that offers the lowest over-
all selection error. In cases where two different code-
book vectors offer the same or almost the same overall
selection error, the vector that is selected is the one that
results in fewer bits when the superblock is quantized.

Before proceeding to describe in detail the block
diagram of QVS 38, it is convenient to first describe the
element within QVS 38 that evaluates the selection
error. That element is depicted in FIG. 9.

FIG. 9 includes 3 parallel paths corresponding to
each of the 3 nontrivial quantizers selected for the sys-
tem (“drop the cell” is the fourth *“quantizer”, but it
represents a trivial quantization schema). The paths are
identical. .

The scale factors derived in the forward estimation
section of FIG. 1 are used to effectively match a set of
standard quantizers to the data. This is done by first
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dividing the input signal in divider 90 by the scale fac-
tors. The scaled signals are then applied in each path to
(quantizer) 81 and to subtracter 83. The quantized out-
put data of encoder 81 is decoded in quantization de-
coder 82 and multiplied by the scale factors in multiplier
78. The result is the signal plus quantization noise. The
quantization noise is isolated by subtracting the output
of multiplier 78 from the original signal applied to di-
vider 90. The subtraction is accomplished in subtracter
83. Of course, each of the encoder and decoder pairs in
FIG. 9 employs a different quantizer,

The output of each subtracter 83 is the quantization
error signal, [q| for the employed level of quantization.
The global target distortion level, d, is subtracted from
|q| in subtracter 84, and the results are added in accu-
mulator 85. In accordance with equations 8 and 9, sub-
tracter 83 and 84 are sign-magnitude subtracters that
yield the magnitude of the difference. The output of
cach accumulator 85 provides the selection error for the
cell received at the input of quantizer 81, based on the
level of quantization of the associated quantizer 81.

The quantized signal of quantizer 81, which forms

. another output of the path, is also applied to rate calcu-
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lator 86 which develops a measure of the number of bits
that would be required 1o describe the signal of the
incoming cell. if quantizer 81 were selected as the best
quantizer to use. To summarize, each element 80 of
FIG. 9 receives cell information and delivers a quan-
tized signal, selection error signal and rate information
for each of the possible quantization levels of the sys-
tem. .

The fourth path—which is not shown in FIG. 9—is
the one that uses a **0 quantizer”. It offers no quantized
signal at all, a rate for this quantized signal that is 0, and
an error signal that is equal to its input signal. The target
distortion is subtracted from this and the absolute value
accumulated as with the other quantizers.

FIG. 10 presents an embodiment of- QVS 38. The
input from DCT transfer element 37 (FIG. 2) is first
applied to buffer 178 to create the superblock vectors
(arrangement of cells as depicted at.the right side of
FIG. 8). The 64 cells of the superblock vector are each
applied to a different one of the 64 blocks 80. As de-
scribed in connection with FIG.'9, each block 80 devel-
ops a number of output triplets, with each triplet pro-
viding a quantized signal, a measure of the selection
error of the cell in response to a given level of quantiza-
tion, and the resulting number of bits for encoding the
cell with that given level of quantization. The outputs of
the 64 blocks 80 are each applied 10 64 selector blocks
79. ‘

The 64 selector blocks 79 are responsive to blocks 80
and also to codebook vector block 87. Block 87 contains
the set of codebook vectors, which are the quantization .
selection patterns described above. In operation, block
87 cycles through its codebook vectors and delivers
each of them, in parallel, to the 64 selector blocks. More .
particularly, each of the 64 elements of a vector code-
book is fed to a different one of the 64 blocks 79. Under
control of the applied codebook vector signals, each
selection block 79 selects the appropriate one of ‘the
output triplets developed by its associated block 80 and
applies the selected triplet to combiner circuit 88. The
output of combiner circuit 88 is a sequence of quantized
superblock signals, and the associated overall error and
rate signals for the different codebook vectors that are
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sequentially delivered by codebook block 87. These
overall triplet signals are applied to threshold circuit 89.

Threshold circuit 89 is also responsive to codebook

block 87. It maintains information pertaining to the

identity of codebook vector that produced the lowest -

overall selection error level, the number of bits that this
codebook vector requires to quantize the superblock
vector and, of course, the quantized superblock vector
itself. As indicated previously, in cases where two code-
book vectors yield very similar overall selection error
levels, the vector that is selected is the one that requires
a fewer number of bits to quanuze the superblock vec-
tor.

The process of threshold circuit 89 can be easily
carried out within two hardware sections. In the first
section, a comparison is made between the current low-
est overall selection error and the overall selection error
that is applied to threshold circuit 89. The overall selec-
tion error that is higher is arbitrarily caused to assume
some maximum rate. The setting to a maximum rate is
disabled when the applied overall selection error is
equal or almost equal 1o the current lowest overall
selection error. In the second section, a comparison is
made between rates, and the overall selection error with
the lower rate is selected as the new current lowest
overall selection error. After all of the codebook vec-
tors are considered, threshold circuit 89 outputs the
identity of one (optimum) codebook vector and its val-
ues for the superblock vector delivered by buffer 178.
The process then repeats for the next superblock.

From threshold circuit 89 the codebook vector iden-
tification and the quantized values of the superblock
vector cells are applied to degradation decision circuit
‘115. As mentioned earlier, in a digital HDTV system
that aims to communicate via terrestrial transmission, it
is important to provide for graceful degradation; partic-
ularly since existing analog TV transmission in effect
offers such graceful degradanon

Graceful degradation is achieved by sorting the mfor-
mation developed and designating different information
for different treatment. The number of different treat-
ments that one may wish to have is a designer's choice.
In the system as depicted in FIG. 2, that number is two
(encoders 46 and 47). The criterion for differentiating

may be related to spatial resolution, to temporal resolu-

tion, or, for example, to dynamic range.

With a strictly temporal resolution approach, for
example, the task of block 115 may be quite simple. The
idea may be to simply allow every odd frame to have
all, or a large portion, of its information designated for
superior treatment, and every even frame to have most,
if not all, of its information designated for poorer treat-
ment. In accordance with such an approach, degrada-
tion decision circuit 115 need only know whether the
frame is even or odd and need be able to assign propor-
tions. During odd frames most of the signals are routed
to variable length encoder 47 for superior treatment,
and during even frames most of the signals are routed to
variable length encoder 46 for poorer treatment.

For a spatial resolution approach to different treat-
ment, what is desired is to give preferential treatment to

. the low frequency components in the image over the
high frequency components in the image. This can be
easily accomplished in the system depicted in FIG. 2 in
one of two ways. Experimentally it has been determined
that the codebook vectors of block 87 form a collection
of vectors that can be ordered by the number of higher
frequency components that are included in the vector.

5
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Based on that, degradation decision circuit 115 need
only know which codebook vector is being sent (that
information is available from threshold circuit 89) and
direct its input information to either encoder 47 or 46,
accordingly. Alternatively, the low frequency cells of
all the vectors may be designated for preferential treat-
ment and sent to encoder 47.

It may be noted in passing that the above discussion
regarding what information is sent to encoder 47 and
what information is sent to encoder 46 relates to the
quantized signals of the superblock vectors, and not to
the identity of the codebook vectors themselves. At
least where the low frequency coefTicients of all of
superblock the vectors are sent to encoder 47, the iden-
tity of the codebook vectors must all be sent to encoder
47.

VARIABLE LENGTH ENCODERS 46 AND 47

Variable length encoders 46 and 47 may be conven-
tional encoders, such as Huffman encoders. The reason
two are used is because the information directed to

- encoder 47 needs 10 be encoded in 2 manner that will
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guarantee a betier chance of an error-free reception of
the encoded signal. Therefore, the encoding within -
encoder 47 may be different from the encoding within
encoder 46. .

Of course, the encoding per se may not be deemed
enough o enhance the chances of error-free reception
of the signals encoded in encoder 47. Additional encod-
ing. therefore, may be carried out in BFF block 56, or
even beyond block 56.

INVERSE QUANTIZER 39

Inverse quantizer 39 is responsive to the scale factors
S;i» but with respect to the quantized superblock signals,
it is responsive only 1o that output of QVS 38 which'is
applied to variable length encoder 47. In other words,
inverse quantizer 39 operates as if it has a very poor
reception, with none of the signals from encoder 46
having reached it. A block diagram of block 39 is de-
picted in FIG. 11. As shown in FIG. 11, inverse quan-
tizer 39 includes a vector codebook 102 that is identical
to codebook 87 and a quantization decoder 103. With
the direct aid of codebook 102, decoder 103 reverses the
quantization effect of QVS 38. It is understood, of
course, that the quantization noise introduced by the
quantization encoder of QV'S 38 cannot be reversed, but
at least the general level of the initial signal is recov-
ered. For example, say that the quantization steps
within QVS 38 converted all levels from 0 to 8 1o 0",
all level between B and 1610 “1", all levels from 16 to 24
to 2", and all level from 24 to 32 to “3”. For such an
arrangement, inverse quantizer 39 may convert a 0" to
4,2"1"1012,a"2" to 20 and a **3" 10 28. An input of
22 would be quantized to 3" by QVS 38, and the quan-
tized *'3" would be inverse quantlzed in circuit 39 to 20.
The quantization error level in this case would be 2.

Following the inverse quantization step within block
39, a correction step must be undertaken. Remembering
that the input signals were scaled within QV'S 38 prior
to quantization, the opposite operation must be per-
formed in block 39 and, accordingly, the output of °
decoder 103 is applied to multiplier 104 which is respon-
sive to the scale factors Sj. The output of multiplier 104
forms the output of inverse quantizer 39.

\
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PERCEPTUAL CODER 49

Before proceeding to describe the details of percep-

tual coder 49, it should be pointed out that the choice of
what functions are included in the forward estimation
block of FIG. 1 or in BFF block 56 and what functions
are included in the perceptual coder is somewhat arbi-
trary. As will be evident from the forward estimation
below, some of the functions could easily be included in
the forward estimation block or in BFF block§6.

The primary job of perceptual coder 49 is to assist
QVS 38 1o take an input image frame and represent it as
well as possible using the number of bits allocated per
frame. The process which produces the transformed
displaced frame difference at the output of element 37
(FIG. 2) is designed to produce a representation which
has less transform domain statistical redundancy. At
that point, all of the information required to reconstruct
the original input image still exits. It has only been
transformed into representation that requires fewer bits
to represent than the original. If there were enough bits
available, it would be possible to produce a “coded”
image that is bit for bit equivalent to the original.

Except for the most trivial of inputs, there are not
enough bits available to represent that signal with that
degree of fidelity. Therefore, the problem that must be
solved is to produce a coded image that is as close to the
original as possible, using the available bits, subject to
the constraint that the output will be viewed by a
human observer. That constraint is what perceptual
coder 49 introduces via the target distortion signal that
it sends to QVS 38. In other words, two constraints are
imposed: 1) the result must be an essentially constant bit
rate at the output of BFF 86, and 2) the error must be
minimized, as perceived by a person.

One way of performing the bit assignment to assume
a linear system and minimize the mean square error
between the original image and coded image. This is the
approach taken in many image coders. The problem
with this approach is that the human visual system is not
a linear system and it does not utilize a mean-square-
error metric. The purpose of perceptual coder 49, there-
fore, is to provide perceptual thresholds for performing
bit allocation based on the properties of the human.
visual system. Together, they form the target distortion
level of F1GS. 9 and 10.

Perceptual thresholds provide a means of performing
bit allocation so that the distortion present in the coded
image appears, to a human observer, to be uniformly
distributed. That is, though the use of perceptual thresh-
olds the coded artifacts that are present will all have
about the same visibility; and, if the bit rate of the sys-
tem is reduced, the perceived quality of the coded
image will generally drop without the creation of any
obvious (i.e., localized) coding errors.

FIG. 12 presents a block diagram of perceptual coder
49. It includes perceptual threshold generator 93 re-
sponsive to the [7(t-4) signal from the forward estima-
tion.block of FIG. 1, a rate processor 91 responsive 10
bufTer fullness signal from the output buffer within BFF
block 86, and a multiplier 92 for developing the target
distortion signals in response to output signals of gener-
ator 93 and processor 91.

The output of the perceptual threshold generator 93
is a set of thresholds, one for each frequency domain
element received by element 38 (FIG. 2), which give an
estimate of the relative visibility of coding distortion at
that spatial location and for that frequency band. As
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described in more detail below, these thresholds depend
on the scene content of the original image and hence,
the bit allocations adapt to variations in the input.

One image characteristic accounted for in generator
93 is frequency sensitivity. (In the context of this disclo-
sure, we deal with transform domain coefficients, which
are related 10 rapidity of changes in the image, and not
with what is normally thought of as “frequency™. In the
next few paragraphs, however, it is believed helpful to
describe what happens in terms of “frequency”.) Fre-
quency sensitivity exploits the fact that the visual sys-
tems modulation transfer function (MTF) is not flat.
Relative visibility as a function of frequency starts at a
reasonably good level, increases with frequency up to a
peak as some frequency, and thereafter drops with fre-
Qquency to below the relative visibility at low frequen-
cies.

The MTF function means that more quantization
error can be inserted at high frequencies than at low
frequencies. Therefore, the perceptual thresholds for
the high frequency subbands will be higher than those
for the lower frequency subbands. The absolute fre-
quency at which the peak visibility occurs depends on
the size of the screen and the viewing distance. Approx-
imately, however, the peak visibility occurs near the
upper end of the second lowest frequency elements
applied to QVS 38. Also, since the HVS is sensitive to
low frequency flicker, the DC threshold is set to a value
substantially less than that strictly required by the
MTF. '

Extending perceptual thresholds to textured input
requires a definition of texture.” “Texture” may be
viewed as the amount of AC energy at a given location,
weighted by the visibility of that energy. Actually,
however, the HVS is very sensitive to distortion along
edges, but much less sensitive to distortion across edges.
This is accounted for by introducing the concept of
directionality. Instead of computing a single texture
estimate over all frequencies, separate estimates are
made for horizontal, vertical, and diagonal components
(RawHoriz, RawDiag and RawVert components) from
which ‘horizontal texture (HorizTex), diagonal texture
(DiagTex) and vertical texture (VertTex) signals are
developed in accordance with equations 10, 11 and 12.

HorizTex =RawHoriz +0.50 x RawDiag 10’

DiagTex=0.25 X RawHoriz + RawDiag +0.25-

X RawVen 1)

VerTex=0.5x RawDisg + RawVert (12)

where

" RawHoriz = (%

2 MFTo,) - TPo).
over

8 % 8window

which is a summation only over the top row of the 8 X8
window;

RawVert = Rl

I MFTLO) - THG.0),
over

8 x Bwindow

which is a summation only over the left column of the
8 X 8 window; and : :
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RawDiag = 3 MFTUD - ITGA.
over

8 x 8window

where i = Oandjl;O

which is a summation over the remaining frequency
elements in the window. Actually, the summations may
be restricted to the lowest frequency quadrant, since
these coefficients contain over 90 percent of the energy
in typical 8 X8 windows.

The final component in generator 93 accounts for
temporal masking. When, at a fixed location in the
scene, there is a large change in image content between
two frames, the HVS is less sensitive to high frequency
details at that location in the current frame. By detect-
ing the occurrence of large temporal differences, the
perceptual thresholds at these locations can be in-
creased for the current frame. This allows the bits that
would have been allocated 1o the high frequency detail

at these locations to be utilized for other portions of the

image.

In FIG. 13, the transformed image information (with
the mean removed), 17(t-4) is applied to adder 101, to
buffer 94, to subtracter 95, to current texture processor
96, and to base threshold look-up table 111. Adder 101
combines the (0,0) coefficients of 17(T-4) with its mean
signal, M(1-4) to produce a local brightness estimate and
sends the results to brightness correction truncation
circuit 97. Thus, circuit 97 converts the (0,0) transform
coefficients to local brightness correction control sig-
nals that are applied to brightness correction look-up
table 110.

The other 63 subbands are split into two data streams.
One goes to frame buffer 94 and to subtracter 95, where
a temporal frame difference is developed. This differ-
ence is used to compute the temporal masking correc-

tion by applying the temporal frame difference to tex--

ture. processor 98. The other path is applied to texture
processor 96 directly. Texture processors 96 and 98
each implement equations 10 to 15.

Asdepicted in FIG. 14, a texture processor comprises
a look-up table (LUT) 114 which receives the image
signals 17(x,y) of frame t-4 and develops the factors
MTF(x,y)-17%(,j) of the frame for equations 13, 14, and
15. Selector 105 routes each factor to either RawHoriz
accumulator 106, RawVert accumulator 107 or Raw-
Diag accumulator 108. The developed raw texture esti-
mates are appropriately added in combiner 109 accord-
ing to equations 10, 11 and 12 to result in the projected
directional texture estimates.

Continuing with ‘FIG. 13, the two sets of projected.

directional texture estimates developed in processors 96
and 98 are passed though combiner 99 which develops

a CombinedTexture signal in accordance with the fol-

lowing equation:

Combined Texture =To{(Outputs of 96) + T1(Outputs
of 98).

(16)

" where To and T, are fixed weighting constants; typi-
cally, 0.5. The combined texture estimates are applied to
a Mapping LUT 100, which develops texture correction
factors in accordance with:

TextureCorrection= 1+ K log(] + K:Combined-
Texture)

an
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where K1 is a constant, typically between 0.5 and 2, and

K2 is a constant typically between 1/1000 and 1/10000.

This LUT converts the directional power domain tex-

ture estimates to amplitude domain threshold correc-

tions. :

The output of LUT 100 is applied to brightness cor-

rection look-up table 110, which is also responsive to’
brightness correction signal of block 97. This table mul-

tiplies the amplitude domain texture threshold correc-

tions by the appropriate brightness correction factor.

The output of look-up table 110 is finally applied to base

threshold look-up table 111, which modulates the image

signal with the output of table 110 and thereby develops

a perceptual threshold for each frequency element of
each block of the frame signal 17(t-4). The base thresh-

old LUT takes the appropriate directional texture/b-

rightness correction factor and applies a frequency de-

pendent base threshold. That is, it develops signals

PT(t-4), which are the 64 signals for each frame, one

for each of the frequency coefficients supplied by DCT

circuit 37 to QVS 38. ,

As stated above, one of the goals of perceptual coder
49 is to insure that the rate of bits delivered by QVS 38
(through BFF 56) to subsequent circuitry is essentially
constant. This is accomplished by making sure that the
fullness of the buffer within BFF 56 is controlled prop-
erly.

The buffer control within the encoder of FIG. 2 is
based upon modifying a frame-wide target distortion
within QVS 38. If the buffer fills up to a point.higher’
than some reference level, a larger target distortion is
set to allow the buffer to lower its occupancy level. On
the other hand, if the buffer fullness is lower than the
reference level, then a lower target distortion is set.

Given a certain buffer fullness B, the desired buffer
fullness for the next frame can be formulated as

By i\ = Brep+(Bp— Brey X ko (13)
where B.sis the desired level of buffer fullness, B,is the
buffer fullness at frame p, and kg is a buffer control
parameter which is constant,

O<ko<I. (14)

But,

Ep-’l=Bp+Rp+l—RCH- (15)
where R, 1 is the number of bits coming into the buffer
at frame p+1, and Rcp is the number of bits (channel
capacity) that leave the buffer with each frame.

We have determined experimentally that one good
target rate for a chosen distortion level D, R7(D), can

. be calculated (using the t4 frame reference in FIG. 2)

65

and ‘where T stands for “target”, in accordance with
equation 16.

. (16)
Dr
RIDP = a + blog (—-—)

Oi—4

where the standard deviation o is computed in proces-
sor 53 (FIG. 1) and parameters a and b are computed
from the two previous frames by -
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an
Ri-s - R,
b = min | bmox. it =t
(T ) m(2)
& -3 o8 Ti-6
and

(18)

D,.s
o5

)

The minimization operation in equation 17 is included
merely to avoid instabilities for small values of the de-
nominator. Using equations 16, 17 and 18, the target
distortion is :

a=R,_5—b-log(

(RT-0a)
L

19
Dr= o4

Replacing the rate, Ry in equation 19 with the buffer
fullness measures (with the aid of equation 15), yields

)e

The computation of equation 20 is performed in pro-
cessor 91. It requires the constant ko, the constant B,.s
the current frame's o value (0r,4), the previous frame's
D value, o value and B value (D(t-§), or(t-5), and B(t-
5)), and the B value before that (i.e., B(t-6)). The sigma
values come from processor 53 (FIG. 1) and the B val-
ues come from BFF block 56. Of course, the various
delayed images of B and o are obtained with appropri-
ate registers within processor 91. The exponentiation
and other computations that are called for by equation
20 can be either computed or derived from a look-up
table. )

{181 $ = Bre) » k04 (B~ $ = B~ 6)} (20)

-b

D,_s
Tr-3

Dr=o0i-4 (

The D value developed by processor 91 is applied to.

multiplier 92 to alter the perceptual thresholds devel-
oped in block 93. The altered perceptual threshold sig-
nals are applied, as described above, to selectors 79 in
FIG. 10.

BUFFER FULLNESS AND FORMATTER 56

As indicated above, buffer fullness circuit 56 needs to
supply perceptual coder 49 with the information on
buffer fullness. Of course, that implies that block 56
includes a buffer which is filled. That indeed is the case.
BFF block 56 accumulates the various segments of data
that must be transmitted and forwards that data to mod-
ulation circuitry, power amplification circuitry, and the
transmitting antenna.- .

To recap block 56 accepts the following signals:

1. The coded motion vectors CODED MV(14).

These are a collection of Hoffman coded packets,
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where each packet describes the motion vectors of ¢

a slice, as described in detail in connection with
FIGS. S and 6.

2. Leak factor signals L(t-4).

3. Scaling factors S;;.

4. Coded information from encoder 47, which is the
identity of the codebook vectors selected from
codebook 87, and the quantized superblock vec-
tors.
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5. Coded information from encoder 46 (much like
information from encoder 47).

As indicated above, the encoded information of en-
coder 47 is considered more important than the encoded
information of encoder 46 and accordingly, only after .
the encoded information of encoder 47 is accepted and
there is room left in the buffer of block.56, will the
information of encoder 46 be considered for inclusion.
However, even with respect to the information of en-
coder 47, the buffer of block 56 is filled with the more
important information first. Buffer underflow in BFF §6
is handled by delivering dummy data to the following
circuitry, in order to maintain a constant bit rate into the
channel. This highly unlikely event is easily handled by
simply retransmitting the data at the buffer’s 0 address.

Bufler overflow is handled by simply not transmitting
data that doesn't fit into the buffer, in which case it is
advisable to drop the least significant data first. By
“drop” we mean not transmit some of the data that is in
the buffer and empty the buffer for the next frame's
data, and not load the buffer with new data that is of
low importance. Of course, the buffer fullness measure-
ment in combination with the perceptual thresholds are
combined in perceptual block 49 to form a global target
distortion level that will allow the output buffer of
block 56 to be populated with all of the data that is
generated; including the data of encoder 46. The pri-
mary consequence of the encoding within encoder is to
allow more sophisticated encoding in the data of en-
coder 47 which, in turn, enhances the receivability of
those signals. S, )

The information received from sources other than
encoder 46 need to be transmitted in a manner that is
likely to be received correctly. That means that the
formatter section of block 56 must encode the informa-
tion is a manner that will ensure that. This can be ac-
complished with conventional coder means that incor-
porates error correcting codes. The signals derived
from other than encoder 46 are encoded with powerful
error correcting codes, while the signals received from
encoder 46 are encoded with less powerful error cor-
recting codes (or perhaps no error correcting codes. -

In a copending application, Ser. No. 07/611,225 a
system is disclosed for encoding signals using the con-
cepts of code constellations. Code constellations can be
formed with some codes in the constellations having a
large Hamming distance from all other codes, while
other codes in the constellations have a smaller Ham-
ming distance from other codes. The principles of such
coding can be advantageously incorporated within the
formatter section of block $6, or in circuitry beyond
block 56 to achieve the goals of graceful degradation.

HDTV RECEIVER'S DECODER

FIG. 15 present’s a block diagram of an HDTV re-
ceiver that conforms to the HDTV transmitter encoder -
described above. It receives the signal, e.g., from an
antenna, and decodes i in block 211 to yield the signals
loaded into BFF block 56 within the transmitter. These .
signals are the codebook vector identifiers, the quan-
tized superblock vector signals, the leak factors, the
scaling factors, the frame means, and the motion vec-
tors. The receptions of these signals, their separation
from the combined received signal, the error code veri-
fications, and the decoding of the variable length codes

" are all performed in block 211.
The processing in the decoder begins with the code-
book vector identifiers applied to a codebook vector




Case 3:09-cv--01377d -CAB Document1 Filed 06/239 Page 125 of 129

5,136,377

25 :
201, and the quantized vector signals and the scale fac-
tors applied to quantization decoder 202. Blocks 201
and 202 correspond to blocks 102 and 103, respectively,
of FIG. 11, and together they form an inverse quantiza-
tion element akin 1o element 39 of FIG. 2. As in FIG. 2,
the output of the inverse quantization element is applied
to an inverse DCT transform circuit (in FIG. 15, this is
circuit 203); and that output is combined in adder 204
with signals already stored in the decoder:

Since the quantized vector signals of a frame were

- created from image signals with the frame mean de-
leted, the output of adder 204 is missing the frame mean.
This is remedied .in adder 205, which adds the frame
mean. The output signals of adder 205 form the frame
output of the HDTYV receiver's decoder. This output is
applied to amplifier-and-display circuit 212 and to frame
buffer circuit 206, where one frame’s worth of informa-
tion is stored. For each frame that is stored in buffer
circuit 206, buffer circuit 206 outputs the previous
frame. The previous frame signal is augmented in mo-
tion compensation block 207 which, in response to the
applied motion signals, forms an estimate of the current
frame. Motion compensation block 207 is identical to
motion compensation block 43 in FIG. 2. The frame
mean is substracted from the output of motion compen-
sation block 207 by substracting therefrom the previous
frame’s mean in substracter 209. The previous frame's
mean is obtained from buffer 208, into which the cur-
rent frame's mean is inserted. Finally, the output of
subtracter 209 is applied to multiplier 210, which multi-
plies that signal by the leak factor signal. The output of
multiplier 210 is the signal that is employed in adder 204
as described above.

We claim:

1. An encoder including a coder for developing en-
coder output signals from frame difference signals, pre-
diction means responsive to said encoder output signals
for predicting a next frame's signals, and means for
developing said frame difference signals from applied
next frame signals of an image frame and from output
signals of said prcdlctlon means, the i improvement com-
prising:

said coder including controllable quantizer means

that quantizes said difference signals in accordance

- with a quantization schema that varies with the

dictates of a control signal; and

said coder including means, responsive to said applied

next frame signals, to develop said control signal,
which control signal varies throughout said applied
next frame with changes in at least one selected
charactenistic of said applied next frame signals.

2. The encoder of claim 1 wherein said control signal
is further responsive to a selected bit rate target level for
said encoder output signals.

3. The encoder of claim 2 wherein said control signal
forms a selected quantization error target level for said
encoder output signals.

4. The encoder of claim 1 wherein said selected char-
acteristic is a measure of texture in said applied next

_ frame signals. .

5. The encoder of claim 4 wherein said measure of
texture is a combination of texture measured horizon-
tally, texture measured vertically, and texture measured
over a selected area of said image frame.

6. The encoder of claim 4 wherein said measure of
texture is a combination of a texture measure of said
applied next frame signals and of previously applied
next frame signals.
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7. The encoder of claim 1 wherein said selected char-
acteristic is a measure of brightness in said applied nex
frame signals.

- 8. The encoder of claim 1 further comprising an out-
put buffer for recelvmg said encoder output signals, and
said coder comprising means for receiving signals from' -
said output buffer that indicate the level of buffer full-
ness of said output buffer.

. 9. The encoder of claim 8 wherein selected character-
istic is a measure of buffer fullness of said output buffer.

10. The encoder of claim 8 wherein selected charac-
teristic is a combination of said buffer fullness of said
output buffer, brightness of said applied next frame
signals and texture of said applied next frame signals.

11. The encoder of claim 8 wherein said characteris-
tic is related to the buffer fullness of said output buffer
in the previous frame.

12. The encoder of claim 8 wherein said characteris-
tic is related to the buffer fullness of said output buffer
in the previous frame and in the frame previous to the
previous frame.

13. The encoder of claim 1 wherein said coder is
responsive to applied scale factor signals to control the
effective range of said quantizer means.

14. The encoder of claim 1 further comprising:

forward estimation means including means for pro-

cessing said next frame signals to develop said con-
trol signal within a processing interval; and

means for delaying said next frame signals by said

processing interval.

15. The encoder of claim 14 wherein said forward
estimation means further includes means for developmg
said measure of brightness within said processing inter-
val.

16. The encoder of claim 14 wherein said forward
estimation means further includes means for developing
said measure of texture within said processing interval.

17. The encoder of claim 1 wherein said next frame
signals comprise a sequence of signal sections, each of
which is related to a transform of at least one block of
said frame difference signals, and each of which includ-
ing a collection of N transform element signals, and said
control signal comprising N control signal cells, where

‘N in a constant, and each control signal cell controls the

quantization schema for a different one of said N trans-

- form element signals.

65

18. The encoder of claim 17 wherein said control
signal having N control signal cells is a control signal
vector that is selected from a look-up table that contains
a collection of contro) signal vectors.

19. The encoder of claim 18 wherein the sclectlon
from said look-up table is based on an error level that is -
obtained by coding said frame difference signal under
control of each vector and said selected characteristic,
and by developing a quantization error signal that is
subtracted from a quantization error target level.

20. The encoder of claim 19 wherein said selected
characteristic is scale factors that are related to the
power at various subbands in said next frame’s sugnals

21. The encoder of claim 19 wherein said quantiza-
tion error target level is related to signal characteristics
of said next frame's signals.

22. The encoder of claim 19 wherein said quantiza-
tion error target level is further related to buffer fullness
of a buffer that stores said encoder output signals.

23. The encoder of claim 19 wherein said selection is
further based on the number of bits created by said
coder quantizer means.
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24. The encoder of claim 18 wherein the selection
from said look-up table is based on an error level that is
obtained by scaling said frame difference signal, coding
the scaled frame difference signal under control of each
vector and said selected characteristic and by develop-
ing a quantization error signal that is subtracted in an
absolute sense from a quantization error target level.
25. The encoder of-claim 24 wherein said selected
characteristic is related to texture of said next frame
signal.
26. An encoder compnsmg
prediction means responsive to output signals of sald
encoder, for developing frame prediction signals;
means for developing frame difference signals in re-
sponse 1o said frame prediction means and applied
frame signals;
coder means, responsive to said frame difference
signals and to a control signal, for encoding frame
difference signals under direction of said control
signal, where said coder means codes different
portions of said frame difference signals with dif-
ferent coding schemas, where different coding
schemas yield different numbers of bits when cod-
ing any given signal, said coder means thereby
generates a number of bits when encoding said
applied frame signals; and
control means for developing said control signal in
response to said encoder output signals, to control
the number of bits generated by said coder means
while encoding said applied frame signals.
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27.. The encoder of claim 26 wherein said control
means develops a contro! signal that controls said coder
means to develop a number of bits for each frame of said
applied frame signals that approaches a preselect num-
ber.

28. The encoder of claim 26 wherein said control
means develops a control signal that controls said coder
means to develop a number of bits for each frame of said
applied frame signals that on average approaches a
preselect number.

. 29. The encoder of claim 26 where said control means
is further responsive 10 said applied frame signals and .
modifies its developed control signal based on said ap-
plied frame signals to control coding error signals cre-
ated in said coder in the course of coding of said frame
difference signals.

30. The encoder of claim 27 where said control means
modifies said control signal in response to said applied
frame signal to equalize coding error signals throughout
a frame of said applied frame signals.

31. The encoder of claim 27 where said control means
develops said control signal in accordance with a visual
perception model for humans, to cause the creation of
encoder outputs signals that, when said encoder output
signals are decoded and a frame image is created and
displayed, the coding error signals found in said created
and displayed frame image are perceived, in accordance
with said visual perception model, to be essennally

equally visible throughout said frame.
L] L [ ] ] *
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