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1 COMPLAINT FOR PATENT INFRINGEMENT
2 McRo, Inc., d.b.a. Planet Blue (“Planet Blue™), brings this Complaint for
3 patent infringement against Sonic Team (“Sonic” or “Defendant™), and hereby
4 states as follows:
5 NATURE OF THE ACTION
6 This is an action for patent infringement of United States Patent No.
7|l 6,307,576 (the 576 Patent”) and United States Patent No. 6,611,278 (the “*278
8 Patent”) (collectively, the “Patents-in-Suit”) under the Patent Laws of the United
9 States, 35 U.S.C. § 1, ef seq., and seeking damages and injunctive and other
10 relief under 35 U.S.C. § 281, ef seq.
DY PARTIES
§ 12 1. Planet Blue is a corporation existing under the laws of Delaware, with
:g 13 |} its principal place of business at Santa Monica, California. Planet Blue is actively
% 14 |l involved in the advertising industry as a computer graphic, visual effects, and
;g 15 || animation services company, which services utilize methods covered by the
% 16 || Patents-in-Suit.
P 17 2. Upon information and belief, Defendant Sonic is a corporation
18 || operating and existing under the laws of California, with its pfincipal place of
19 || business at 350 Rhode Island Street, Suite 400, San Francisco, California 94103.
20 || Upon further information and belief, Sonic is engaged in the business of
21 || developing computer and/or video games.
22 JURISDICTION AND VENUE
23 3. This is a complaint for patént infringement under 35 U.S.C. § 271.
24 |} This Court has subject matter jurisdiction pursuant to 28 U.S.C. §§ 1331 and
25 || 1338(a). |
26 4. Upon information and belief, this Court has personal jurisdiction over
27 || Defendant because Defendant is located in California, has regularly done or |
28 || solicited business, or engaged in a persistent coﬁrse of conduct in California, has
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1 || maintained continuous and systematic contacts with California, and has
2 || purposefully availed itself of the privileges of doing business in California.
3 5. Venue is proper in this judicial district as to Defendant pursuant to 28
4 1| US.C. §8 1391 and 1400(b), becau.sé the Defendant is subject to personal
5 || jurisdiction in this judicial district and has committed acts of infringement in this
6 || judicial district.
7 FACTUAL BACKGROUND
8 6. On October 23, 2001, the United States Patent and Trademark Office
9 || (“USPTO”} duly and lawfully issued the "576 Patent, titled “Method for
10 || Automatically Animating Lip Synchronization and Facial Expression of Animated
.U Characters.” The *576 Patent is attached hereto as Exhibit A.
é 12 7. On August 26, 2003, the USPTO duly and lawfully issued the "278
g 13 || Patent, titled “Method for Automatically Animating Lip Synchronization and
;03 14 1| Facial Expression of Animated Characters.” The *278 Patent is attached hereto as
;@ 15 || Exhibit B.
% 16 8. Each of the Patents-in-Suit is valid and enforceable.
a 17 9. Planet Blue is the assignee of all rights, title, and interest in and to the
18 || Patents-in-Suit. Planet Blue therefore holds the right to sue and recover damages
19 || for infringement thereof, including past infringement.
20 10.  Inpart, the Patents-in-Suit cover a method and system for automating
21 || the lip-synchronization process for three dimensional animated characters, as used
22 || in computer and/or video games.
23 11.  Upon information and belief, Defendant, directly or through
24 || intermediaries (including distributers, retailers, and others), has acted and is acting
25 || to develop, publish, manufacture, import, ship, distribute, offer for sale, sell, and/or
26 || advertise (including the provision of an interactive web page) various computer
27 || and/or video games. These computer and/or video games have been and continue
28 || to be purchased by consumers in the United States, the State of California, and the
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Central District of California.

12. Upon information and belief, the Defendant employs automated lip-
synchronization methods and processes to create and develop these computer
and/or video games. Upon further information and belief, the Defendant’s uses of
these lip synchronization methods and processes to create its computer and/or
video games infringe, either literally or by equivalents, one or more claims of the
Patents-in-Suit in violation of 35 U.S.C. § 271.

COUNT I: IN FRINGEMENTOF THE 576 PATENT

13.  Planet Blue realleges and incorporates by reference paragraphs 1-12.

14.  Upon information and belief, Sonic has used and continues to use the
methods for automatically animating lip synchronization and facial expression of
three-dimensional characters claimed in the 576 Patent and has made, used,
offered to sell, sold, and/or imported, and continues to make, use, offer fo sell, sell,
and/or import, computer and/or video games using those methods in the United
States, including this judicial district. By using the methods for automatically
animating lip synchronization and facial expression of three-dimensional characters
claimed in the ’576 Patent and by making, using, offering to sell, selling, and/or
importing the aforementioned computer and/or video games, the Defendant has
been and is now infringing, directly under 35 U.S.C. § 271 one or more claims of
the 576 Patent, either literally or under the doctrine of equivalents.

15.  The Defendant, by way of its infringing activities, has caused and
continues to cause Planet Blue to suffer damages in an amount to be determined at
trial. Planet Blue has no adequate remedy at law against Defendant’s acts of
infringement and, unless the Defendants is enjoined from its infringement of the
’576 Patent, Planet Blue will suffer irreparable harm.

16.  Planet Blue is in compliance with the requirements of 35
U.S.C. §287.

COUNT I: INFRINGEMENTOF THE 278 PATENT

4
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17.  Planet Blue realleges and incorporates by reference paragraphs 1-16.

18.  Upon information and belief, Sonic has used and continues to use the
methods for automatically animating lip synchronization and facial expression of
three-dimensional characters claimed in the 278 Patent and has made, used,
offered to sell, sold, and/or imported, and continues to make, use, offer to sell, sell,
and/or import, computer and/or video games using those methods in the United
States, including this judicial district. By using the methods for automatically
animating lip synchronization and facial expression of three-dimensional characters
claimed in the *278 Patent and by making, using, offering to sell, selling, and/or
importing the aforementioned computer and/or video games, the Defendant has
been and is now infringing, directly under 35 U.S.C. § 271 one or more claims of
the *278 Patent, either literally or under the doctrine of equivalents.

19.  The Defendant, by way of its infringing activities, has caused and
continues to cause Planet Blue to suffer damages in an amount to be determined at
trial. Planet Blue has no adequate remedy at law against Defendant’s acts of
infringement and, unless the Defendant is enjoined from its infringement of the
’278 Patent, Planet Blue will suffer irreparable harm.

20.  Planet Blue is in compliance with the requirements of 35
U.S.C. § 287.

PRAYER FOR RELIEF
WHEREFORE, Planet Blue respectfully requests that this Court enter

judgment in its favor as follows:

A.  Holding that the Defendant has infringed directly, literally and/or
under the doctrine of equivalents, the claims of the 576 Patent;

B.  Holding that the Defendant has infringed directly, literally and/or
under the doctrine of equivalents, the claims of the *278 Patent;

C.  Permanently enjoining the Defendant and its officers, directors,

agents, servants, employees, affiliates, divisions, branches, subsidiaries, parents

5
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1 || and all others acting in concert or privity with any of them from infringing,

2 |} inducing the infringement of, or contributing to the infringémem‘ of the *576

3 || Patent; |

4 D.  Permanently enjoining the Defendant and its officers, directors,

51| agents, servants, employees, afﬂli.ates, divisions, branches, subsidiaries, parents

6 || and all others acting in concert or privity with any of them from infringing,

7 || inducing the infringement of, or contributing to the infringement of the *278

8 || Patent;

9 E. i Permanently enjoining the sale of the computer and/or video games
10 | created using the patented methods of the Patents-in-Suit;
11 F.  Awarding to Planet Blue the damages to which it is entitled under 35
12 ]| U.S.C. § 284 for the Defendant’s past infringement and any continuing or future
13 || infringement up until the date the Defendant is finally and permanently enjoined
14 | from further infringement, including both compensatory damages and treble
15 {| damages for willful infringement;
16 G.  Declaring this to be an exceptional case and awarding Planet Blue
17 || attorneys’ fees under 35 U.S.C. § 285;
18 H.  Awarding Planet Blue costs and expenses in this action;
19 L. Awarding Planet Blue pre- and post-judgment interest on its damages;
20 || end
21 J. Awarding Planet Blue such other and further relief in law or in equity
22 || as this Court deems just and proper.
23
24
25
26
27
28
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DEMAND FOR JURY TRIAT,
Planet Blue, under Rule 38 of the Federal Rules of Civil Procedure, requests

a trial by jury of any issues so triable by right.

Dated: December 3, 2012 Respectfully submitted,
RUSS AUGUST & KABAT

By: r\‘\\xﬁ%fiﬂ/u‘
Mard Fenstert © 7
Irene Y. Lee

MISHCON DE REYA NEW YORK LLP
Mark S. Raskin,
Vincent Filardo, Ir.

Attorneys for Plaintiff
McRo, Inc., d.b.a. Planet Blue
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az» United States Patent 0y Patent No.:  US 6,307,576 Bl
Rosenfeld (45) Date of Patent: *QOct. 23, 2001
(54) METHOD FOR AUTOMATICALLY 5,684,542 * 11/1997 Kimura o 345/473
ANIMATING LIP SYNCHRONIZATION AND gg?g.éi; : zzlzﬁgg; afrtrcﬂ% et flﬂ.l - g:gﬁ;i
TMA 717, ‘stanabe ef al. . "
ﬁ%ﬁ&%ss{o}q OFAN TED 5818461 * 3/1999 Rouetetal .. . 345/473
5880788 * 3/1990 Rregler ... . 348/515
(76) Inventor; Maury Rosenfeld, 1040 N. Las Palmas gggé’;g; « gﬁggg g:;; :: ::: ) 3(3;;?3’%;
Ave. No. 25, Los Angeles, CA {US) 6108011 * 82000 Fowler ... . 3454l
90038 6,147,692 * 1172000 Shaw et 2], . 345/433
X 6,232,965 * 5/200f Scotf ef al einn T07/500
{*) Notice:  This patent issucd on a continued pros-
ecution application filed under 37 CFR OTHER PUBLICATTONS
. i j i I -, .
: astzgf)'tzg ® jzsjl:f;;z 2; t?;nggeg Beler et al; Feature—-Based Image Metamorphosis; Com-
1{54(3)(2) g 7T puter Graphics, 26, 2, Jul. 1992.¢
’ Brooke cf al; Compuler graphics animations of talking faces
: p
Subject to any disclaimer, the teim of this based oo stochastic xsuodcls; Procesdings; ISSIPNN 1994
patent is extended or adjusted woder 35 International Symposinm; p. 73~76 vol. 1, Apr. 1994.*
US.C. 154(6) by O days. * cited by examiner
(21)  Appl. No.: 08/942,987 Primary Examiner—iatthew Luu
. Assistant Examiner—Ryan Yang
2} Filed: t. 2, 1997 )
(22) Filed Oct. 2,19 (74) Attorney, Agent, or Firm-The Hecker Lavw Group
(51) Int. CL7 .. GO6T 15/70
(52) US.CL .. 345/956; 345/951; 345/955;  © 1 ABSTRACT
345/473 A method for controlling and automatically asimating lip
(58} Field of Search .o 345/473, 951, synchropization and facial expressions of three dirensicnal
3451953, 936, 957, 955 apimated characters using weighted mosph targets and time
aligned phonetic transcriptions of recorded text. The method
. P
(563 References Cited utilizes a set of rules that determine the systems ouiput
S, PATE OCU comprising a streamn of morph weight sets when a sequence
US. PATENTD MENTS : of timed phonemes and/or other timed data is cucountered,
4,600,919 % /1986 SEEID wocren i 345473 Other dala, such as timed emotional stale data or emotemes
4,884,972 * 12/1989 Gasper et al. . - 345/473  guch ag “surprise, “disgust, “embarrassment”, “timid smile”,
5,111,409+ 5/1992 Gasper et “i' - 3:?222 or the ¥ke, may be inputted to affect the output stream of
g’gig’ﬁgg . gﬁggg g’ﬁé;’_ z: :i' g ; 4‘4 47; morph weight sets, or create additional streams,
5657426 * §/1997 Waters ef al. - T04/276 '
5,663,517 * 9/1997 Oppenbeim ooommereeceereressrias 84/640 26 Clalms, 4 Drawing Sheets
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INTERPOLATE POST V40
PROCESSED KEY FRAME PARALLEL
T0 DESIRED FREQUENCY METHOD/SYSTEM
OR FRAMED RATE

¥

IF ANY MORPH WEIGHT V%2
SEQUENCES GENERATED
FIT POST PROCESSING
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¥
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FOR AUTOMATICALLY ANIMATING LiP SYNCHRONIZATION AND FAGIAL
EXPRESSION OF THREE DIMENSIONAL CHARACTERS FOR FILMS, VIDEQOS,

CARTOONS, AND OTHER ANIMATION PRODUCTS.

5

CONFIGURING A SET OF DEFAULT CORRESPONDENCE RULES BETWEEN A | - 50)
PLURALITY OF VISUAL PHON% éﬁgggg AND A PLURALITY OF MORPH

¥

SPECIFYING A PLURALITY OF MORPH WEIGHT SET TRANSITION RULES |52
FOR SPECIFYING DURATIONAL DATA FOR THE GENERATION OF
TRANSITIONARY CURVES BETWEEN THE PLURALITY OF MORPH WEIGHT
SETS, ALLOWING FOR THE PRODUCTION OF A STREAM OF SPECIFIED
MORPH WEIGHT SETS TO BE PROCESSED BY A COMPUTER ANIMAHON
SYSTEM FOR INTEGRATION WITH ANOTHER ANIMATION..

FlG. 2

EXHIBIT A 000011



Case 2:12-cv-10336-DSF-AJW Document 1  Filed 12/04/12 Page 13 of 37 Page ID #:18

- U.S. Patent Oct. 23, 2001 Sheet 4 of 4 US 6,367,576 B1

180

FOR AUTOMATICALLY ANIMATING LIP SYNCHRONIZATION AND FACIAL
EXPRESSION OF THREE DIMENSIONAL CHARACTERS FOR USE WITH
A COMPUTER ANIMATION SYSTEM.

; b6

DETERMINING MEANS FOR PRODUCING A STREAM OF MORPH WEIGHT -
SETS WHEN 4 SEQUENCE OF PHONEMES OR OTHER TIMED DATA IS ENCOUNTERED

58
Y i
EVALUATING A PLURALITY OF TIME ALIGNED PHONETIC
TRANSCRIPTIONS AGAINST THE DETERMINING MEANS FOR PRODUCING
A STREAM OF MORPH WEIGHT SETS,
60

APPLYING THE DETERMINING MEANS FOR PRODUCING A STREAM OF
MORPH WEIGHT SETS TO GENERATE AN QUTPUT MORPH WEIGHT SET
STREAM, ALLOWING FOR AN APPROPRIATE MORPH WEIGHT SET
CORRESPONDENCE WITH EACH OF A PLURALITY OF TIME ALIGNED
PHONETIC TRANSCRIPTION SUB-SEQUENCE AND CORRECT IIME
PARAMFTERS APPLIED TO A PLURALITY OF MORPH WEIGHT SET
TRANSITIONS BETWEEN A REPRESENTATION OF A PRIOR TIME ALIGNED
PHONETIC TRANSCRIPTION SUB-SEQUENCE AND A CURRENT ONE.

FiG. 3

EXHIBIT A 000012
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METHOD FOR AUTOMATICALLY
ANIMATING LIP SYNCHRONIZATION AND
FACIAL EXPRESSION OF ANIMATED
CHARACTERS

BACKGROUND OF THE INVENTION

1. Field of Invention

This invention relates geperally fo snimation producing
methods and apparatuses, and more particularly is directed
{0 a method for antomatically animating lip synchronization
and facial expression for three dimensional charactess.

2. Description of the Related Art

Varicus methods have been proposed for apimating lip
synchronization and facial expressions of animated charac-
ters in animated products such as movies, videos, cartoons,
£D’s, and the Jike. Prior methods in this area have Jong
suffered from the need of providing an economical means of
animaling Hp synchrorizalion and character expression in
the production of animated products due 1o the extremely
Izborious and lengtiry protocols of such prior traditional and
computer animation lechaiques. These shoricomings have
significantly fimited all prior lip synchronization and facial
expression methods and apparatuses used for the production
of animated products. Tadeed, 1he limitations of cost, ime
required 1o produce an adequate lip synchromization or facial
expression in an animaled product, and the inberent Hmifa-
tions of prior metbods and apparatuses 10 satisfactorily
provide lip synchronization or express characier feelings and
emotion, leave a significant gap in the potential of animated
methods and apparatuses in the current state of the arl,

Tirne aligned phonetic transcriptions (TAPTS) are a pho-
petic trapscription of a recorded text or soundtrack, where
the cocurrence in time of each phoneme is also recorded. A
“phonemes” is defined as the smallest upit of speech, and
corresponds 10 z single sound. There are several standard
phonetic “alphabels” such as the Internalional Phonedc
Alphabet, and TIMIT created by Texas Instruments, Inc. and
MIT, Such transcriptions can be oreated by band, as they
cusrently are in the traditional animation indusiry and are
called “x* sheels, or “gray sheets” in the trade. Allexnatively
such trapscriptions can be created by aulomatic speech
recognition prograns, or the like,

The current practice for three dimensional computer gen-
erated speech animalion is by manual techniques commonly
using a “motph target” approach. In this practice a reference
model of a pewiral mouth position, and several other movth

. positions, each comesponding to a different phoneme or set
of phonemes is used. These models are called “roorph
fargets”. Bach morph target hes the same topolegy as the
neutral model, the same mumber of vertices, and cach verlex
on eack model Jogically correspends to a veitex oz each
ather model. For example, verlex #n on all models repre-
sents (he left corner of the mouth, and although this is the
typical case, such rigid correspondence may not be neces-
sary.

The deltas of ezch vertes on each morph target relative to

- the meutral are computed as a vector from each vertex n o

the reference fo each veriex 1 on each morph larget. These
are called the delta sets. There is one delta set for eack morph
target.

In producing animation products, a valve ususlly from 0
to 1 is assigned (o each delta sel by the animator and the
value is called the “morph weight”. From these worph
weights, the neulral’s geometry is modified as follows: Each
vertex N on the meutral has the coresponding delta set’s

EXHIBIT A

v
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vertex multiplied by the scalar morph weight added 1o it.
This is repeated for each morph (arget, and the result
summed. For each verlex v in the neuiral model:

n
iresnly = [neutall + Zlde]w set, i+ morph weight,

=i

idelta sets|*morph weightx

where the symbol [ is used to indicate the corresponding
vector in each referenced sei. For example, Jresult is the
corresponding resuliant vertex o vertex v in the neuirai
model |neutral] and jdelta setx] is the corresponding vector
for delta set x.

1 the morph weight of the delta sel correspoading to the
morph target of the characier saying, for example, the “oh™
sound is set to 1, and a1l others are set o 0, the neutral would
be modifed to look Like the “oh targel. If the sitnation was
the same, excepl {bal e “ob™ morph weight was 0.5, the
peutral’s geomelry is modified haif way between neatral and
the “oh™ morph target.

Similarly, if the sitvation was as described above, except
“oly” weight was 0.3 znd the “ee” morph weight was al 0.7,
the nentral geomelry is modified to have some of the “ob”
model characteristics and more of the “ee” mode] charac-
{eristics. There also are prior blending methods includiog
averaging the delta sets according 1o their weights,

Accordingly, 1o aimate speech, the artist needs to set il
of these weights al each frame fo an appropriste valae,
Usually s is assisted by using a “keylrame” spproach,
where the arlist sets the appropriaie weighls at certain
imnportant times (“keyframes™) and a program imterpolates
each of the channels at each frame. Such keyframe approach
is very tedious and time consuming, as well as inaccurafe
due [0 the large number of keyframes necessary 10 depict
speech.

The present invention overcomes many of ihe deficiencies
of the prior arl and obtains iis objectives by providing an
integrated method embodied in computer sofiware for use
with 2 computer for the rapid, efficient ip synchronization
and manipulation of character facial expressions, thereby
allowing for rapid, crealive, and expressive animation prod-
ucts to be produced in a very cost effective manner.

Accordingly, it is the primary object of this invention to
provide a method for aulomatically apimating lip synchro-
nization and facial expression of ihree dimensional
characters, which is inlegrated with computer means for
producing accurate and realistic Hp syochrosization and
facial expressions in animated characters. The method of the
present invention further provides an exlremely rapid and
cost effective means to awtomatically create lip synchroni-
zation and facial expression in three dimensionsl animated
characlers,

Additional objects and advantages of the nvention will be
set forth in the description which follows, and in part will be
obvious from the description, or mzy be learned by practice
of the invention. The objects and advaniages of the invention
may be realized and obtained by means of the instrumen-
talities and combinativns parficularly pointed out in the
appended claims.

SUMMARY OF THE INVENTION

To achieve the foregoing objects, and in accordance with
the purpose of ihe invention as embodied and broadly
described herein, a methad is provided for controlling and
antomalically amimating Yp synchronization and facial

000013



Case 2:12-cv-10336-DSF-AJW Document 1  Filed 12/04/12 Page 15 of 37 Page ID #:20

US 6,307,576 Bl

3

eapressions of three dimensional animated characters using
weighted rorph targets and time aligned phonetic trapscrip-
tions of recorded lext, and otber tme aligned data. The
method utilizes a set of rules ihat determine the systems
oufput comprising a stream of streams of morph weight sefs
when a seguence of timed phonemes or other timed data is
encounlered. Other timed data, such as pitch, amplitued,
noise amouals, or emolional stale data or emotemes such as
“surprise, “disgusf, “embarrassment”, “timid smile”, or the
tike, may be inputted to affect the output siream of morph
weight sels.

The methodology hereip described allows for aulomati-
cally animatisg lip synchronization and faclal expression of
three dimensional characiers in the creation of 2 wide variely
of animation products, including but not limiled 10 movies,
videos, cartoons, CD’s, sofiware, and the like. The method
and apparatuses herein described are operably integrated
with compuier software and hardware.

In accordance with the present jnvention there also is
provided a method for automatically animating Hp synchro-
pizalion and facial expression of three dimensional charac-
lers for films, videos, caricons, and other animation
products, comprising configuring a set of default cortespon-
dence rules between a plurality of visual phoneme groups
and a plusality of morph weight sets; apd specifying a
plurality of morph weight set transition rules for specifying
durational data for the generation of transitionary curves
between the plurality of morph weight sets, allowing for the
production of a streas of specified morpk weight seis fo be
processed by & computer animation system for integration
withy other animation, whereby animated lip synchronization
and facial expression of apimated characiers may be auto-
matically conirolied and produced.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incosporated fn
and constitute a part of the specification, ilustrate a pre-
ferred embodiment of the invention and, together with a
general description given above and the defeiled descriplion
of the preferred embodiment givea below, serve 0 explain
the principles of the invention.

FIG. 1 is a fiow chart showing the method of the invention
with an optional time aligned emotional trapscription file,
and another parallel timed data file, according to the inven-
fion.

FIG. 2 is a fiow chart illustrating the principal steps of the
presant method, according to the ipvention.

FIG. 3 is another representaticnal flow chart illustrating
the present method, according to the inventicn.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Reference will now be made in detail to the present
preferred embodiments of the invention as illustrated in the
accompanying drawings.

Tn accordance with the present invenlion, there is pro-
vided a5 illustrated jn FIGS. 1-3, a method for controlling
and automatically animating Jip syachronization and facial
expressions of {hree dimensional animated characlers using
weighted morph targels and ime aligoed pbonetic transcrip-
tions of recorded text. The method utilizes a set of niles that
determine the systems oulput comprising a streaw of morph
weight sets when a sequence of timed phonemes is encoun-
tered. Other timed data, such as imed emotional state data
or emotemes such as “surprise, “disgust, “embarrassment”,
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“timid smilen”, pilch, ampiitued, noise amounts or the like,
may be inputied to affect the cutput stream of morph weight
5ets5.

The method comprises, in one embodiment, configuring a
sel of defaull correspondence riles between a plarality of
visual phoneme groups and a plurality of morph weight sets;
and specifying a plurakity of morph weight set lransition
rules for specifying duratiozal data for the geosration of
trapsitionary curves between the plurality of motph weight
sefs, allowing for the production of a stream of specified
morph weight sets to be processed by a computer animation
sysiem for iniegration with other anismation, whereby ani-
maled lip synchronization and facial expression of amimated
characters may be automatically produced.

There is also provided, according to the invention 2
method for awtomatically animating lip syachronization and
facial expression of three dimensional characters for use
with a compuler animation systesm, comprising the steps of:
determining teeans for producing a stream of morph weight
sels when 2 sequence of phonemes is encountered; evalu-
ating & plurality of time aligned phonetic transcriptions or
other timed data such as pitch, amplitade, noise anounts and
the like, against the determining means for producing a
strearn of morph weight sels; appiying said delermining
means for producing a sirezm of mworph weight sels o
generate an output morph weight set stream, allowing for an
appropriate morph weight sel correspondence with each of
a plurality of tme aligned phenetic transcription sub-
sequences and correct time parameters applied 10 & plurality
of morph weight set transitions between a representation of
2 prior lime aligned phonelic transeription sub-sequence and
a currenl one, whereby lip synchronization amd facial
expressions of animated characiers is automatically con-
trolled and produced.

The method preferably comprises a set of rules that
determine what the outpul morph weight set sieam will be
when any sequence of phonemes and their associated times
is encountered. As used berein, 2 “morph weight set” is a set
of values, one for each delta set, thal, when apphied as
described, transform the neatral mede] to some desired state,
such 25 speaking the “oo0” sound or the “th” sound.
Preferably, one model id designated as the anchor model,
which the delias are computed i reference to. If for
example, 1he is 2 morph target that represents all possible
occurrences of an “¢” sound perfectly, it's morph weight set
would be ali zeros for all delta seis except for the delta set
corresponding o the “os” morph target, which wouid set o
1.

Preferably, each rule comprises two paris, the rale’s
criteria and the rule’s function. Each sub-sequence of time
aligned phonetic transcription (TAPT) or other timed data
such as pitch, amplitude, roise amoant or the Hke, is
checked against a rule’s eriteria to see if that rule is
applicable. If 5o, the rule’s function is applied lo generate the
oulput. The primary function of the rules is {o determined 1)
the appropriale morph weight set correspondence with each
TAPT sub-sequence; and 2) the lime paramelers of the
morpl weight set trapsitions between the representation of
the prior TAPT sub-sequence or other timed dala,and the
currenl one. Conditions 1) and 2) must be complefely
specified for any sequence of phonemes and tirmes encovn-
tered. Together, such niles are used fo creale 2 contimuous
strearn of morph weight sets.

In the present method, it is allowable for more than one
phoneme 1o be represented by the same morph largel, for
example, “sss”’ and “zzz”. Visually, these phonemes appear
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similar. Through the use of such rules, the user can group
phonemes logether that have a similar visual appearance inlo
visual phonesaes”Lhat fupction the same as one another. It s
also acceptable, through the rules, to ignore certain phoneme
sequences. For exampie, a rule could specify: “If in the
TAPT, there are (wo or more adjacent phonemes that are in
the same “visual phoneme” group, all but the first are
ignored™.

The rules of the present method may be calegorized in
thres main groupings; defzull rules, auxiliary rules and post
processing rules. The default rules must be complete enough
to creaie valid oulput for any TAPT encountered al any poin
in the TAPT. The secondary rules are used in special cases;
for example, to subslituie aliernative morph weight set
correspondences andfor trapsition mles if the dentified
criteria are met. The post processing rules are usad fo further
manipulate the morph weight set stream afier the defauit or
secondary rles are applied, and can further modify the
members of the morph weight sets detenmined by the default
and secondary rules and inlerpolation.

If for example, 2 specific TAPT sub-sequence does not fit
the criteriz for any secondary rules, then the default rules
take effect. I, on the other hard, the TAPT sub-seguence
does fit the criteriz for a secondary mule(s) they take prece-
dence over the default mies. A TAPT sub-sequence take into
account (he currenl phopeme and duration, and a sumber of
the preceding and following phonemes and duralion’s a5
wel may be specified.

Preferably, the secondary rules cffect morph target corre-
spondence and weights, or Uransition tmes, o both, Sec-
ondary rules can create transitions and correspondences
even where no phoneme transitions exist. The secondary
rules can use as their criteria the phoneme, the duration or
the phoneme’s context in ihe oulpul siream, that is what
phonemes are adjaceat or in the neighborhood (o the cuirent
phoneme, what the adjacent duratiops are, and the like.

The post processing rules are proferably applied affer a
preYiminary output morph weight set is caleulated so 25 to
modify if. Post processing rufes can be applied before
interpolation and/or aftes interpolation, as described later in
this document. Both the secondary and post processing nules
are oplional, however, they may in certain applications be
very complex, and in particular circumstances contribute
more 1o the cutput than the default rles,

In FIG. 1, a flow chart illustrates the preferred steps of the
methodelogy 10 for automatically animating lip synachroni-
zation and facial expression of theee dirnensional animated
characters of the present inveation. A specific sub-sequeace
20 is selected form the TAPT §le 12 and i5 evalvated 22 to
delermine if any secondary rule criteria for morph weight set
target apply. Time aligned emotional transcription file 14
data may be lopulted or data from az oplional time aligned
data file 16 may be used. Also shown is a paralle] method 18
which may be configured identical to the primary method
described, however, using different timed data rules and
different della sefs. Sub-sequence 20 is evalualed 22 1o
determine if any secondary rule criteria apply. If yes, then a
morph weight set is sssigned 24 according to the secondary
rules, if no, then a morph weight set is assigned 26 according
to the default rules. If the sub-string meels any secondary
rule criteria for transition specification 28 then a trapsition
start and end time are assigned according to the secondary
rules 32, if no, then assign wansition start apd end times 3@
according to default mles. Then an intermediate file of
transition keyframes using terget weights and transition
rules as gemerated are created 34, and if any keyframe
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sequences {it post process before inlerpolalion rles they are

applied here 36. This data may be oulput 38 here if desired.

If zot, then interpolate using any method post processed

keyframes 1o a desired frequency or frame rale 40 and if any

morph weight sequences geperated fit post processing afier

interpolation criteria, they are applied 42 at this point, If

parzilel methods or systems are used fo process other timed”
aligned dala, they may be concalepaled here 44, and the data

cutput 46,

In FIG. 2, the method for automatically animating lip
synchronization and facial expression of three dimensional
characters for fifros, videos, cartoons, and other animation
products 10 is shows according to the jnvention, where box
%@ show the step of configuring a set of default correspon-
dence rules between a plurality of visual phoneme groups or

5 other timed japul data and a plurality of morph weight sets.

Box 52 shows the steps of specifying a plurality of morph
weight set transition rules for specifying durational data for
the generation of trapsitionary curves between the plurality
of mormph weight seis, allowing for the production of 2
stream of specified morph weight seis 1o be processed by a
computer animation system for imlegration with other
apimation, whereby animated lip syachrontzation and facial
expression of animated characters may be automaiically
produced.

With reference now to FIG. 3, method 10 for sutomali-
cally animating lip synchronization and facial expression of
three dimensional characters for use with a compuler ani-
mation system is shows including box 56 showing the step
of determining means for producing a stream of morph
weight sets when a sequence of phonemes is encountered.
Box 58, showing the slep of evaluzting a plurality of dme
abgned phonelic transcriptions or otber timed al such as
pitch, amplitude, noise amounts, and the like, against said
determining means for producing a stream of morph weight
sets. In box 60 the steps of applying said determining means
for producing a stream of morph weight sels to generate an
cutput morph weight set stream, allowing for an appropriate
morph weight set correspondence with each of a plurality of
time aligned phonetic trapscription sub-sequences and cor-
rect lime parameters applied to a plurality of morph weight
set iransitions befween a representation of a prior dme
aligned phonetic transcription sub-sequence apd a current
one, whereby Hp synchronization and facial expressions of
animated characters is automalicaily conirelled and pro-

; duced are shown according to the imvention.

In operation sod use, the user must manually set up
defaull correspondence rules between all visual pheneme
groups and morph weight sets. To do this, the user preferably
specifies the morph weight sets which correspond to the
model speaking, for example the “00” sonad, the “th” sound,
and the like, Next, default rules must be specified. These
rules specify the durational information needed {0 generate
appropriate trassitionary curves between morph weight sets,
such as transition stast asd end times. A “transition” belween
two morph weigh sets is defiped as sach member of the
morph weight set transitions from it's canent stale 1o it’s
targel state, starting at the trapsition start time and ending al
the transition end time, The large! state is the morph weight
set determined by a correspondence rule.

The defaull correspondence rules and the default morph
weight set transition rales define the defaull sysiem behav-
jor. I ali possible visual phoneme groups or all members of
alierpative data domains have morph weight set
correspondence, any phoneme sequence can be handled with
this rule set alope, However, addifional rules are desirable
for effects, exceptions, and unigueness of character, as
further described below.
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According to the method of the invention, other rules
involving phoneme’s duration and/or coniext can be speci-
fied. Also, any other rules that do ot fit easily into the above
mentioned categories can be specified. Examples of such
rules are desceibed in greater detail below and are iermed the
“secondary rules”. If a timed phoneme or sub-sequence of
ttmed phonemes do not fit the crileda for any of the

_ secondary rules, the default rales are applied as seen in FiG.
L

T is seen that through the use of these rules, an 2ppropriaie
morph weight stream is produced. The uninterpolated wmorph
weight stream has entries only at trapsition start and end
time, however. These act as keyframes. A morph weight set
may be evalnated af any time by interpolating between these
keyframes, using conventional methods. This is bow the
oulput stream is calenlated cach desired time frame. For
example, for telévision productions, the necessary resolution
is 30 evaiuations per second,

The post processing rules may be applied either before o
after the above described interpolation step, or both, Some
rules may apply only to keyframes before interpolation,
some o interpolated data. If applied bofore the interpelation
step, this affects the keyframes. if applied after, it cffects the
interpofated deta. Post processing can use the morph weight
sets caleulated by the defaull and secondary miles. Post
processing rules can use the morph weigh sefs or sequences
as in box 44 of FIG. 1, calculated by the defauli and
secondary rules. Post processing mles can modify the indi-
vidual members of the morph weight sets previously gen-
erated. Post processing rules may be applied in addition to
other ules, inchuding other post precessing rules. Once the
rule set up is completed as described, the method of the
present inveation can take any number 2od length TAFTs as
input, and avtomatically cutput the corresponding morph
weight set stream as seen in FIGS. 1-3.

For example, a modeled neutrsl geometric represeniation
of a character for an animated production such as 2 movies,
video, cartoon, CID or the like, with six morph targsts, and
their delta sels determined. Their represeatatioss, for
example, are as follows:

Delta Set Visuzl Representation

wayr
el

wpn

N

exaggeraled “ob”

special case “cb" used during a “snide laugh” sequences

G e D e

In this example, the neutral model is used to represent
silence. The foliowing is an ecxample of a set of rules,
according 1o the present method, of course this is only an
example of a set of rales which could be use for illustrative
purposes, and many other riles could be specified according
to the method of the invention.

Default Rules

Defanlt Correspondence Rules;

Criteria: Encounter a “h” as in “house”

Function: Use morph weight set (1,00,0,0,0) as transition
targel.

Criteria: Frcounter an “eb” as in “bet”

Fusction: Use morph weight set (0,1,0,0,0,0) ss trapsition
target,

Criteria: Encounter a “1” as in “old”
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Function: Use morph weight set (0,0,1,0,0.0) as transition
target. .

Criterfa; Encounter an “ob™ as in “old”

Punction: Use morph weight set (0,0,0,1,0,0) as transition
larget.

Criteria: encounter a “silence”

Function: use morph weight set (0,0,0,0,0,0) as transition
targel.

Default Trapsition Raje:

Criteriz: Encounter any phoneme

Function: Tramsifion start time=(the oulgoing phoneme’s
end time)-0.1*({be cutgoing phoneme’s duration);
{ransition ¢nd time=(the incoming phoneme’s starl time)+

0.1* {the incoming phoneme’s duration)

Secondary Rules

Criterfa; Encounter an “ob” with a duration grealer than 1.2
seconds.

Function: Use morph weigh set {0,0,0,0,1,0)

Criteria; Encounter an “eh’”™ followed by an “oh” and pre-
ceded by an “h™.

Function: Use morph weigh set (0,0,06,0,8,1) as trassition
target.

Criteria: Encounter any phoneme preceded by silence

Function; Trapsition start lime=(the silence’s end time)-
0.1*(lhe incoming phonere’s duration) Transition end
time=the incoming phoneme’s slart lime

Criteria; Encounter silence preceded by any phoneme.

Function: Trapsition slart time=the silence’s start time +0.1%
(ihe outgoivg phoneme’s duration)

Post Processing Rules

Criteria: Encounter a phoneme durafion upder 0.22 seconds.

Function: Scale the transition farge! determined by the
default and secondary rules by 0.8 before interpelation.
Accordipgly, using this example, if the user were o use

these rules for the spoken word “Hella”, at least four morph

targets and a peutral {argef would be required, that is, ope

cach for the sound of “h”, “e”,%17,“ch” and their associated

delta sefs. For example, a TAPT representing the spoken

woed “heilo” could be configured 2s,

Time Phopeme

23 silence beging

0.8 silence ends, “B" begins
1.0 “b" ends, “eh” begins
.37 “eb*” ends, “1" begins

1.6 “1" ends, “ob” begins

2.3 “oh” ends, silence begins.

The method, for example embodied in compuier soflware
for operation with a compuler or computer animation system
would create ap putput morph weight sel stiream as follows:

DSl DS2  DS3 DS4 D85
Tane (9 (b (1Y (obT) (usteh®) DS
0.8 0 o 0 0 0 0
0.78 0 ) 0 0 0 o
0.8 i ) 0 0 8 0
0.58 1 0 0 o ¢ 0
1,087 a i a 0 B 0
1.333 0 1 0 0 0 o
1.403 0 0 1 0 0 o
1.667 0 0 1 0 o o
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D81 DS2  DS3 D.S4 D53
Time (uhn) ((lchn) («] n) («Oh") (aux"oh") 0N.S5.6
1.74 i 0 0 1 0 0
2.1 i 0 0 1 0 0
2.14 o 0 0 o 0 0

Such morph weight sets acl as keyframes, marking the
trassitionary points. A morph weight set can be obtained for
any time within the duration of the TAPT by interpolating
belween the morph weight sets using conventional methods
well known o the arl. Accordingly, a morph weight set can
be evaluated at every frame. However, the post processing
roles can be applied o the keyframes before interpolation as
in box 36 of FIG. 1, or o the interpolaied data &5 in box 40
of FIG. 1. From such stream of morph weight seis, the
nentral model is deformed as described above, and then sent
io & convenlional computes animation system for infegration
wilh other animation, Alternatively, the morph weight set
stream can be used direcily by an animation program or
package, wither interpolated or not,

The rules of the present iavention are exfensible and
frecform in the sense that they may be created as desired and
adapted to & wide variety of animation characters, situations,
and products. As each rule comprise a criferia and functios,
as in ap “if . . . then . . . else” construct, The following are
llustrative examples of other rules which may be used with
the present metbodology-

For example, use {0,0,0,0 . . . 0} as the morpb weight set
when a “m” is eacountered. This is 2 type of default nie,
where:

Critera: Encountes a “m™ phoneme of any duration.
Fugction: Use a morph weight set {0,0,60 . . . 0} a5 a
trangition farget.

Another example would be creating several slightly dif-
ferent morph tfargets for cach phoneme group, and using
them rapdomly cach lime that phoneme is spoken. This
would give & more random, or possibly comical or interest-
ing look fo the anirpation’s. This is 2 secondary rule.

An example of post processing rule, before interpolation
would be to add a small amount of rapdom noise fo all
morph weight channels are all keyframes. This wounld
slightly alter the look of each phopeme lo creaie a more
natural Jook.

Criteria; Encounter any keyframe
Function: Add a small random value 10 each member of the
morph weight sel prior to interpolation.

An example of a post processing rule, after interpolation
would be to add a component of an auxiliary woiph target
{one which does not comrespond directly to a phoneme} (o
the oufput stream in a cyclical manmer over time, after
interpolation. If the auxiliary morph larget had the charac-
ter’s mouth moved to the ieft, for example, the outpul
animation would have the characier’s mouth cycling
between center 10 left as he spoke.

Criteria: Encounter any moph weight set generated by
inferpolation :

Punction: Add a value caleplated through a mathematical
expression 10 the morph weigh set’s member that corre-
sponds 1o the auxiliary morph target’s delta set weight.

The expression might be, for example: 0.2%sin

{0.2*time*2*p1)+0.2. This rele would result in an oscil-

lation of the animated character’s mouth every five sec.

onds.

Another example of a sccondary rule is fo use alternative
weight sets(or morph weight sel sequences) for certain
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contexts of phonemes, for example, if an “ob” is both

preceded and followed by an “ec” then use an allernate “oh™.

This type of rule can make speech idiosyncrasies, as well as

special sequences for specific words (which are & combina-

tion of certain phonemes in 2 cerlain context). This type of
rule can take into consideration the differences in mouth
positions for similar phosemes based on context. For
example, the “1” in “hello” is shaped more widely than the

“1* in “burly” due 10 it’s proximity to an “eh” as opposed Ip

a ‘e,

Criteria: Encounter an “1” preceded by an “r™.

Fepction: Use a specified momph weight sel as transition
target. ’

Another secondary rule could be, by way of illustration,
that if 2 phoneme is longer than 2 cerizin duralion, subslituie
a differens morph farget. this cap add expressiveness (o
exiended vowel sounds, for instance, if a characler says
“HELLOOOCO0O! a2 more exaggerated “oh” model
would be used.

Criteria: Encounier an “ob” longer than 0.5 seconds and Jess
than 1 second. -

Punction: Use a specified morph weight set as a ransition
targel.
1f a phoneme is longer than another phoneme of even

ionger duration, a secondary rile may be applied (o create
new transitions between zllernale morph targets at certaip
intervals, which may be randomized, during the phoneme’s
duration. This will 2dd some animation to extremely long
held sounds, avoiding 2 rigid look. This is another example
of a secondary ruie

Criteria: Encounter an “oh” longer than 1 second long.

Function: Insert transitioms belween a defived group of
morph weight sets at 0.5 second intervals, with transition
duration’s of 0.2 seconds until the next “normoal” transi-
tion start fime is epcountered.

If a phomeme is shorter than 2 certain duration, its
corresponding morph weight may be scaled by a facior
smaller than 1. This would create very shorl phonemes not
appear over articulated. Such a post processing rule, applied
before mterpolation wouid comprise:

Criteria: Encounter a phoneme duraiion shorter than 0.1
seconds.

Fugction: Multiply all members of the transition target
{already determined by default and secondary rules by
duration/0.1,

As is readily apparent a wide variety of other mles can be
created 1o add individualily to the different characters,

A Further extension of the present method is fo make a

- paralle] method or systerm, as depicted in box 14 of FIG. 1,

60

that uses time aligned emotional transcriptions (TAET) that
correspond 1o facial models of those emoiions. Using the
same lechoiques as previcusly described additional morph
weight set sireams can be created that control other aspecis
of the character that reflect facial display of emotional state.
Such morph weight sel streams can be concalenated wilk the
lip synchropization stream. In addition, the TAET data can
be used in conjunction with the Iip syochronization second-
ary rules 1o alter the Hp synchronization cutput stream. For
cxample:

Criteria: Ap “L" is encountered in the TAPT and the nearest

“ecmoteme” in the TAET is a “smile”.

Function: Use a specified morph weight set as transition
targel, '

As is evidest from the above description, the zulomatic
animation lp synchronization and facial expression method
described may be wsed on a wide variety of animation
products. The methed described herein provides an
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extremmely rapid, efficient, and cost effective means o pro-
vide automatic lip syochronization and facial expression i
three dimensional amimated characters, The method
described berein provides, for the first time, a rapid,
effeciive, expressive, and ipexpensive means fo automati-
cally create animated Hp synchronization and facial expres-
siop in animated characters. The method described herein
can create the necessary morph weight sel streams to crezle
speeck animation when given s time aligned phopetic tran-
scription of spoken text and a set of user defined ruies for
determining appropriate morph weight sets for a_given
TAPT sequence. This method also defines rules desctibing a
method of ransitioaing between these sels through ime.
The present method is extensible by adding new rules, and
other timed data may be supplied, such as time “emotemes”
that will effect the output dala sccording o additional rules
that take this datz into account. In this manoer, several
parallel systems spay be used on different types of timed data
and the results concaienated, or used independently,
Accordingly, addiional advaniages snd modification will
readily oceur to those skilled in the art, The fovention i ifs
broader aspects is, therefore, not limijled to e specific
methodelogical details, representative apparatus and ilius-
trative examples shown and described. Accordingly, depar-
tures from such details may be made without departing from
the spirit or scope of the applicant’s inventive concept.

What Js claimed ist

1, A method for awtomatically animating lip syachroni-

20

zation and facial expression of three-dimensional characters .

comprising:
obtaining a first sel of rules that define output morph
weight sei sirearm 28 2 function of phoneme sequence
and time of said phoneme sequence;

obtaining a timed data file of phonemes baving a plurality

of sub-sequences;
generaling an intermediate stream of owipul morp weight
sets and a plurality of transition parameters between
two adjacent morph weight sefs by evalualing said
plurality of sub-sequences agains! said first set of rules;

generating a final stream of output mosph weight sels at
a desired frame rale from said intecmediate stream of
output morph weight sets and said plarality of transi-
lion parameters; and '

applying said final stream of cuiput morph weight sets fo

a sequence of animated characters to produce lip sya-
chronization and facial expression control of said ani-
maled characters.

2. The method of claim 1 wherein each of said first set of
rles comprises a rule’s criteria and a rule’s function,

3. The method of claim 2 wherein said evalvating com-
PIiSes:

checking each sub-sequence of said plurality of sub-

sequences for compiance with said rule’s crilera; and
applying said rale’s fupction upon said compliance.

4. The method of claim 1 wherein said first sef of rules
comprises a defzult set of rules and an opiional secondazy set
of rules, said secondary sel of rules having priority over said
default set of rules.

5, The wethod of claim 4 wherein said default set of rules
is adecuate fo create said intermediate stream of oulput
morph weight sets and said plurality of transition parameters
hetween 1wo adjacent morph weight sets for all sub-
sequences of phonemes in said timed data file.

6. The method of claim 4 wherein said secondary set of
rules are used in special cases to substitite aliernate cutput
morph weight sets and/or transition paramelers between two
adjagent morph weight sefs.
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7. The method of claim 1 wherein said timed data is a
tirped aligned phonetic transcriptions data.

8. The method of claim 7 whersin said timned data further
comprises time aligned data.

9. The method of claine 7 wherein said timed data furlher
comprises time aligned emotional transcription data.

10, The method of clairn 1 wherein each of said plurality
of transition parameters comprises & transition start time and
a transition end iime; and said intermediate stream of output
morpk weight sets having entries at said transition start time
and said transition end time.

1%. The method of clairn 10 wherein said generating a
fnal stream of output morph weight sets comprises:

oblaining the output morph weight set at a desired time by
interpolating between said intermediate stream’ of
morph weight sets at said transition start tme and said
transition end fime, said desired fime representing a
frame of said foal stream of output.

12, The method of claim 11, further comprising:
applying a second set of rules to said output morph weight
set for post processing.

13. The method of claim ¥ wherein said first set of niles
comprises:

correspondence rules between a plurelity of visual pho-
peme groups and 2 plurality of morph weight sels; 2and

morph weight set transition rules specifying durational
data for generating transitionary curves belween morph
weight sefs.

14. Az apparams for automatically animating lip synchro-
nization and facial expression of three-dimensional charac-
fers comprising:

a compuier sysiem;

a first set of rules in said compuler sysiem, said first set
of rules defining oulput morph weight set stream as &
function of phoneme scquence and time of said pho-
neme Sequence,

a timed data file readable by said compuler sysiem, said
timed data 8le having phonemes with a plurality of
sub-sequences; ‘

means, in said computer system, for generating an inter-
mediate stream of outpui morph weighl sels and 2
plurality of transition parametess between two adjacent
morph weight sets by evaluating said plurality of
sub-sequences against said first sef of rles;

means, in said computer system, for gererating a final
stream of output morph weighl sets at a desired rame
rate from said intempediate siream of output morph
weight sets and said phurality of Lransition parameters;
and

meaps, in said computer system, for applying said final
streamn of output morph weighl sels 10 & sequence of
animated characlers to produce lip synchronization and
facial expression control of said animated characters.

15. The apparatus of claim 14 wherein each of said first
set of rules comprises a rule’s criteria and a rle’s function.

16. The apparatus of claim 15 wherein said evaluating
comprises:

checking each sub-sequence of said pluralily of sub-
sequences for cormpliance with said mle’s criferis; and

applying said rule’s fupction upon said compliasce.

17. The apparatus of claim 14 wherein said first set of
rules comprises 2 defanlt set of rules and an optional
secondary set of mles, said secondary set of rules baving
priority over said defaull set of rules.

18. The apparatus of claim 17 wherein said default set of
raies is adequate 1o create said intermediate stream of output
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13 14
morph weight sets and said plurality of transition parameters oblaining the outpul morph weight set 21 a desired fipe by
befween (wo adjacent morph weight sets for all sub- inferpolating between said Intermediate stream of
sequences of phonemes in said timed data file. morph weight sefs at said transition start time and said
19. The apparatus of claim 17 wherein said secondary set fransition end time, sajd desired tmoe representing a
of mles are used in special cases to subslitule allerpate 5 frame of said final slream of output.

sulput worph weight seis and/or transition parameters
between two adjacent morph weight sets.

20. The apparatus of claim 14 wherein said timed data is means for epplying 4 second set of rules to said output
a timed aligned phonefic trapscriplions data. morph weight set for post processing.

21. The apparatus of claim 20 wherein said Limed data 10 =
further comprises time aligned data,

22. The apparatus of claim 20 wherein said timed data

25, The apparatus of claim 24, further comprising:

26. The apparatus of claim 14 wherein said first sef of
Tuies comprises:

further comprises lime aligned ermotional ranscription data. correspondence rules between a plurality of visual pho-
23. The zpparatus of claim 14 whereln cach of said peme groups and a plurality of morph weight sets; and
plurality of transition paramelers comprises a transilion slarl 15
time and a transition end time; and said infermediate stream morph weight set transition rules specifying durational
of oulpul morph weight sets having calries af said transition data for generaling iransitionary curves between morph
starl time and said transition end time. weight sets.
24. The apparatus of claim 23 wherein said generating a
final streamn of output morph weight sels comprises: I
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FOR AUTOMATICALLY AN/MATING LIP SYNCHRONIZATION AND FACIAL
EXPRESSION OF THREE DIMENSIONAL CHARACTERS FOR FILMS, VIDEOS,
CARTOONS, AND OTHER ANIMATION PRODUCTS.

¥

CONFIGURING A SET OF DEFAULT CORRESPONDENCE RULES BETWEEN A § - 50
PLURAUTY OF VISUAL PH ONE% g}?fgg‘% AND A PLURALITY OF MORPH

¥

SPECIFYING A PLURALITY OF MORPH WEIGHT SET TRANSITION RULES  }/92
FOR SPECIFYING DURATIONAL DATA FOR THE GENERATION OF
TRANSITIONARY CURYES BETWEEN THE PLURALITY OF MORPH WEIGHT
SETS, ALLOWING FOR THE PRODUCTION OF A STREAM OF SPECIFIED
MORPH WEIGHT SETS TO BE PROCESSED BY A COMPUTER ANIMATION
SYSTEM FOR INTEGRATION WITH ANOTHER ANIMATION.

FiG. 2

EXHIBIT B 1406023



Case 2:12-cv-10336-DSF-AJW Document 1 Filed 12/04/12 Page 26 of 37 Page ID #:31

U.S. Patent Aug. 26, 2003 Sheet 4 of 4 US 6,611,278 B2

FOR AUTOMATICALLY ANIMATING LIP SYNCHRONIZATION AND FACIAL
EXPRESSION OF THREE DIMENSIONAL CHARACTERS FOR USE WITH
A COMPUTER ANIMATION SYSTEM.

56
DETERMINING MEANS FOR PRODUCING A STREAM OF MORPH WEIGHT
SETS WHEN A SEQUENCE OF PHONEMES OR OTHER TIMED DATA 1S ENCOUNTERED.,

58
¥
EVALUATING A PLURALITY OF TWIE ALIGNED PHONETIC
TRANSCRIPTIONS AGAINST THE DETERMINING MEANS FOR PRODUCING
A STREAM OF MORPH WEIGHT SETS.
! 60

APPLYING THE DETERMINING MEANS FOR PRODUCING A STREAM OF
MORPH WEIGHT SETS TO GENERATE AN OUTPUT MORPH WEIGHT SET
STREAM, ALLOWING FOR AN APPROPRIATE MORPH WEIGHT SET
CORRESPONDENCE WITH EACH OF A PLURALITY OF TIME ALIGNED
PHONETIC TRANSCRIPTION SUB-SEQUENCE AND CORREGT TIME
PARAMETERS APPLIED TO A PLURALITY OF MORPH WEIGHT SET
TRANSITIONS BETWEEN A REPRESENTATION OF A PRIOR TIME ALIGNED
PHONETIC TRANSCRIPTION SUB-SEQUENCE AND A CURRENT ONE.
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METHOD FOR AUTOMATICALLY
ANIMATING LIP SYNCHRONIZATION AND
FACIAL EXPRESSION OF ANIMATED
CHARACTERS

This is a continuation of application Ser. No. 08/942,987
filed Oct. 2, 1997, now U.S. Pat. No. 6,307,576,

BACKGROUND OF THE INVENTION

1. Field of Invention

This invention relates geperally to apimation producing
methods and apparatses, and more pariicuiarly is directed
to a method for astomatically animating lip synchropization
and facial expression for three dimensional characters.

2. Description of 1he Relaled Art

Various methods have been proposed for apimating lip
synchronization and facial expressions of animated charace
ters in animated produocts such as movies, videos, cartoons,
CD’s, and the like. Prior methods in thig area have long
suffered from the need of providing ar economical means of
animating lip synchronization and character expression in
the production of animated products due to the extremely
laborious and lengthy protocols of such prior traditional and
compuler animation technigaues. These shortcomings have
significantly limited all prior Bp synchronization and facial
expression methods and apparatuses used for the production
of animated products. Indeed, the limitations of cost, time
required to produce an adequate lip synchronization or facial
expression in an znimated product, and the inherent imita-
tions of prior methods and apparaluses to satisfactorily
provide lip synchronization or express character feelings and
emotion, leave a significant gap in the potential of animated
methods and apparatuses in the current state of the art.

Time aligned phonetic ranscriptions (TAPTS) are a pho-
pefic trapseription of a recorded text or scundtrack, where
the occurrence in time of cach phonewoe is also recorded, A
“phoneme” is defined as the smallest upit of speech, and
corresponds 1o a single sound. There are several slandard
phonetic “alphabets” such as the nfernational Phonetic
Alphabet, and TIMIT created by Texas instruments, Inc. and
MIT. Such transcriplions can be created by band, as they
currently are in the raditional anirnation industry and are
called “x* sheets, or “gray sheets” in the trade. Alteznatively
such trapscriptions can be crealed by awlomalic speech
recognition programs, or the hike.

‘The current practice for three dimensioral coruputer gen-
erated speech animation is by manual technignes commonly
using a “morph target” approach, In this practice a reference
model of a newiral mouth position, and several other mouth
positions, each corresponding to a differeal phonewoe or set
of phonemes is used. These models are called “morph
fargets”. Each morph target has the same fopology as the
peutral moedel, the same mumber of verlices, and each vertex
on each model logically comesponds o a vertex on each
other model, or example, veriex #n op all models represents
the Jeft comer of the mouth, and although fhis is the typical
case, soch rigid correspondence may not be necessary.

The deltas of each vertex on each morph target refative to
the neulral are computed as a vector from each verlex n on
the reference Lo each verlex n on each morph target. These
are called the delta sets. There is one delta set for each morph
target.

In producing apimation products, a value usually from G
to 1 is assigned to each delta set by the animator and the
vatue is called the “morph weight”. From these morph
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weights, the peutral’s geometry is modified as follows: Each
vertex N on the peutral bas the corresponding deltz set’s
vertex multiplied by the scalar morph weight added to it
This is repeated for each morph target, and the result
summed. For each veriex v in the peutral model:

hesulfafnevirallts,_ oeita setxjmorph weigh

where the symbol [xxcd is used to indicate the corresponding
vector in each referenced sel. For example, |resuli] is the
corresponding resultant vertex to veriex v in the neuniral
model neutral] znd jdeita setx] is the corresponding veclor
for delta set x.

If the morpk weight of the delia set corresponding fo the
morph target of the character saying, for exampie, the “oh™
sound is sef to 1, and all others are set 1o O, the neutral would
be modified to ook like the “ob farget. If the situation was
the same, excepl that the “ob™ morph weight was 0.5, the
neviral’s geomelry is sodified half way between neutral and
the “oh™ morph target. .

Simailarly, if the situation was as described above, except
“ob” weight was 0.3 apd the “ee™ morph weight was at 0.7,
the pentral geometry is modified to have some of the “ob”™
model characteristics and more of the “ec” model charze-
teristics. There also are prior blending methods including
zveraging the delfa sets according fo their weights.

Aceordingly, 1o animate speech, the artist peeds 10 set all,
of these weights at each frame o0 an appropriate value.
Usually this is assisted by using a “keyvirame™ approach,
where the artist seis fhe appropriale weights at certain
bmportant titees (“keyirames™} and a program interpolates
each of the channels at each frame. Such keyframe approach
is very fedious and time copsuming, as well as jnaccurate
due to the large number of keyframes necessary to depict
spoech,

The presert invention overcomes many of the deficiencies
of the prior art and obtains its objectives by providing an
mtegrated method embodied in computer software for use
with a computer for the rapid, efficient ip synchronization
and manipulation of character facial expressions, thereby
allowing for rapid, creative, and expressive animation prod-
ucts to be produced in a very cost effective manper.

Accordingly, it is the primary object of this invention 1o
provide a methed for avtomatically animating lip syachro-
nization and facial expression of three dimensional
characters, which is integrated with computer means for
producing accurate and realistic Hp synchronization and
facial expressions in animated characters. The method of the
preseni invention further provides an exiremely rapid and
cost effective meaps 1o antomatically creale Lip synchreni-
zation and facial expression in three dirpensional animated
characlers.

Additional objects apd advantages of the igvention wili be
set forth in the description which follows, and in part will be
obvious from the description, or may be learned by practice
of the invention. The objects and advantages of the investion
may be realized and obiaiped by means of the insirumesn-
falities and combinations parlicularly pointed out in the
appended clatms,

SUMMARY OF THE INVENTION

Te achieve the foregoing objects, and in accordance with
the purpose of the invention as embodied and broadly
described herein, a methed is provided for controlling and
automatically animating lip synchronization and facial
expressions of three dimensional animated characters using
weighted morph targets and time aligned phonetic transcrip-
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tions of recorded text, and other time aligned data. The
method uilizes a set of rules thal determine the systems
oulput comprising a stream or streams of morph weight sets
when a sequence of timed phonemes or other timed data is
encouniered. Other limed data, such as pitch, ampliteed,
noise amounts, or emotional state data or emotemes such as
“surprise, “disgust, “embarrassment”, “limid smile”, or the
Iike, may be inputted to affect the outpu! stream of morph
weight sels.

The methodology herein described allows for anfomati-
cally animating lip sycchronization and facia] expression of
three dimensional characters in the creation of 2 wide variety
of animafion products, including but not limited 1o movies,
videos, cartoons, CD's, software, and the like. The method
and apparatuses herein described are operably infegrafed
with compuier software and hardware,

In accordance with the present invention there also is
previded & method for awtomatically animafing Hp synchro-
nization and facial expression of three dimensional charac-
ters for films, videos, carfoons, and other amimation
products, comprising configuring 2 set of default correspon-
dence niles befween a plurality of visual phoneme groups
apd a plorality of morph weight gets; and specifying 2
plurality of morph weight set transition rules for specifying
durational dala for the geoeration of itransitionary curves
between the plurality of morph weight sets, allowing for the
production of a stream of specified morph weigh sets to be
processed by a computer animation sysiem for integration
with other animation, whereby animated lip synchronization
and facial expression of animated characters may be auto-
maticalty controlled and produced.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and constituie a part of the specification, illustrate a pre-
ferred embodiment of the invention and, together with 2
general descriplion given above and the detailed description
of the preferred embodiment given below, serve o explain
the principles of the invention.

FIG. 1 is 2 flow chart showing the method of the invention
wifh an optional time aligned emotional transcription file,
and anpother parafle] timed data file, according to the inven-
tiom.

FIG. 2 15 a flow c¢hart illustrating the principal steps of the
present method, according to the invention,

FIG. 3 is another representational flow chart illustrating
the present method, according fo the fnvention.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

Reference wiil now be made in detail to the present
preferred embodiments of the iaveation as illustrated in the
accompanying drawings.

In accordance with the present invention, there is pro-
vided as {Bustrated in FIGS. 1--3, a method for controlling
and aulomalically animating lip synchronization and facial
expressions of three dirpensional animated characlers using
weighted morph targets and time aligned phonetic franserip-
fions of recorded text. The method utilizes a set of rules that
determine the systems outpul comprising a stream of morph
weight sels when 2 sequence of timed phoremes is encoun-
tered. Cther timed data, such as timed emotional stale data
or emotemes such as “sucprise, “disgust, “embarrassment”,
“timid smaile”, piich, amplitued, noise amounts or the like,
may be inputted to affect the output stream of morph weight
sefs.
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The method comprises, in one embodiment, configuring a
set of defanlt correspondence rales between a plurality of
visual phoneme groups aad a plurality of morph weight sets;
and specifying a plurality of morph weight set fransition
rules for specifying durational data for the generation of
transitionary curses batween the plurality of morph weight
sets, allowing for the production of a stream of specified
morph weight seis to be processed by a computer animation
system for infegration with other animeation, whereby ani-
maled lip synchronization and facial expressios of animated
characiers may be avtomatically produced.

There is also provided, according to the imvention a
methed for aniomaticaily animating Hp syachronization and
facial expression of three dimensional characters for use
wilh a computer aninalion system, comprising the steps of:
determining means for producing 2 Stream of merph weight
sets when a sequence of phonemes is encountered; evala-
aling a plurality of ltime aligned phonstic (ranscriplions or
other timed data such as pitch, amplitude, noise amounts and
the like, against the determining means for producing a
stream of mmorph weight sefs; applying said determining
wesns for producing 2 stream of morph weight sets io
generate an output morph weight set stream, allowing for an

- appropriate merph weight sel correspondence with each of

& plurality of time aligned phonetic transcripticn sub-
sequences and correct time parameters applied to a plurality
of morph weight set transitions between a representation of
a prior time aligned phonetic franscription subsequence and
a cuirent cpe, whereby lip synchronization and facial
expressions of animaled characters is aulomatically con-

“trolled and produced.

The method preferably comprises a set of rules that
determine what the oulput morph weight set stream will be
when any sequence or phonemes and their associated times
is eaconntered, As used hereln, a “morph weight set” is 2 set
of values, ope for each della set, that, when applied as
described, transform the peutral mode to some desired state,
such as spesking the “00” sound or the “th” sound.
Preferably, one model id designated as the anchor model,
which the deltas are computed in reference to. If for
example, the is a morph target that represents all possible
occurrences of an “e” sound perfectly, it’s morph weight set
would be all zeros for all delta sefs except for the delta sef
corresponding fo the “ee” morph larget, which would set 1o
1

Preferably, each rule comprises two pans, the rule’s
criteria 2nd the rule’s function. Bach sub-sequence of dme

- aligned phonetic {rasscription (TAPT) or other timed data
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such as pitch, amplitede, noise amount or the like, is
checked agejnst a mule’s criteria fo see if fhat mie is
appiicable, If so, the rule’s function is applied 1o generate the
output. The primeary fanction of the rules is to determined 1)
the appropriate morph weight set correspondence with each
TAFT sub-sequence; and 2) the time parameters of the
morph weight sel transitions between the representation of
the prior TAPT sub-sequence or other timed data and the
current one. Conditions 1) and 2) must be completely
specified for any sequence of phonemes and times encoun-
lered. Together, such rules are used to creale a continuecus
stream of morph weight sets.

In the present method, il is allowable for more than one
phoneme 10 be represented by the same morph target, for
example, “sss” and “zzz”. Visually, these phonemes appear
similar. Through the use of such rules, the user can group
phonemes together that have a similar visual appearance into
viseal phonemes” that function the same as one another. It
is also acceptable, through the rules, to ignore certain
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phoseme sequences. For example, a rule could specify: “If
in the TAPT, there are two or more adjacent phonemes that
are in the same “visual phoneme™ group, all but the first are
Ignored”.

The rules of the present method may be categorized in
three maiz groupings; defaunit rules, auxiliary rules and post
processing rules. The defavit reles must be compilete enough
to creale valid outpul for any TAPT encountered af any point
in the TAPYT. The secondary rules are used in special cases;
for example, {0 substitule allernative morph weighl set
correspondences and/or frapsition miles if the identified

crileria are met. The post processing rules are used io farther-

manipulate the moorph weight set stream afier the defaull or
seceondary rules are applied, and can further modify the
mexobers of the morph weight sets determined by the default
and secondary rules and interpolation.

H for example, specific TAPT subsequence does not fit the
criteria for any secondary rules, then the defanlt rules take
effect. If, on the other band, the TAPT sub-sequence does fit
the criteria for a secondary rule(s) they 1ake precedence over
the defanlt nides, A TAPT sub-sequence take into accoun! the
current phoneme and duration, and a number of the preced-
ing and following phonemes and duration’s as well may be
specified.

Preferably, the secondary mles effect morph target corre-
spondence and weights, or rapsilion times, or both, Sec-
opdary nules can creafe fransitions and correspondences
even where oo phoneme (ransitions exist. The secondary
rules can use as their criteria the phoneme, the duration or
the phoneme’s context in the oulput siream, thal is what
phonemes are adjacent or in the neighborhood 1o the current
phoneme, what the adjacent duration’s are, and the like.

The post processing rules are preferably applied after a
preliminary cutpui morph weight set is calculated so as io
modidy il. Post processing nies can be applied before
interpolation and/or after interpolation, as described later in
this documsent, Both the secopdary and post processing rales
are oplional, however, they roay in certain applications be
very complex, and in particular circumslances contribute
more 1o {be cutput thas the defanlt rules.

In FIG. 1, a flow chart iustrates the preferred steps of the
methodology 10 or automaticaily animating ¥p synchroni-
zation and facia} expression of three dimensional animated
characters of the present invention, A specific sub-seguence
20is selected from the TAPT fle 12 2ad is evaluated 22 1o
determine if any secondary rule criteriz for morph weight set
target apply. Time aligned emotional transcription file 14
data may be inputted or data from an optional Hime aligned
data file 16 may be used. Also shown is a paraliel method 18
which may be configured identical to the primary methoed
described, however, using different timed data rules and
different deita sets. Sub-sequence 20 is evaluated 22 (o
determine if any secondary nile criteria apply. If yes, then a
morph weight set is assigned 24 according to the secondary
rules, i no, then a morph weight set is assigned 26 according
to the default rules. If the sub-siring meels any secondary
rule criteria for transition specification 28 then a trassition
start and end time are assigned according to the secondary
rules 32, if no, then assign transition start 2nd end times 39
according 1o defanit riles. Then an intermediate file of
transition keyframes using target weights apd transilion
rules as generaied are created 34, and if any keyframe
sequences fit post process before interpolation rules they are
applied here 36, This data may be owtput 38 here if desired.
If not, thep interpolate using any metbod post processed
keyframes to a desived [requency of frame rate 40 and if any

EXHIBIT B

25

6

morph weight sequences generaled £t post processing after
interpolation criteria, they are applied 42 at this point. If
parallel metheds or systems are used to process other timed
aligned data, they may be concatenated here 44, and the data
output 46.

In FIG. 2, the method for awiomatically animatizg fp
synchronization and facial expression of three dimensional
characters for films, videos, carloons, and other animation
products 10 is shown according to the invention, where box
50 show the step of coufiguring a sel of default correspon-
dence rales between a plurality of visual phoneme groups or
otber timed input data and a plurality of morph weight sels.
Box 32 shows the steps of specifying a plurality of morph -
weight set iransition rules for specifying durational data for
the generation of fransitionary curves between the plurality
of morph weight seis, allowing for the predaction of a
sireamn of specified morph weight sets to be processed by 2
computer apimation system for infegration with other
animation, whereby animated lip synchronization and facial
expiession of apimated characlers may be aviomatically
produced.

With reference now to FIG. 3, method 10 for anlomati-
cally animating lip synchronization and facial expression of
tkree dimensional characters for use with a computer ani-
wation syster is shown including box 36 showing the step
of determining means for producing a stream of morph
weight sets when a sequence of phonermes is encountered.
Box 53, showing the step of evaluating a plurality of time
aligned phonetic franscriptions or other timed ata such as
pitch, amplitude, noise amounts, and the like, against said
determining means for producing a stream of morph weight
seis, Inbox 60 the steps of applying said delermining means
for producing a stream of morph weight sels to generate an

_ ouiput morph weight set siream, allowing for an appropriate

45

50

55

50

68

morph weight sei correspondence with each of 2 plurality of
fime aligned phonetic transeription sub-sequences and ooz-
rect time parameters applied to a plurality of morph weight
sel irapsitions between a representafion of a2 prior time
aligned phopelic transcription sub-sequence and a current
one, whereby lip synchrogization and facial expressions of
animated characters is avlomatically controiled and pro-
duced are shown azccording to the invention.

In operaticn and use, the user must mamvally sel up
default correspondence rules between all visual phoneme
groups and morph weight sets. To da this, the user preferably
specifies the morph weight sets which corespond to the
model speaking, for example the “00” sound, the “th” sound,
and the like, Next, default rules must be specified. These
rules specify the durational information needed o generate
appropriate transitionary curves between morph weight sets,
such as transition start and end times. “fransition”™ between
two morph weigh sets is defined as each member of the
morph weight set transitions from it’s current state to it's
targel state, starling al the trapsition stari (ime and ending at
the transition end tie, The target state is the morph weight
set determined by a correspondence rule.

The defanit correspondence nules and the default morph
weight sel transition rules defice the defavlt system behav-
ior. If all possible visual phoneme groups or all membess of
alternmative data demains have morph weight set
correspondence, any phoneme sequence can be handled with
this rule set alone. However, additional rules are desirable
for effects, exceptions, and uniqueness of character, as
further described below,

According fo the method of the invention, other rules
involving phoneme’s duration andfor conlext can be speci-
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fied. Also, any other rules that do not fit easily inlo the above
mevtioned categories can be specified. Examples of such
rules are deseribed in grealer detail below aad zre termed the
“secondary rules”. if 2 med phoneme or sub-sequence of
timed phonemes do not At the criteria for any of the
secondary riles, the default rules are applied as seen in FIG.
1

1t is seen that through the use of these rules, an appropriale
morph weight stream is produced, The uninterpelated morph
weight stream has entries only at fransition starl and end
time, however. These aci as keyframes. A morph weight set
may be evaluated at any time by interpolating between these
keyframes, using conventional methods. This is bow the
output siream s calculated each desired time frame. For
examgple, for lelevision productions, the necessary resolulion
is 30 evalvations per second.

The post processing rules may be applied cither before or
after the above described interpolation slep, or both. Some
nides may apply oaly fo keyframes before interpolation,
some 1o inferpolated data. If applied before the interpolation
step, this affects the keyframes. if applied after, it effects the
interpolated data. Post processing can use the morph weight
sels caloulated by the defawlt and secondary rules. Post
processing rules can use the morph weigh sels or sequences
as in box 44 of FIG. L, calculated by the defanit and
secondary nules. Post processing rales can modify the indi-
vidual members of the morph weight sets previcusly gen-
eraled. Post processing rules may be applied in addition to
other rules, including other post processing rules. Once the
rile set up is completed as descrbed, the metbod of the
present invention can lake any pumber and length TAPT s 25
input, and automatically ouipul the comesponding morph
weight sel stream as seen in FIGS, 1-3.

For example, a modeled nentral geomeltric representation
of 2 character for an aniwated producticn sech as a movies,
video, cartoon, CD or the ke, with six morph fargets, and
lheir delta sets determined. Their representations, for
example, are as follows:

Delta Set. Visual Represeatalion

@
R

e

“oh™

exaggeraled “oh”

special case “ch’” used during a “snide laugh” sequences

[ R P

In this example, the neutrai model is used 1o reprosent
silence. The following is an example of a set of rules,
according to the present method, of course this is only an
example of a set of rules which could be use for illustrative
purposes, and many other rules couid be specified according
to the method of the invention.

Default Rules:

Defauit Correspondence Rules
Criteda; Encounter a “b” as in “house”

Function: Use morph weight set (1,0,0,0,0,0) as transiticn
target.

8

Criteria: Focounter an “eh™ as in “bet”
Function: Use morph weight set {0,1,6,0,0,0) as fransition
target,

Criteria: Encounter a “1” as in “old”

5 Fupction: Use morph weight set (0,0,1,6,0,0) as transition
farget.

Criteria: Encounter an “ok” 2s in “old”

Function: Use morpk weight set {0,0,0,1,0,0} as fransition
target.

Criferia: encounter a “sijence™

Function: vse morph weight set (0,0,0,0,0,0) as transition
farget,

Defauit Transition Rule

15 Criteria; Epcounter any phonems
Function: Trapsitios start time=(the oulgoing phoneme's
end time)-0.1%(the outgoing phoneme’s duration);
transition end time=(the incoming phoneme’s start time)
0.1* (the incoming phoneme’s duration) :
Secondary Rules
Criteria: Encounler an “ob” with a duration greater than 1.2
seconds.
Function: Use morph weigh set (6,0,0,0,1,0)
o5 Critezia: Encounter and “eh” followed by an “b™ and pre-
ceded by an "h".
Funétion: Use morph weigh set (0,0,0,0,0,1) as transition
target.
Criteria: Encounter any phoneme preceded by silence
3¢ Punction: Transition start time=(the silence’s end time)-
0.1*{the incoming phoneme’s duratien) Transition end
timesthe incoming phonetae’s start time
Critexia: Encounter silence preceded by 20y phoneme.
Function: Transition start timesthe silence’s start time~0,1%
35 (ihe oulgoing phoneme’s duration)
Post Processing Rules
Criteriz: Encounter 2 phoneme duration under 0,22 seconds.
Function: Sczle the trapsition larget delermined by the
default and secondary rules by 0.8 before inlerpolation.
4 Accordiogly, using this example, if the vser wers to use
these rules for the spoken word “Hello™, at least four morph
largets and a peulral target would be required, that is, one
each for the sound of “h”, “e”, “1",“ch ™ and their associated
delta sets. For example, a TAPT representing the spoken
45 word “beilo” could be configured as,

Tame Phopeme
50 4.0 silence begins
o8 silence ends, “h™ begins
10 “h" ends, “eh" begins
1.37 "eh"" ends, “1" begins
1.4 “1" ends, “oh™ beging
55 2.1 “ok" ends, sitence begins,

The methed, for example embedied in computer software
for operation with 2 compuler or conzputer animation systerm
would create an output morph weight set stream as follows:

(ime

DSIFR™ DS2(%h™) DSA(F) DSA(oh7) DS.Sfux oh”} D.S.6

8.0
2.73

(=]

¢ G &} [ 0
& o 0 i o o
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~continied
Time  DSI(DM DS DS DSAor DSSpuxtor &6
0.8 1 ¢ 0 0 3 o
098 1 o 0 0 8 8
1037 0 1 0 0 ] 0
1333 0 1 0 0 h] 0
1403 0 0 1 ] 0 h
1.667 .0 0 1 o 0 0
1740 ] 0 1 0 0
z.1 0 0 0 1 0 ]
2.14 o 0 V] 8 G 4]

~ Such worph weight sets act as keyframes, marking the
fransitionary points. A morph weight set can be obtained for
any time within the duration of the TAPT by interpolating
between the morph weight sets using conventional methods
well known in the art. Accordingly, 2 morph weight set can
be evaivated at every frame. However, the post processing
riles can be applied fo the keyframes before interpolation as
in box 36 of FIG. 1, or to the interpolated data as in box 40
of FIG. 1. From such stream of morph weight sets, the
neutral modei is deformed as described above, and then seat
to a conventional compuler anirmation system for integration
wilh other animation. Alternatively, the morph weight set
siream can be used directly by ap animation program or
package, wither inlerpolated or not.

The ruies of the present invention are extepsible and
freeform in the sense that they may be created as desired and
adapted to a wide variety of animation characiers, situations,
and products. As each rule comprise a criferia and function,
as iman “if . . . ihen ... else” construct. The following are
illustrative exaroples of other riles which may be used with
the present methodology.

For example, use {0,0,0,8 .. . } as the morph weighs, set
when a “m” is encountered. This is a type of default rule,
where: Criteria: Encouster & “m” phoneme of any durafion.

Function: Use a morph weight set {0,000 . .. 0} as a
transition target.

Another example would be creating several shghtly dif-
ferent morph targets for cach phoneme group, and using
them randomly each time that phoneme is spoken. This
would give a more random, or possibly comical or interest-
ing look to the animation’s. This is a secondary rule.

An example of post processing nele, before interpolation
would be to add a small amount of random noise 1o all
morph weight chanpels are all keyframes. This would
slightly alter the look of each phoneme to create a mor
natural look. i
Criteria: Encounter any keyframe
Function: Add a smal random vaiue to each member of the

morph weight set prior fo inferpolation,

Axn example of a post processing nide, after interpolation
would be to add a component of an auxiliary morph target
{one which does not comespond directly o 2 phoneme) {0
the owlpul slream in 2 cyclical magmer over tme, zfler
interpolation. If the auxiliary morph target had the charac-
ter’s mouth moved to the left, for example, the outpuf
animation would have the character’s mouth cycling
between center to feft as be spoke.

Criteria: Encounter any morph weighi set geperated by
interpolation

Furction: Add a value caleulated through a mathematical
expression o the morph weigh set’s member that corre-
sponds to the suxiliary morph terget’s delta sel weight,

The expression might be, for example: 0G.2*%sin

(0.2*1ime*2*pi)+0.2. This rule would resull in an oscil-

lation of the asimated character's mouth every five sec-

onds,
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Another example of a secondary rufe is to use allernative
weight sets (or morph weight set sequences). for cerfain
contexts of phonemes, for example, in an “ok” is bolh
preceded and followed by an “ee” then use an alterpate “ob”.
This type of nile can make speech idiosyncrasies, as well a5
special sequences for specific words {which are a combina-
tion of certain pbonemes in a certain context), This type of
mde can fake info cousideration the differences in mouth
positions for similar phonemes based on comtext, For
example, the “1” in “hello” is shaped more widely than the
“¥* in “burly” due to it’s proximify 1o an “eh” 2s opposed 1o
a “f?'

Criteria: Encounter an “¥” preceded by an “1”.

Function: Use a specified morph weight sel as trapsition
target.

Another secondary rule could be, by way of illustration,
tha{ if a phonere is longer than a certzin duration, substitute
a different morph target. this can add expressiveness 1o
extended vowel sounds, for instance, if a character says
“HELLOOCGOOOO!” 2 more exaggerafed “ob” model
would be ased.

Crileria: Encounfer 2n “ch® longer than 0.5 seconds and less
than 1 second.

Function: Use a specified morph weight set as a transition
larget.

If a phoneme is longer than another phoneme of even
longer duration, a secondary rule may be applied to create
pew Irassitions between allermate morph targels at certain
intervals, which may be randomized, during the phoneme’s
duration. This will add some avimation 1o extremely Jong
held sounds, avoiding a rigid look. This is another example
of 2 secondary nule )

Criteria: Encounter an “oly” longer thas 1 second long.

Fupction: Insert transitions between a defined group of
morph weight sets at 0.5 second intervals, with transition
duration’s of 0.2 seconds until the pext “normal” trapsi-
tion start time is encountered.

If 2 phoneme is shorter than a cerlain duration, is
corresponding morph weight may be scaled by a factor
smaller than 1. This would create very short phoremes not
appear over arliculated. Such a post processing rule, applied
before inierpelation would comprise:

Criteria: Eacounter 'a phoneme duration shorter thap 0.1
seconds.

Function; Multiply all members of the iransition target
(aready determined by default and secondary mules by
duration/}.1.

As is readily apparent 2 wide variety of other rules can be
created to add individuality to the different charactess,

A furtber extension of the present method is to make a
parailel method or system, as depicied in box 14 of FIG. 1,
that uses time aligned emotional ranscriptions {TAET) that
correspond to facial models of those emotions. Using the
sam¢ {echniques as previously described additional morph
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weight set streams can be created that cootrol other aspects
of the character that reflect facial display of emotional state.
Such morph weight set streams can be concalenated with the
lip synchronization strearn. In addition, the TAET data can
be used in conjunction with the lip synchropization second-
ary rules to alier the lip synchronization output stream. For
exampie;

Criteria: An “L” is encountered in the TAPT and the nearest

“smoleme” io the TAET is 2 “smile”,

Function: Use 2 specified morph weight set as transition
target.

As is evident from the above description, the automatic
animation Bp synchronization and facial expression method
described may be used on a wide varety of animation
products. The method described herein provides an
extremely rapid, efficient, and cost effective meaps to pro-
vide awtomatic lip synchronization and facial expression in
three dimensional animsated characters, The method
described herein provides, for the flrst time, a rapid,
effective, expressive, and inexpensive means o antomali-
cally create animated lip synchronization and facial expres-
sion in animated characters. The method described herein
‘can create the necessary morph weight set sireams 10 create
speech animation when given a time aligned phonetic tran-
scription of spoken text and a set of user defined rules for
determining appropriate morph weight sets for 2 given
TAPT sequence. This nxethod also defines rules describing a
method of transitioning berween these sels through time.
The present method is extensible by adding new rules, and
other timed data may be supplied, such as time “emotemes”
that will effect the outpul dala according to additional rales
thai take this dala into accounl, In this manner, several
paraliel systems may be used on different types of timed data

and the results concatenated, or used ipdependently..

Accordingly, additional advaniages and modification witl
readily occur to those skifled in the art. The invention i ils
broader aspects is, therefore, not limited to the specific
methodological details, representalive apparatus and illus-

trative examples shown and described. Accordingly, depar-

fures from such details may be made without departing from
the spirit or scope of the applicant’s inventive concept.

What is claimed is:

1. A method for sutomatically animating lip synchropi-
zation and facial expression of three-dimensional characters
comprising:

chiaining a first set of miles thal defines a morph weight

set streamn a5 a function of phoneme sequence and times
associated with said phoneme sequence;

obtaining a plarality of sub-sequences of timed phonemes

corresponding 1o a desired audio sequence for said
three~-dimensiona} characters;

generating zn outpul morph weight set stream by applying

said frst set of rules fo each sub-sequence of said
phurality of sub-sequences of timed phonemes; and -
applying said oulput morph weight set stream 1o an inpuf
sequence of animated characters to generate an oufpul
sequence of animated characters with lip and facial
expression synchronized to szid andio sequence.

2. The method of claim 1, wherein said first set of rules
COMPrises:

comespondence rules between 2ll visual phoneme groups

and morph weight sets; and

morph weight sel Lransition rules specifying durational

data between morph weight ses.

3. The method of clzim 2, wherein said durational data
comyprises {ransition start and trapsition end times.
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4. The method of claim 1, wherein said desired audio
sequence is from a pre-recorded live performance.

5, The method of clabm 1, wherein said desired andic
sequence is synthetically generated by a computer.

6. The method of claim 1, wherein said plurality of
subsequences of timed phonemes is obtzized from a file.

7. The method of claim 1, wherein szid pluraiity of
subsequences of timed phonemes is generated during api-
mation. :

8. The method of claim 1, wherein said oulpul sequence
of animated characters is transmifled over a computer net-
work.

9. The method of claim 1, wherein said generaling said
output morph weight siream comprises:

generating an appropriate morph weight set correspond-

ing to ecach subsequence of said timed phonemes; and

generating time parameters for transition of said appro-

priate morph weight set from 2 morph weight set of a

prior sub-sequence of said timed data.

10. The method of claim 1, wherein cach of said first set
of rules comprises 2 rule’s criteria and a ryle’s function.

11. The method of claim 16, wherein sa2id generating an
ouiput morph weight sel stream comprises:

checking each sub-sequence of said plurality of sub-

seguences of timed data for compliance with said role's

criferia; and

generating an onipui morph weight set and fransition

parameters by applying said rule’s funetion upon said

complance with said crifesia.

12. The method of claim 1, wherein said first set of rules
comprises a defavlt set of yules and an optional secondary sel
of riles, said secondary set of rules having priority over said
default sel of rues.

13. The method of claim 1, wherein said plurality of
subsequences of timed phonemes comprises a Umed aligoed
phonetic trapscriptions sequence.

14. The method of claim I, wherein said plorality of
subsequences of timed phonemes comprises time aligned
data.

15. The method of ¢laime 13, wherein said plurality of
subsequences of timed phonemes further comprises time
aligned emoticpal transcription data.

16. The method of claim 9, wherein said iransition param-
ciers comprises:

transition start time; and

trapsition end fime,

17. The method of claim 16, further coreprising:

generaling said ontput morph weight set siream by inter-

polating between morph weight seis al said trassition

start time and said traosition end time according 1o a

desired frame rate of said output sequence of animated

characters.

18, The method of claim 1, farther comprising:

applying a second set of rules to sald cutpul morph weight

set prior to said generafing of said output sequence of
animated characters.

19. An apparatus for anlomatically animating lip synchro-
nization and facial expression of three-dimensional charac-
ters comprising:

a computer system;

computer code in said computer system, said computer

code comprising:

a method for obtaining a first set of mles that defines a
morph weight set stream as a function of phoneme
sequence and limes associated with said phoneme
sequence; '
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2 method for oblaining a plurality of sub-sequences of
timed phopemes corresponding to a desired audio
sequence for sajd three-dimensional characters;

2 method for generating an oufput morph weight set
stream by applying said first set of rules 1o cach
sub-sequence of said plurality of subsequences of
timed phonemes;

a method for applying said output morph weight set
stream o ap input sequence of animated characlers
1o generate ap oufpul sequence of animated charac-
ters with Iip and fzcial expression syochronized io
szid audio sequence.

20, The: apparatus of claim 19, wherein said first set of
niles comprises:

correspondence rules between all visual phoneme groups

and morphk weight ssis; and

morph weight set transition rules specifying durational

data beiween morph weight sels.

21. The apparatus of claim 20, wherein seid durational
data comprises iransition start and transition end limes.

22.'The apparatus of claim 19, wherein said desired audio
sequence is from & pre-recorded live performance.

23. The apparaius of claim 19, wherein said desired audio
sequence is syptheticalty generated by 2 computer.

24, The apparatus of claim 19, said plurality of subse-
guences of timed phonemes is obtained from a file.

25. The apparatus of claim 19, wherein said plurality of
subsequences of timed phonemes is generaled during ani-
mation.

26. The apparatue of claim 19, wherein said ouiput
sequence of animated characiers is transmitted over a com-
puter neiwork.

27. The apparalus of claim 19, wherein said generating
said output tsorph weight stream comprises:

generating an appropriate morph weight set correspond-

ing 1o each subsequence of said timed phonemes; and

generaling time parameters for transition of said appro-

priate morph weight sel from a mocph weight set of a

prior sub-sequence of said timed data.

28. 'The apparatus of claim 19, wherein each of said first
set of rules comprises a rule’s eriteria and a rule’s fupction.
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29, The apparatus of claim 28, wherein said generating an
output morph weight set stream comprises:

checking each sub-sequence of said plurality of sub-
sequences of timed data for compliance with said rufe’s
crileria; and

generaling an output morph weight sel and transition
parameters by applying said nule’s function upon said
compliance with said eriteria.

30. The apparatus of claim 19, wherein said first set of
reles comprises a defauit set of rules and an optiomal
secondary set of rules, said secondary set of rales having
priority over said default set of rules.

31. The apparatus of claim 19, wherein said plurality of
subsequences of timed phonemes comprises 2 timed aligned
phonetic {ranscriplions sequence. - :

32, The apparatus of claim 19, wherein said plurality of
subsequences of timed phonemes comprises time ahigned
data. '

33. The apparatus of claim 31, wherein said plurality of
subsequences of timed phonemes further comprises time
aligned emotional franscription data.

34, The apparatus of claim 27, wherein said trapsition
parameters COImpIises:

transition start time; and

transition end time.

35, The apparatus of claim 34, wherein said computer
code farther commprises:

a method for generating said output morph weight set
slream by interpolating between morph weight seis at
said transition start time and said transition end time
according io a desired frame rate of said oufput
sequence of animated characters,

36. The apparatus of claim 19, wherein said compuler

code further conoprises:

a method for applying a second set of rajes to said oufput
morph weight set prior to said generating of said oufput
sequence of animated characters.

*® ko ok %
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UNITED STATES DISTRICT COURT
CENTRAL DISTRICT OF CALIFORNIA

NOTICE OF ASSIGNMENT TO UNITED STATES MAGISTRATE JUDGE FOR DISCOVERY

This case has been assigned to District Judge Dale S. Fischer and the assigned discovery
Magistrate Judge is Andrew J. Wistrich,

The case number on all documents filed with the Court should read as follows:

cvl2- 10336 DSF (AJWx)

Pursuant to General Order 05-07 of the United States District Court for the Central
District of California, the Magistrate Judge has been designated to hear discovery related
motions.

All discovery related motions should be noticed on the calendar of the Magistrate Judge

NOTICE 7O COUNSEL

A copy of this notice must be served with the summons and complaint on all defendants (if a removal action is
filed, a copy of this notice must be served on all plaintiffs).

Subsequent documents must be filed at the foliowing location:

¥1 Western Division L] Southern Division Eastern Division
312 N. Spring St., Rm. G-8 411 West Fourth 8t., Rm. 1-053 3470 Twelfth St., Rm. 134
Los Angeles, CA 90012 Santa Ana, CA 92701-4516 Riverside, CA 92501

Failure to file at the proper location wiil result in your documents being refurned fo you.

CV-18 (03/086) NOTICE OF ASSIGNMENT TO UNITED STATES MAGISTRATE JUDGE FOR DISCOVERY
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Name & Address:

RUSS AUGUST & KABAT

Irene Y. Lee, CA SB No. 213625

Email: ilee@rakiaw.com

12424 Wilshire Boulevard, 12th Floor

Los Angeles, California 90025; Tele: 310.826-7474

UNITED STATES DISTRICT COURT
CENTRAL DISTRICT OF CALIFORNIA

McRO, Inc., dba Planet Blue : CASE NUMBER
0S¢
CV12-10336 PSK (AJWx)
PLAINTIFF(S)
V.
Sonic Team
SUMMONS
DEFENDANT(S).

TO: DEFENDANT(S):

A lawsuit has been filed against you.

Within __21  days after service of this summons on you (not counting the day you received it), you

must serve on the plaintiff an answer to the attached Iﬁcomplaint [ amended complaint

[ counterclaim [ cross-claim or a motion under Rule 12 of the Federal Rules of Civil Procedure. The answer

or motion must be served on the plaintiff’s attorney, lrene Y. Lee , whose address is
Russ, August & Kabat, 12424 Wilshire Blvd, 12th F], Los Angeles, CA 90025 . If you fail to do so,

judgment by default will be entered against you for the relief demanded in the complaint. You also must file
your answer or motion with the court.

Dated: U1

[Use 60 days if the defendant is the United States or a United States agency, or is an officer or employee of the United States. Allowed
60 days by Rule 12(a)(3)].

CV-G1A (10711 SUMMONS
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UNITED STATES 0ISTRICT COURT, CENTRAL DISTRICT OF ALIFORNIA
CIVIL COYER SHEET

1 () PLAINTIFFS {Check box if you are representing yourself (3}

McRO, Inc., dba Planet Blue

DEFENDANTS
Sonic Team

(b} Attorneys (Firm Name, Address and Telephone Number. If you are representing

yourself, provide same.)

RUSS AUGUST & KABAT

Irene Y. Lee, CA SB No. 213625; Email: ilee@raklaw.com

12424 Wilshire Bivd, 12th F1,, Los Angeles CA 50025; Tele: 310/826, 71474

Attorneys {if Kaown}

1. BASIS OF JURISDICTION (Place an X in one box oniy.}

1Y

d2u

8. Govemnment Plaintiff

.8, Government Defendant

o3 Federal Question (U.S.

Govemnment Not a Party}

of Parties i Item HI)

[34 Diversity (Indicate Citizenship

1I1. CITIZENSHIP OF PRINCIPAL PARTIES - For Diversity Cases Oniy
{Place an X in one box for plainiiff and one for defendant.)

Citizen of This State

Citizen of Ancther State

PTF
21

o2

Citizen or Subject of a Foreign Country [33

DEF
[

g2

0oz

Incorporated or Principal Place

PTF
4

DEF
04

of Busiress in this State

Incorporated and Principal Place 0335

35

of Business in Ancther State

Foreign Nation

D6 €6

IV, ORIGIN (Place an X in one box only.)

&1 Original
Proceeding

State Court

Appellate Court

Reopened

12 Removed from [13 Remanded from 4 Reinstated or 35 Transferred from another district {specify): {16 Multi-
District
Litigation

37 Appeal to District
Judge from
Magistrate Judpge

V. REQUESTED IN COMFLAINT:  JURY DEMAND: & Yes DNo (Check “Yes’ only if demanded in complaint.)

CLASS ACTION under F.R.C.P.23: O Yes [INo

£1MONEY DEMANDED EN COMPLAINT: §

V1. CAUSE OF ACTION (Cite the U.S. Civil Statute under which you are filing and write a brief statement of cause. Do not cite jurisdictional statutes unless diversity.)
35 U.S.C. 271 - Patent Infringement

VI, NATURE OF SUIT (Place an X in one box oaly.)

e

(D400 State Respportionment |0 11¢ Insurance < PERSONALINIU ek
£1410 Antitrust £1120 Marine 0310 Airplane 10 I PROPERT [J510 Motions to
£1430 Banks and Banking 0130 Milter Aot 1315 Airplane Product  J13370 Other Fraud Vacate Sentence |1 720 Labor/Mgmt,
[1450 Commerce/FCC [ 140 Negotiable Instrument Liability [3371 Truth in Lending Habeas Corpus Relations
Ratesletc, 0150 Recovery of (1320 Assault, Libel & i3 380 Other Pessonal |0 530 General [3730 Labor/Mgm!.
[1460 Deportation Overpayment & Slender . Propesty Damage |0 535 Death Penalty Reporting &
{3470 Racketeer Influenced Enforcement of 0330 Fed Employers” {77385 Property Damage |[3 540 Mandamus/ Disclosure Act
and Corrupt Judgment 340 ;:?ﬂlew Product Liabilit Other {1740 Railway Labor Act
Organizations [1151 Medicare Act 5345 Mar!m,a produat [ 550 Civil Rights 1790 Other Labor
D480 Consumer Credit 1152 Recovery of Defaulted Liability < {0422 Appeal 28 USC i ition. Litigation
£1490 Cable/Sat TV Sendent Loan (Exel. 01350 Motor Vehicle 158 U379 Erapi. Ret, Inc.
1810 Selective Service Velerans) 1355 Motor Vehicle [1423 Withdrawal 28 Security Act
[ 850 Securities/Commodities/ [(J 153 Recovery of Product Lizbility Agriculture
Exchange Overpayment of (1360 Other Personal Other Food &  }{3,820 Copyrights
3875 Customer Challenge 12 Veteran's Benefits Injury g Drug 830 Palent
USC 341C 1160 Stockholders' Suits 7362 Personal lnfury- |- 442 Employment [3625 Drug Related [3 840 Trademark
3890 Other Statutory Actions J[3 190 Other Contract Med Malpractice {1443 Housing/Acco- Seizuare of SIS0 SREUR
[38%1 Agricultural Act 3§95 Contract Product {3365 Personal Injury- mmodations Property 21 USC [[1861 HIA (1395ff)
[J892 Economic Stabilization Liability Product Liability |[3444 Welfare g81 {1862 Black Lung (923)
Act i [1368 Asbestos Persopal |[J445 American with [0 630 Liquor Laws £1863 DIWC/DIWW
1893 Environmental Matters RE/ Injury Product Disebilitics - 00640 R.R & Truck (405{g)
1894 Energy Allocation Act Lan Liability Empioyment [1650 Airline Regs 1864 SSID Title XV
£1895 Freedom of Info. Act Foreclosure M sim 1 446 American with  |[1 660 Occupational [1865 RSI (405(z3)
(1900 Appeal of Fee Determi- |[1230 Rent Lease & Fjectment (1462 Naturalization Disabilities - Safety /Health
nation Under Equal [J240 Toris to Land Application Other 1690 Other [I870 Taxes (U.S. Plaintiff
Access to Justice {1245 Tort Product Liability ~[C1463 Habeas Corpus- 13440 Other Civil or Defendant)
3950 Coastitutionality of 3290 All Other Real Property Alien Detainee Rights 3871 IRS-Third Party 26
State Statustes D465 Other Immigration USC 7609
Actions
[
|
FOR OFFICE USE ONLY:  Case Number: CV12-10336 DSK (ATWx)

AFTER COMPLETING THE FRONT SIT¥ OF FORM CV-71, COMPLETE THE INFORMATION REQUESTED BELOW.

Cv-71
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UNITED STATEs JISTRICT COURT, CENTRAL DISTRICT Ot ALIFORNIA
CIVIL COVER SHEET

ViIl{a). TBENTICAL CASES: Has this action been previously filed in this coart and dismissed, remanded or closed? #No [ Yes
If yes, list case number{s})

VIH(b). RELATED CASES: Have any cases been previously filed in {his court that are related to the present case? #No 0O Yes
If yes, list case number(s):

Civil cases are deemed related if a previously filed case and the present case:
{Check all boxes that apply} O A. Asise from the same or closely related transactions, happenings, or events; or
C1B. Call for determination of the same or substantially related or similar questions of law and fact; or
[ C. For other reasons would entail substantial duplication of labor if heard by different judges; or
[, Involve the same patent, trademark or copyright, and one of the factors identified above ir a, b or ¢ also is present,

IX, VENUE: {When completing the following information, use an additional sheet if necessary.)

{a) List the County in this District; California County outside of this District; State if other than California; or Foreign Country, in which EACH named plaintiff resides.

£ Check here if the government, its agencies or employees is a named plaintiff. If this box is checked, go to item (b).

County in this District.* California County cuside of this District; State, if other than California; or Foreign Country

t.os Angeles

() List the County in this District; California County outside of this District; State if other thar California; or Foreign Country, in which EACH named defendant resides.
O Check here if the government, its agencies or employees is a named defendant. If this box is checked, go to item {c),

County in this District:* California County oulside of this District; State, if other than California; or Foreign Country

San Francisco

(¢) List the County in this District; California County outside of this Disuict; State if other than California; or Foreign Country, in which EACH claim arose,
Note: In land condempation cases, use the location of the fract of land involved,

County in this Distriet® Californiz County outside of this District; State, if other than California; or Foreign Country

Los Angeles

* Los Angeles, Orange, San Bernardino, Riverside, Ventura, Santa Barbara, or San Luis Obispo Counties

Note: In land condemnation cases, use the focation of the tract of land involved v
X. SIGNATURE OF ATTORNEY (OR PRO PER): Q Date 12/03/12

Notice to Counsel/Parties: The CV-71 (J8-44) Civil Cover Sheet and the information contained herein neither repiace nor supplement the filing and service of pleadings
or other papers as required by law. This form, approved by the Judicial Conference of the United States in September 1974, is required pursuant to Local Rule 3-1 is not filed
but is used by the Clerk of the Court for the purpose of statistics, venue and initiating the civil docket shest, {For more detailed instructions, see separate instructions sheet.)

Key to Statistical codes relating to Social Security Cases:

Nature of Suit Code  Abbreviation Substantive Statement of Cause of Action

851 HIA All claims for healih insurance benefits {Medicare) under Title 18, Part A, of the Social Security Act, as amended.
Also, inciude claims by hospitals, skilled nursing facilities, otc., for certification as providers of services under the
program. {42 U.S.C. 1935FF(b)

g62 BL All claims for “Black Lung” benefits under Title 4, Part B, of the Federal Coal Mine Health and Safety Act of 1969,
(30 US.C. 923)

863 DIWC All claims filed by insured workers for disability insurance benefits under Title 2 of the Social Security Act, as
amended; plus all claims filed for child's insurance benefits based on disability. (42 U.S.C. 405(g))

863 DIwWw Ali claims filed for widows or widowers insurance benefits based on disability under Title 2 of the Sacial Security
Act, as amended. {42 U.5.C. 405(g))

864 SSID All claims for supplemental security incoeme payments based upon disability filed under Title 16 of the Social Security
Act, as amended.

865 RSi Al claims for retirement (old age) and survivors benefits under Title 2 of the Social Security Act, as amended. {42
US.C (g




