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(57) ABSTRACT 

To calibrate an positional sensor, a plurality of image loca 
tions and image sizes of a tracked object are received as the 
tracked object is moved through a rich motion path. Inertial 
data is received from the tracked object as the tracked object 
is moved through the rich motion path. Each of the plurality of 
image locations is converted to a three-dimensional coordi 
nate system of the positional sensor based on the correspond 
ing image sizes and a ?eld of vieW of the positional sensor. An 
acceleration of the tracked object is computed in the three 
dimensional coordinate system of the positional sensor. The 
inertial data is reconciled With the computed acceleration, 
calibrating the positional sensor. 

33 Claims, 13 Drawing Sheets 
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TRACKING SYSTEM CALIBRATION BY 
RECONCILING INERTIAL DATA WITH 
COMPUTED ACCELERATION OF A 

TRACKED OBJECT IN THE 
THREE-DIMENSIONAL COORDINATE 

SYSTEM 

RELATED APPLICATIONS 

This application is related to and claims the bene?t of US. 
Provisional Patent application Ser. No. 61/138,499 ?led Dec. 
17, 2008, which is hereby incorporated by reference. 

This application is related to co-pending US. patent appli 
cation Ser. No. 12/435,285, entitled, “CORRECTING 
ANGLE ERROR INA TRACKING SYSTEM”, ?led on May 
4, 2009. 

FIELD OF THE INVENTION 

The present invention relates generally to calibrating a 
tracking system, and more particularly to calibrating a track 
ing system that is used to track the location of an object based 
on positional data of the object and additional received or 
known data pertaining to the object. 

DESCRIPTION OF THE RELATED ART 

A growing trend in the computer gaming industry is to 
develop games that increase the interaction between a user 
and a gaming system. One way of accomplishing a richer 
interactive experience is to use game controllers whose move 
ment is tracked by the gaming system in order to track the 
player’s movements and use these movements as inputs for 
the game. Generally speaking, gesture input refers to having 
an electronic device such as a computing system, video game 
console, smart appliance, etc., react to some gesture captured 
by a video camera or other positional sensor that tracks an 
object. 

In order to produce reliable measurements of the location 
and motion of the user, the gaming system needs to be cali 
brated. Such calibration is commonly necessary each time the 
gaming system is used. In conventional systems, calibrating 
the gaming system requires a controlled, precise process in 
which a user measures properties such as the tilt of the video 
camera, the distance from the user to the video camera, etc. 
Conventional gaming systems are not able to perform cali 
bration without such a controlled and precise process. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The invention may best be understood by reference to the 
following description taken in conjunction with the accom 
panying drawings in which: 

FIG. 1 illustrates a perspective view of a tracking system, in 
accordance with one embodiment of the present invention; 

FIG. 2A illustrates a game controller having a ball section, 
in accordance with one embodiment of the present invention; 

FIG. 2B illustrates another game controller having a ball 
section, in accordance with another embodiment of the 
present invention; 

FIG. 2C illustrates multiple motion capture balls disposed 
on a user, in accordance with one embodiment of the present 

invention; 
FIG. 3 illustrates an example of an object being moved 

through a rich motion path, in accordance with one embodi 
ment of the present invention; 
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2 
FIG. 4 illustrates a block diagram of a tracking system, in 

accordance with one embodiment of the present invention; 
FIG. 5 shows a schematic diagram of a multiplayer envi 

ronment, according to one embodiment of the present inven 
tion; 

FIG. 6 illustrates a ?ow diagram of one embodiment for a 
method of calibrating a tracking system; 

FIG. 7 illustrates a ?ow diagram of another embodiment 
for a method of calibrating a tracking system; 

FIG. 8 illustrates a sphere projected onto different points of 
a camera’s imaging plane, in accordance with one embodi 
ment of the present invention; 

FIG. 9 illustrates a ?ow diagram of one embodiment for a 
method of determining a ?eld of view of a camera using an 
elliptical projection of a sphere onto an imaging plane of a 
camera; 

FIG. 10 which illustrates a sphere projected as an ellipse 
onto an image plane of a camera, in accordance with one 
embodiment of the present invention; 

FIG. 11 illustrates hardware and user interfaces that may be 
used to determine controller location, in accordance with one 
embodiment of the present invention; and 

FIG. 12 illustrates additional hardware that may be used to 
process instructions, in accordance with one embodiment of 
the present invention. 

DETAILED DESCRIPTION 

Described herein is a method and apparatus for calibrating 
a tracking system for use in a gaming system. In one embodi 
ment, to calibrate the tracking system, positional data (e.g., 
image locations and image sizes) of a tracked object are 
received by a positional sensor as the tracked object is moved 
through a rich motion path. Additionally, inertial data is 
received that corresponds to the tracked object as the tracked 
object is moved through the rich motion path. The positional 
data is converted to a three-dimensional coordinate system of 
the positional sensor. In one embodiment, image locations are 
converted to the three-dimensional coordinate system based 
on the corresponding image sizes and a ?eld of view of the 
positional sensor. The ?eld of view of the positional sensor 
may or may not be known. An acceleration of the tracked 
object is computed in the three-dimensional coordinate sys 
tem of the positional sensor. The inertial data is then recon 
ciled with the computed acceleration, calibrating the tracking 
system. Reconciling the inertial data with the computed 
acceleration may include computing a pitch of the positional 
sensor and computing a relative yaw between the positional 
sensor and the tracked object. Reconciling the inertial data 
with the computed acceleration may also include computing 
the ?eld of view of the positional sensor. 

In the following description, numerous details are set forth. 
It will be apparent, however, to one skilled in the art, that the 
present invention may be practiced without these speci?c 
details. In some instances, well-known structures and devices 
are shown in block diagram form, rather than in detail, in 
order to avoid obscuring the present invention. 
Some portions of the detailed description which follows 

are presented in terms of algorithms and symbolic represen 
tations of operations on data bits within a computer memory. 
These algorithmic descriptions and representations are the 
means used by those skilled in the data processing arts to most 
effectively convey the substance of their work to others 
skilled in the art. An algorithm is here, and generally, con 
ceived to be a self-consistent sequence of steps leading to a 
desired result. The steps are those requiring physical manipu 
lations of physical quantities. Usually, though not necessarily, 
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these quantities take the form of electrical or magnetic signals 
capable of being stored, transferred, combined, compared, 
and otherwise manipulated. It has proven convenient at times, 
principally for reasons of common usage, to refer to these 
signals as bits, values, elements, symbols, characters, terms, 
numbers, or the like. 

It should be borne in mind, however, that all of these and 
similar terms are to be associated with the appropriate physi 
cal quantities and are merely convenient labels applied to 
these quantities. Unless speci?cally stated otherwise as 
apparent from the following discussion, it is appreciated that 
throughout the description, discussions utilizing terms such 
as “processing”, “computing”, “converting”, “reconciling”, 
“determining” or the like, refer to the actions and processes of 
a computer system, or similar electronic computing device, 
that manipulates and transforms data represented as physical 
(e.g., electronic) quantities within the computer system’ s reg 
isters and memories into other data similarly represented as 
physical quantities within the computer system memories or 
registers or other such information storage, transmission or 
display devices. 

The present invention also relates to an apparatus for per 
forming the operations herein. This apparatus may be spe 
cially constructed for the required purposes, or it may com 
prise a general purpose computer selectively activated or 
recon?gured by a computer program stored in the computer. 
In one embodiment, the apparatus for performing the opera 
tions herein includes a game console (e.g., a Sony Playsta 
tion®, a Nintendo Wii®, a Microsoft Xbox®, etc.). A com 
puter program may be stored in a computer readable storage 
medium, such as, but not limited to, any type of disk including 
?oppy disks, optical disks (e.g., compact disc read only 
memory (CD-ROMs), digital video discs (DVDs), Blu-Ray 
DiscsTM, etc.), and magnetic-optical disks, read-only memo 
ries (ROMs), random access memories (RAMs), EPROMs, 
EEPROMs, magnetic or optical cards, or any type of media 
suitable for storing electronic instructions. 
A machine-readable medium includes any mechanism for 

storing or transmitting information in a form readable by a 
machine (e.g., a computer). For example, a machine-readable 
medium includes a machine readable storage medium (e.g., 
read only memory (“ROM”), random access memory 
(“RAM”), magnetic disk storage media, optical storage 
media, ?ash memory devices, etc.), a machine readable trans 
mission medium (electrical, optical, acoustical or other form 
of propagated signals (e.g., carrier waves, infrared signals, 
digital signals, etc.)), etc. 

FIG. 1 illustrates a perspective view of a tracking system 
100, in accordance with one embodiment of the present 
invention. The tracking system 100 includes a positional sen 
sor 105, an object 110 that is tracked by the positional sensor 
105, and a computing device 115 that processes data received 
by the positional sensor 105 and by the object 110. In one 
embodiment, the tracking system 100 is a component of a 
gaming system. Alternatively, the tracking system 100 may 
be a component of a motion capture system. 

The positional sensor 105 is a sensor that measures posi 
tions of the object 110 in two-dimensional or three-dimen 
sional space relative to the positional sensor 105. Positional 
data (e. g., images) taken by the positional sensor 105 are in a 
reference frame 150 of the positional sensor 105 that can be 
de?ned by an image plane and a vector normal to the image 
plane. A reference frame is de?ned herein as a coordinate 
system within which to measure an object’s position, orien 
tation and other properties. The terms reference frame and 
coordinate system are used interchangeably throughout this 
application. 
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4 
As shown, the positional sensor 105 is positioned on top of 

a television set 120, with a negative pitch 145 relative to a 
?oor 150. The pitch 145 is an angle between a horizontal axis 
of the positional sensor’s reference frame 150 that is in the 
image plane of the positional sensor 105 and a plane perpen 
dicular to gravity 135. As long as the pitch 145 is a non-zero 
value, the positional sensor 105 has a reference frame 150 that 
is different from a world reference frame 140 (de?ned as a 
reference frame that has an axis (e. g., y2) aligned with gravity 
135). 

In one embodiment, the positional sensor 105 is a standard 
video camera. In such an embodiment, the positional sensor 
1 05 may capture depth information (distance 13 0 between the 
positional sensor 105 and the object 110) based on prede?ned 
information that identi?es a size of the object 110 and/or 
based on prede?ned information that identi?es a ?eld of view 
(FOV) 125 of the positional sensor 105. The ?eld of view 125 
is the angular extent of a given scene imaged by the positional 
sensor 105. The ?eld of view de?nes the distortion (e. g., 
amount of zoom) of an image caused by a camera lens. As the 
object 110 is moved further from the positional sensor 105 
(that is, as the distance 130 is increased), an image of the 
object 110 as captured by the positional sensor 105 becomes 
smaller. Therefore, the distance 130 of the object 110 to the 
positional sensor 105 can be determined based on a ratio of 
the image size of the tracked object 110 (e. g., as measured in 
pixels) to a known actual size of the tracked object 110 pro 
vided that a ?eld of view 125 of the positional sensor 105 is 
known. If either the ?eld of view 125 or the size of the object 
110 is unknown, the unknown value may be solved, for 
example, as described below with reference to FIG. 9. 

In another embodiment, the positional sensor 105 is a 
Z-camera (a single lens video camera capable of capturing 
video with depth information) or a stereo camera (video cam 
era with 2 or more lenses that can capture three-dimensional 

images). In such an embodiment, the positional sensor 105 
can capture depth information without being pre-con?gured 
with information identifying a size of the object 110. 

In yet another embodiment, the positional sensor 105 is a 
sensor array such as an ultrasonic sensor array or a photonic 

detector. Such a positional sensor 105 detects the distance 
between the positional sensor 105 and the object 110 using 
time of ?ight or phase coherence (e. g., of light or sound), and 
detects vertical and horizontal positions of the object 110 
using triangulation. 

The object 110 is an electronic device that includes or is 
connected with one or more inertial sensors. The inertial 

sensors may measure accelerations along a single axis or 
multiple axes, and may measure linear as well as angular 
accelerations. In one embodiment, the object 110 is a hand 
held electronic device or a portion of a handheld electronic 
device such as a game controller, as shown in FIGS. 2A and 
2B. In another embodiment, the object 110 is a motion cap 
ture (mocap) ball, as shown in FIG. 2C. The object 110 may 
have an arbitrary shape, such as a square, sphere, triangle, or 
more complicated shape. In one embodiment, the object 110 
has a spherical shape. 

FIG. 2A illustrates a game controller 200 having a ball 
section 205, in accordance with one embodiment of the 
present invention. FIG. 2B illustrates another game controller 
210 having a ball section 215, in accordance with another 
embodiment of the present invention. In certain embodi 
ments, the ball sections 205 and 215 correspond to object 110 
of FIG. 1. 
The ball sections 205, 215 can be of different colors, and in 

one embodiment, the ball sections 205, 215 can light up. 
Although a spherical ball section is illustrated, the ball sec 
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tions 205, 215 can have other shapes for visual tracking 
purposes, such as a partial sphere, an imperfect sphere, an 
elongated ball (like one used in American football or in 
rugby), a cube-like shape, etc. In one embodiment, the ball 
section 205, 215 is 4 cm. in diameter. However, other larger or 
smaller sizes are also possible. Larger sizes help with visual 
recognition. For example, a ball with a 5 cm. diameter can 
provide about 55 percent more pixels for image recognition 
than a 4 cm. ball. 

FIG. 2C illustrates multiple mocap balls 220 disposed on a 
user 225, in accordance with one embodiment of the present 
invention. Mocap balls 220 are markers that are worn by a 
user 225 near each joint to enable a positional sensor to 
capture and identify the user’ s motion based on the positions 
or angles between the mocap balls 220. In one embodiment, 
the mocap balls 220 are attached to a motion capture suit. 

Returning to FIG. 1, object 110 and positional sensor 105 
are connected with computing device 115 through wired and/ 
or wireless connections. Examples of wired connections 
include connections made via an IEEE 1394 (?rewire) cable, 
an ethernet cable, and a universal serial bus (USB) cable, etc. 
Examples of wireless connections include wireless ?delity 
(WiFiTM) connections, Bluetooth® connections, Zigbee® 
connections, and so on. In the illustrated embodiment, object 
110 is wirelessly connected with computing device 115 and 
positional sensor 105 is connected with computing device 
115 via a wired connection. 

Computing device 115 may be a video game console, a 
personal computer, a game kiosk, or other computing appa 
ratus. Computing device 115 may execute games or other 
applications that can respond to user input from object 110. 
The object 110 is tracked, and motion of the object 110 
provides the user input. 

Before the tracking system 100 can accurately track the 
object 110, the tracking system 100 needs to be calibrated. 
Calibrating the tracking system 100 includes computing a 
pitch 145 of the positional sensor 105 and computing a rela 
tive yaw between the positional sensor 105 and the object 
110. The relative yaw between the object 110 and the posi 
tional sensor 105 represents the differences in heading 
between the object 110 and the positional sensor 105. In one 
embodiment, zero yaw is de?ned as being achieved between 
the positional sensor 105 and the object 110 when the object 
is pointed perpendicular to an imaging plane of the positional 
sensor 105. Alternatively, zero yaw may be de?ned as being 
achieved when the object 110 is pointed directly toward the 
positional sensor 105. If the positional sensor 105 is a camera 
with an unknown ?eld of view 125, calibrating the tracking 
system 100 also includes computing the ?eld of view 125 of 
the positional sensor 105. If the object 110 has an unknown 
size, calibrating the tracking system 100 may also include 
determining the size of the object 110. 

In order for the inertial sensor disposed in the object 110 to 
gather suf?cient inertial data for calibration, the object 110 
should be moved by a user. The object 110 should be moved 
within the frame of view 125 of the positional sensor 105 to 
ensure that each inertial data measurement has a correspond 
ing positional data measurement (e.g., a corresponding image 
size and image location measurement). An effectiveness of 
the calibration can be increased if the object 110 is moved 
through a rich motion path within the ?eld of view 125 of the 
positional sensor 105. A rich motion path is de?ned herein as 
a motion that exceeds a minimum acceleration threshold and 
that occurs in at least two dimensions (e.g., in a plane). In one 
embodiment, a rich motion path includes movement towards 
and/or away from the positional sensor 105. A rich motion 
path that includes acceleration in three dimensions in one 
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6 
embodiment is preferable over a rich motion path that 
includes acceleration in only two dimensions. 

Received inertial data has an uncertainty that is de?ned by 
an amount of signal noise that accompanies the inertial data. 
As the magnitude of accelerations measured by the object 110 
decreases, a signal to noise ratio (ratio of a signal power to the 
noise power corrupting the signal) increases. A decrease in 
the signal to noise ratio causes the inertial data to become less 
accurate. In one embodiment, the minimum acceleration 
threshold is set to prevent the inertial data from falling below 
a minimum signal to noise ratio. 
An example of an object being moved through a rich 

motion path in accordance with one embodiment of the 
present invention is illustrated in FIG. 3. As shown, the object 
is a ball 305 attached to the end of a game controller 310 and 
the rich motion path 315 is a circular path about a user’s head. 
Circular paths are advantageous in that movement in a circle 
provides constant acceleration. Therefore, a circular path pro 
vides increased inertial data. The entire rich motion path 315 
occurs within a ?eld of view 320 of a positional sensor, and 
includes motion toward and away from the positional sensor. 

FIG. 4 illustrates a block diagram of a tracking system 400, 
in accordance with one embodiment of the present invention. 
The tracking system 400 includes a computing device 415 
physically connected with a positional sensor 405 and wire 
lessly connected with an object 410 that is tracked by the 
positional sensor 405. It should be noted that the computing 
device 415 may be wirelessly connected with the positional 
sensor 405 and/or physically connected with the object 410. 
In one embodiment, the tracking system 400 corresponds to 
tracking system 100 of FIG. 1. 
The object 410 includes one or more inertial sensors 420 

that have a ?xed position in the object 410. In one embodi 
ment, the inertial sensors 420 include one or more gyroscopes 
and one or more accelerometers. Gyroscopes use principals 
of angular momentum to detect changes in orientation (e. g., 
changes in pitch, roll and twist). Accelerometers measure 
accelerations along one or more axes. The gyroscope and 
accelerometer may be separate sensors, or may be combined 
into a single sensor. In one embodiment, the gyroscope and 
accelerometer are micro-electromechanical systems 
(MEMS) devices. As the object 410 is moved (e. g., through a 
rich motion path), the inertial sensors 420 gather inertial data 
and transmit it to the computing device 415. Inertial data 
gathered by the inertial sensors 420 is in a reference frame of 
the object 410. 
The positional sensor 405 may be a video camera, a Z-cam 

era, a stereo camera, an ultrasonic sensor array, a photonic 
detector, or other device capable of capturing an image. As the 
object 410 is moved (e.g., through a rich motion path), the 
positional sensor 405 captures positional data (e.g., images) 
of the object 410 that may include image size and image 
location information. The positional sensor 405 then trans 
mits the positional data to the computing device 415. In one 
embodiment, the positional sensor 405 streams the positional 
data to computing device 415 in real time as the positional 
data is obtained. 

In one embodiment, as the object 410 is tracked by the 
positional sensor 405, changing positions of the object 410 
are used as an input to the computing device 415 to control a 
game, computer application, etc. For example, changing 
positions of the object 410 can be used to control a character 
in a ?rst person or third person perspective game, to move a 
mouse cursor on a screen, and so on. In another embodiment, 
the inertial data received from the object 410 is used as an 
input to the computing device 415. Alternatively, the inertial 
data may be used in combination with the positional data 
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obtained by the positional sensor 405 to provide a precise and 
accurate input for the computing device 415. 

The computing device 415 may be a video game console, 
personal computer, game kiosk, etc. In one embodiment, the 
computing device 415 includes a calibrating logic 432 that 
calibrates the tracking system 400 based on the positional 
data obtained from the positional sensor 405 and the inertial 
data obtained from the object 410. In a further embodiment, 
the calibrating logic 432 includes an inertial data logic com 
ponent 425, a positional data logic component 430 and a 
reconciling logic component 432, each of which performs 
different operations related to calibration. 

Positional data logic component 430 analyses positional 
data (e.g., images) received from the positional sensor 405, 
(e.g., to ?nd the object 410 in the images). In one embodi 
ment, an image location of the object 410 is determined by 
analyzing a pixel group that represents the object 410 in the 
image to ?nd the object’s centroid. In one embodiment, a 
Gaussian distribution of each pixel can be calculated and used 
to provide sub-pixel accuracy of the centroid location. 

In one embodiment, the positional data logic component 
430 converts the image location information to a three dimen 
sional coordinate system of the positional sensor 405. The 
image locations may be converted to the three dimensional 
coordinate system using the following equations: 

X; -ZW (equation 1) 
XW = 

f 

Y; -ZW (equation 2) 
YW = 

f 

- equation R ( ‘ 3) 
ZW = — 

2r 

where XW is the horizontal position in the world reference 
frame, YW is the vertical position in the world reference frame, 
X- is the horizontal position in the image, Yl- is the vertical 
position in the image, ZW is the distance between the posi 
tional sensor and the object, f is the focal length of the posi 
tional sensor (a value proportional to the ?eld of view), R is 
the size of the object (e.g., radius of a sphere in mm), and r is 
the image size of the object (e. g., radius of a projection of the 
sphere in pixels). 
Once the positional data (e.g., image locations) is con 

verted into the three dimensional coordinate system, the posi 
tional data logic component 430 takes a second derivative of 
the location information with respect to time to compute an 
acceleration of the object 410 in the three dimensional coor 
dinate system of the positional sensor 405 based on changing 
positions of the centroid over time. The positional data logic 
component 430 then provides the computed acceleration to 
the reconciling logic component 435. In one embodiment, the 
positional data logic component 430 smoothes the positional 
data (e.g., image locations) before computing the accelera 
tion. 

The inertial data logic component 425 processes the iner 
tial data to place it in a condition to be reconciled with the 
computed acceleration. In one embodiment, the inertial data 
logic component 425 removes an acceleration caused by 
gravity from the inertial data, and then passes the inertial data 
to the reconciling logic component 435. 

In one embodiment, the relative differences between the 
positional sensor’s reference frame and the reference frame 
used for the inertial data need to be unchanging. However, the 
reference frame of the object 410 changes relative to the 
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8 
reference frame of the positional sensor 405 as the object 410 
changes in pitch and roll. Moreover, if the object 410 does not 
maintain an approximately ?xed pitch and roll, then the iner 
tial data includes measurements of accelerations caused by 
changes in pitch and/ or changes in roll. Such accelerations do 
not re?ect changes in position of the object 410, and therefore 
may not provide useful information for calibration. Such 
accelerations may also not be calculable based on positional 
data, and therefore may not be re?ected in the computed 
acceleration that is determined by the positional data logic 
component 430. This can cause errors in calibration. 

In one embodiment, the inertial data logic component 425 
leaves the inertial data in the reference frame of the object 
410. The inertial data logic component 425 may leave the 
inertial data in the reference frame of the object 410, for 
example, if the object maintains an approximately ?xed pitch 
and roll throughout a rich motion path. Additionally, a chang 
ing reference frame of the inertial data may not cause signi? 
cant calibration errors if the changes in pitch and roll cancel 
out over the rich motion path. If the changes in pitch and roll 
average to zero, then the errors caused by the changes 
between the reference frames, and by accelerations due to 
changes in pitch and roll, can approximately cancel out. This 
may be achieved, for example, if the rich motion path is a 
small circular path in front of a user in which the user rotates 
the object 410 about his elbow, without moving his wrist or 
shoulder. Under such conditions, the inertial data logic com 
ponent 425 may leave the inertial data in a reference frame of 
the object 410. 

In one embodiment, inertial data logic component 425 
processes the inertial data to convert the inertial data from a 
reference frame of the object 410 to a world reference frame 
(reference frame having an axis aligned with gravity). Gravity 
asserts a constant downward force that can be measured by 
the inertial sensor 420. Based on the downward force of 
gravity detected by the inertial sensor 420, inertial data can be 
converted to the world reference frame by calculating a pitch 
and roll of the object 410 relative to the world reference 
frame. As the object 410 is moved, a gyroscope can be used to 
determine angular accelerations, and thus to determine 
changes in pitch and roll of the object 410 relative to an initial 
pitch and roll that were measured when the object 410 was at 
rest. Therefore, as the object 410 is moved, inertial data can be 
converted to the world reference frame. This corrects errors 
that would otherwise be introduced by the changing relation 
ship between the reference frames. 

In one embodiment, the inertial sensor 420 is not located at 
a center of the object 410. Therefore, since the accelerations 
measured by the positional sensor 405 are based on the cen 
troid of the object 410, the inertial sensor 420 does not mea 
sure the same acceleration as the positional data logic com 
ponent 430 computes based on positional data. For example, 
if the object 410 is whipped aron in an arc, the positional 
sensor 405 may observe a larger acceleration than is recorded 
by the inertial sensor 420. This discrepancy is due to the 
inertial sensor 420 being closer than the center of the object 
410 to the arc’s center. 
The discrepancy caused by the displacement between the 

inertial sensor 420 and the center of the object 410 can be 
removed if the displacement is known. A rotation rate (mea 
sured as centripetal force) can be measured by a gyroscope, 
and used in conjunction with the displacement to calculate 
what acceleration would be observed by an inertial sensor 420 
located at the center of the object 410. In one embodiment, it 
is this acceleration that is passed on to the reconciling logic 
component 435. 


















