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Example embodiments of the present disclosure provide 
techniques for capturing and analyzing information gathered 
by a mobile device equipped With one or more sensors. Rec 
ognition and tracking software and localization techniques 
may be used to extrapolate pertinent information about the 
surrounding environment and transmit the information to a 
service that can analyze the transmitted information. In one 
embodiment, When a user vieWs a particular object or land 
mark on a device With image capture capability, the device 
may be provided With information through a Wireless con 
nection via a database that may provide the user With rich 
metadata regarding the objects in vieW. Information may be 
presented through rendering means such as a Web broWser, 
rendered as a 2D overlay on top of the live image, and ren 
dered in augmented reality. 
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AUGMENTED REALITY CLOUD 
COMPUTING 

COPYRIGHT NOTICE AND PERMISSION 

[0001] A portion of the disclosure of this patent document 
may contain material that is subject to copyright protection. 
The copyright oWner has no objection to the facsimile repro 
duction by anyone of the patent document or the patent dis 
closure, as it appears in the patent and trademark of?ce patent 
?les or records, but otherWise reserves all copyright rights 
Whatsoever. The folloWing notice shall apply to this docu 
ment: Copyright @2009, Microsoft Corp. 

BACKGROUND 

[0002] Personal electronics devices such as smartphones 
may be used globally across a plurality of netWorks. The 
spread of accessible data netWorks have enabled mobile 
device users to remain connected to their provider netWorks 
and thus all of the data and services available via the Internet 
and other netWorks. Such devices typically host a variety of 
applications such as video and audio applications, image 
capture devices, and location determination systems such as 
GPS. The personal electronics devices may also have access 
to location based services such as searching and mapping 
functions. 
[0003] Augmented reality is the combining of real World 
data and computer generated data to create a merged user 
environment. Real World data may be collected using any 
suitable data collection means, such as a camera or micro 

phone. This data may then be processed and combined With 
computer generated data to create the user environment. One 
of the most common forms of augmented reality is the use of 
live video images captured With a camera and processed and 
augmented With computer-generated graphics or other 
images. The resulting augmented video images are then pre 
sented to a user through a user interface, such as a video 
monitor. Augmented reality can be used in video games, 
mapping, navigation, advertising, and numerous other appli 
cations. It Would be advantageous for mobile devices to have 
access to data that may be used to augment such applications 
based on the user’s location and other criteria. 
[0004] In order to provide such location based services, 
such a service may need to knoW the location and orientation 
of the user. HoWever, many such location based services lack 
such information and the precision needed to provide rel 
evant, seamless and timely augmentation data. Furthermore, 
it may be advantageous to access services and products based 
on a speci?c landmark or ?xture in the user’s vicinity. Finally, 
many mobile devices do not have the resources such as the 
processing poWer and memory to analyZe images and/or 
maintain a store of geographically relevant media objects to 
augment the user experience. 
[0005] An opportunity thus exists When a portable device is 
equipped With sensors capable of extracting information 
about its environment for transmission to a service that may 
provide such augmentation information based on the user’s 
location. Further improvements are thus needed to address 
the above described issues. 

SUMMARY 

[0006] In various embodiments, systems, methods, and 
computer-readable media are disclosed for capturing and 
analyZing information gathered by a mobile device equipped 
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With one or more sensors. In some embodiments, recognition 
and tracking softWare, database access and support, and/or 
localiZation techniques may be used in order to extrapolate 
pertinent information about the surrounding environment and 
transmit the information to a service that can analyZe the 
transmitted information. 

[0007] In one embodiment, When a user vieWs a particular 
object or landmark on a device With image capture capability, 
the device may be provided With information through a Wire 
less connection via a database that may provide the user With 
rich metadata regarding the objects in vieW. In other embodi 
ments, users may click directly on an area in the rendered 
image and otherWise interact With recogniZed objects in the 
user’s ?eld of vieW. 

[0008] In various embodiments, information may be pre 
sented through rendering means such as a traditional Web 
broWser, rendered as a 2D overlay on top of the live image, 
and rendered in augmented reality into the physical environ 
ment. 

[0009] In addition to the foregoing, other aspects are 
described in the claims, draWings, and text forming a part of 
the present disclosure. It can be appreciated by one of skill in 
the art that one or more various aspects of the disclosure may 
include but are not limited to circuitry and/ or programming 
for effecting the herein-referenced aspects of the present dis 
closure; the circuitry and/or programming can be virtually 
any combination of hardWare, softWare, and/ or ?rmWare con 
?gured to effect the herein-referenced aspects depending 
upon the design choices of the system designer. 
[0010] The foregoing is a summary and thus contains, by 
necessity, simpli?cations, generalizations and omissions of 
detail. Those skilled in the art Will appreciate that the sum 
mary is illustrative only and is not intended to be in any Way 
limiting. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[001 1] FIG. 1 is a block diagram representing an exemplary 
netWork environment having a variety of computing devices 
in Which the present disclosure or parts thereof may be imple 
mented. 

[0012] FIG. 2 is a block diagram representing an exemplary 
non-limiting computing device in Which the present disclo 
sure or parts thereof may be implemented. 

[0013] FIG. 3 depicts an exemplary augmented reality dis 
play. 
[0014] FIG. 4 illustrates a block diagram depicting one 
embodiment of an augmented reality system. 
[0015] FIG. 5a is a graphical representation of one side of a 
device that may be used to implement parts of an augmented 
reality system. 
[0016] FIG. 5b is a graphical representation of another side 
of a device that may be used to implement parts of an aug 
mented reality system. 
[0017] FIG. 6 is a graphical representation of an augmented 
reality system in use by a user proximate to a scene. 

[0018] FIG. 7 illustrates a block diagram depicting one 
embodiment of an augmented reality system. 
[0019] FIG. 8 illustrates an example of an operational pro 
cedure for augmenting location based data. 
[0020] FIG. 9 illustrates an example system for augmenting 
location based data. 
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[0021] FIG. 10 illustrates a computer readable medium 
bearing computer executable instructions discussed With 
respect to FIGS. 1-9. 

DETAILED DESCRIPTION OF ILLUSTRATIVE 
EMBODIMENTS 

[0022] Certain speci?c details are set forth in the following 
description and ?gures to provide a thorough understanding 
of various embodiments of the disclosure. Certain Well 
knoWn details often associated With computing and softWare 
technology are not set forth in the folloWing disclosure to 
avoid unnecessarily obscuring the various embodiments of 
the disclosure. Further, those of ordinary skill in the relevant 
art Will understand that they can practice other embodiments 
of the disclosure Without one or more of the details described 
beloW. Finally, While various methods are described With 
reference to steps and sequences in the folloWing disclosure, 
the description as such is for providing a clear implementa 
tion of embodiments of the disclosure, and the steps and 
sequences of steps should not be taken as required to practice 
this disclosure. 
[0023] It should be understood that the various techniques 
described herein may be implemented in connection With 
hardWare or software or, Where appropriate, With a combina 
tion of both. Thus, the methods and apparatus of the disclo 
sure, or certain aspects or portions thereof, may take the form 
of program code (i.e., instructions) embodied in tangible 
media, such as ?oppy diskettes, CD-ROMs, hard drives, or 
any other machine-readable storage medium Wherein, When 
the program code is loaded into and executed by a machine, 
such as a computer, the machine becomes an apparatus for 
practicing the disclosure. In the case of program code execu 
tion on programmable computers, the computing device gen 
erally includes a processor, a storage medium readable by the 
processor (including volatile and non-volatile memory and/ or 
storage elements), at least one input device, and at least one 
output device. One or more programs that may implement or 
utiliZe the processes described in connection With the disclo 
sure, e.g., through the use of an application programming 
interface (API), reusable controls, or the like. Such programs 
are preferably implemented in a high level procedural or 
object oriented programming language to communicate With 
a computer system. HoWever, the program(s) can be imple 
mented in assembly or machine language, if desired. In any 
case, the language may be a compiled or interpreted lan 
guage, and combined With hardWare implementations. 

Augmented Reality Cloud Computing 

[0024] Augmented reality is directed to the combination of 
real World and computer generated data, Wherein computer 
graphics objects may be blended into real World imagery. 
Augmented reality typically uses live video imagery Which is 
digitally processed and augmented by the addition of com 
puter graphics in real time or near real time. In contrast to 
virtual reality, Which creates complete computer-generated 
environments in Which the user is immersed, augmented real 
ity adds graphics, sounds, haptics and the like to captured 
media of real World objects. The computer-simulated envi 
ronment may be a simulation of the real World or a virtual 
World. Virtual reality environments are typically visual expe 
riences, displayed either on a computer screen or through 
special or stereoscopic displays. Some virtual reality simula 
tions may include additional sensory information such as 
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audio through speakers or headphones. In an augmented real 
ity system, graphics, audio and other sense enhancements 
may be superimposed over a real-World environment in real 
time. Users may interact With the augmented environment or 
virtual artifact using standard input devices such as a key 
board and mouse or through other multimodal devices. 

[0025] Referring to FIG. 3, an image 310 of a landmark 
may be captured and rendered on a display device 300. In an 
augmented reality system, a virtual object such as a text 
description 320 may be overlaid or merged With the image 
such that the real image and the generated portion may be 
combined in a single image and presented to the user. Refer 
ring to FIG. 4, a scene 430 may be vieWed and captured by an 
imaging device such as a video camera 400. The scene 430 
may be associated With a set of scene coordinates and aligned 
410 accordingly. The camera may further perform a perspec 
tive projection of the 3D image onto a 2D image plane. The 
generation of the virtual image 440 may be performed With a 
standard computer graphics system 450. The virtual object 
440 may be modeled in its oWn object reference frame. The 
graphics system 450 may further use information about the 
imaging of the real World scene so that the virtual objects can 
correctly rendered. This data may be used to control a syn 
thetic camera for generating the image of the virtual objects. 
The generated image may then be merged With the image of 
the real scene to form the augmented reality image 420. 
[0026] Augmented reality systems may operate in real-time 
so that a user may move about Within the scene or area of 

interest and vieW a timely rendered augmented image. An 
augmented reality system may thus provide a suf?cient 
update rate for generating the augmented image, such that the 
user may vieW an augmented image in Which the virtual parts 
are rendered Without any visible jumping or jerking. For 
example, the graphics sub system may render the virtual scene 
at least 10 times per second in order to provide a smooth 
overall image. If there are delays in calculating the camera 
position or the correct alignment, then the augmented objects 
may tend to lag behind motions in the rendered image. In 
order for the virtual objects to appear realistically as part of 
the scene, photorealistic graphics rendering may be desirable. 
For example, the rendering may include fully lit, shaded and 
ray-traced images of the scenes. The system may use various 
means to ensure the accuracy of the associations betWeen the 
real and virtual images. A proper association should be main 
tained While the user moves about Within the real environ 
ment. Errors in this association may prevent the user from 
seeing the real and virtual images as seamless. In an embodi 
ment, photorealistic graphics rendering to attain a seamless 
association betWeen the real and virtual images may be 
implemented by processing the video stream such that the 
“real” images are brought closer in form to the virtual images. 
For example, a cell shading image processing algorithm may 
be applied to the camera images if the virtual content used for 
augmentation is of a cartoon or animated nature. 

[0027] As noted, the system of FIG. 4 is exemplary and 
many system con?gurations may be used to implement the 
disclosed systems and methods. For example, display moni 
tors may be used to provide a vieW of the augmented scene. To 
increase the sense of presence, a head-mounted display 
(HMD) may be used. Such HMDs may comprise video see 
through and optical see-through systems. 
[0028] In order to provide an augmented reality service, the 
service typically needs information to determine Where the 
user or the image capture device is located in reference to his 
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or her surroundings. Furthermore, the point of vieW of the 
capture device should be tracked. A tracking system may 
recognize movements and project the graphics related to the 
real-World environment the user is observing at any given 
moment. For example, the Global Positioning System (GPS) 
may be used to provide a location of the user. HoWever, GPS 
receivers typically have an accuracy of about 10 to 30 meters 
and may not provide su?icient accuracy for augmented real 
ity applications Which may require accuracy measured in the 
inches or less. 

[0029] In order to provide augmented reality services for a 
captured image, the system may further be con?gured to 
recognize one or more items Within the captured image. 
Object recognition is the task of ?nding and recognizing a 
given object in an image or video sequence. For an object in 
an image, there are a plurality of features on the object that 
can be extracted to provide a feature description of the object. 
Such feature descriptors extracted from an image can then be 
used to identify the object When attempting to locate the 
object in an image containing other objects. An image recog 
nition algorithm may be used to extract feature descriptors 
and match the extracted features to recognize the image. It is 
desirable that such an algorithm be robust to changes in image 
scale, noise, illumination, local geometric distortion, and ori 
entation/rotation. Feature descriptors may thus generally be 
de?ned as a point or part of interest in an image. A feature 
descriptor may be a distillation of a portion of an image, or an 
object in an image, to a set of de?nition data that can be 
referenced for identi?cation purposes. Generally, a feature 
descriptor may be associated With recognition. The image 
areas for objects that may be referenced as the basis of 
descriptive features may be used for tracking purposes. In 
some cases this may consume more system resources that is 

desired. Alternatively, a different set of interest points on the 
objects that are not necessarily directed to identi?cation may 
be used. Such interest points may be referred to as “tracking 
patches” or “landmarks” and may be used for location deter 
mination. Those skilled in the art Will recognize that a speci?c 
de?nition of a feature descriptor Will depend on the particular 
application and algorithm, and all such de?nitions are con 
templated as Within the scope of the present disclosure. 

[0030] A feature descriptor may be part of an object in the 
?eld of vieW of an image capture system that appears in the 
rendered/captured image. Such a feature descriptor may be 
used as a point of reference or a measure. Feature descriptors 
may be also be placed into or on the imaging subject. Feature 
descriptors may act as reference points, and may further 
comprise ?xed points or lines Within an image to Which other 
objects can be related or against Which objects can be mea 
sured. The recognition of feature descriptors in images may 
act as a reference for image scaling, or may alloW the image 
and a corresponding physical object to be correlated. By 
identifying feature descriptors at knoWn locations in an 
image, the relative scale in the produced image may be deter 
mined by comparison of the locations of the markers in the 
image and subject. A device or system capable of recognizing 
feature descriptors may perform recognition by examining 
and processing individual pixels of an image and determining 
feature properties. Such analysis may further use knoWledge 
databases and applications such as pattern recognition 
engines. 
[0031] A system for capturing and recognizing images may 
comprise one or more capture devices such as a digital or 
analog camera With suitable optics for acquiring images, a 
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camera interface for digitizing images, input/ output hardWare 
or communication link, and a program for processing images 
and detecting features of the image. Referring to FIG. 5, an 
augmented reality system and/or related systems and meth 
ods may be implemented using a variety of devices and con 
?gurations. FIGS. 5a and 5b illustrate an exemplary, non 
limiting device 500 that may be used in an augmented reality 
system. Device 500 may be any device capable of implement 
ing the systems and/or methods disclosed herein, such as a 
dedicated video WindoW device, a stereoscopic device, an 
augmented reality user interface device, or any other device 
dedicated to implementing an augmented reality system. 
Alternatively, device 500 may perform one or more aspects of 
an augmented reality system and Work in conjunction With 
one or more other devices to implement a complete aug 
mented reality system. Device 500 may also be integrated into 
one or more other devices that are capable of performing 
other activities beyond implementing an augmented reality 
system. Such devices may include a personal data assistant 
(PDA), a mobile telephone, a laptop or desktop computer, a 
mobile or stationary gaming system, a virtual reality helmet 
system, a stereoscopic eyeWear, helmet or headgear, a cam 
era, a video display simulating a WindoW or a picture frame, 
a video or still image display con?gured to appear to be 
transparent, or any other device capable of implementing an 
augmented reality system and performing at least one other 
function. All such con?gurations and devices are contem 
plated as Within the scope of the present disclosure. 

[0032] FIG. 5a displays a user-facing side of device 500. 
On the user-facing side, device 500 may have a display 510 
that may be any type of display capable of displaying video or 
still images. Display 510 may be a liquid crystal display 
(LCD), a cathode ray tube (CRT), a plasma display, a light 
emitting diode (LED) display, an image projection device, or 
any other type of display or device capable of presenting an 
image visible to a user. Device 500 may also have more than 
one display. For example, device 500 may be a stereoscopic 
headgear With tWo displays, one for each eye, that create a 
three-dimensional effect When vieWed. Multiple display con 
?gurations may be made up of multiple displays of the same 
type, or several different types of displays. Device 500 may be 
con?gured With various user controls 53 0, Which may include 
buttons, dials, touch pads, keyboards, microphones, light or 
heat detection components, and any other type of user inter 
face. All such con?gurations are contemplated as Within the 
scope of the present disclosure. 

[0033] Device 500 may be con?gured With user-facing 
detector 520 that may be any type of detection component 
capable of detecting the position of a user or a part of a user, 
or detecting a representation of user or a part of a user. In one 

embodiment, user-facing detector 520 may be a standard 
camera capable of capturing one or more still images or video 
images. In another embodiment, user-facing detector 520 
may be a detection device capable of detecting a user or the 
position of a user or any part or representation of a user 
through the detection of heat, sound, light, other types of 
radiation, or any other detectable characteristics. Examples of 
such detectors include, but are not limited to, infrared detec 
tors, thermal detectors, and sound/acoustic detectors. Device 
500 may have more than one user-facing camera or detection 
device, such as secondary user-facing detector 525. A mul 
tiple detection device may be used to detect a user, part of a 
user, or a representation of a user or part of a user in three 
dimensional space. Any number and type of detection devices 
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con?gured on the user-facing side of a device that are con?g 
ured to detect a user or one or more parts of a user, or a 

representation of a user or one or more parts of a user, are 

contemplated as Within the scope of the present disclosure. 

[0034] FIG. 5b illustrates the scene-facing side of device 
500. One or more detectors, such as scene-facing detectors 
540 and 545, may be con?gured on the scene-facing side of 
device 500. Scene-facing detectors 540 and 545 may be any 
type of detector or camera that is capable of capturing an 
image or detecting information about a physical space Within 
its range, including the types of detectors and camera 
described in regard to user-facing detectors 520 and 525. 

[0035] Device 500 may also be con?gured With computing 
and communications components not shoWn in FIGS. 5a and 
5b. The various components that may be integrated into 
device 500 and/ or an augmented reality system are described 
in more detail herein. 

[0036] While device 500 as shoWn in FIGS. 5a and 5b has 
a single unit housing all the described components, the com 
ponents and devices used in an augmented reality system may 
be physically separate. For example, user-facing detectors 
and scene-facing detectors may be physically separate from 
one or more displays and each other and located in separate 
housings. Moreover, other components, such as processors, 
memory, storage devices, etc. may be located in one or more 
physically distinct devices or components. Such devices or 
components may communicate With each other using com 
munications technologies knoWn in the art, including Wired 
and Wireless communications technologies. Furthermore, the 
scene facing camera may be a stereo setup (e. g., tWo cameras) 
Which may alloW for stereo rendering of augmented reality on 
the device. The scene facing camera may also be a 3D camera 
Which can help capture feature descriptions. A 3D scene 
facing camera may alloW for the collection of more granular/ 
higher resolution depth over the captured video ?eld Which 
may serve to inform a proper occlusion of virtual objects by 
real ones in an augmented scene. All such implementations 
and con?gurations of an augmented reality system are con 
templated as Within the scope of the present disclosure. 

[0037] FIG. 6 illustrates the use of one embodiment of an 
augmented reality system. In FIG. 6, user 610 is operating 
device 620. Device 620 maybe a device such as device 500 
described in FIG. 5, or any other device or combination of 
devices and/or components capable of implementing one or 
more aspects of an augmented reality system. Device 620 
may be con?gured With display 664a, user-facing detector 
622, and scene-facing detector 626. Scene-facing detector 
626 may be located on the back of device 620, and is not 
visible in FIG. 6 due to the positioning of device 620 in the 
?gure. These components may be of any type, quantity, or 
con?guration as described herein in regard to the various 
?gures, or of any other type, quantity, or con?guration. 
[0038] User 610 may be operating device 620 proximate to 
scene 630. Scene 630 may be any physical space or area that 
scene-facing detector 626 is capable of detecting or from 
Which scene-facing detector 626 may otherWise gather data. 
Device 620 may detect or capture data from scene 630, such 
as one or more video frame or still images. Device 620 may 
then process the image, including cropping and/or adjusting 
the image according to methods and means set forth herein. 
As part of the processing of the image, device 620 may 
augment the captured and/or processed image by composit 
ing graphics, text, other images, or any other visual data on 
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the captured image, and present the processed image to user 
610 by rendering the processed image on display 664a. 
[0039] Magni?ed display 6641) shows hoW a processed 
image may appear to user 610 When displayed on display 
664a. Display 6641) contains processed image 640. Processed 
image 640 may include image 642 captured by scene-facing 
detector 626.Alternatively, processed image 640 may contain 
an image resulting from the cropping, magni?cation, or other 
alteration by device 620 of image 642 as captured by scene 
facing detector 626. 
[0040] Processed image 640 may also include elements 
such as persons 646 and 648, that may have been composited 
With image 642 to create processed image 640. Persons 646 
and 648 may be participants in an activity With user 610, such 
as a game incorporating augmented reality, and may be physi 
cally present at an area remote to scene 630. Additional infor 
mation may be added to processed image 640, such as infor 
mation 644 . Any other information, images, or other data may 
be added to an image taken by scene-facing detector 626. All 
such information, images, or other data may be generated by 
device 620, or received at device 620 through one or means of 
communications, such as Wireless or Wired computer net 
Work communications. 

[0041] Processed image 640 may be cropped, magni?ed, or 
otherWise altered in some Way based on the position or loca 
tion ofuser 610 or some part ofuser 610, such as user’s head 
612. In one embodiment, user-facing detector 622 detects the 
location of user’s head 612 and adjusts image 642 detected by 
scene-facing detector 626 to generate processed image 640. 
In another embodiment, user 610 may have af?xed to the user 
or a part of the user a device that communicates location 
and/or position information to device 620. For example, user 
610 may be Wearing a helmet With communications compo 
nents capable of transmitting messages to device 610 and 
components con?gured to detect or determine user 610’s 
position or location. All such means of determining a user’s 
position or location are contemplated, and examples of such 
means Will be discussed in more detail herein. 

[0042] The location ofa user or a part ofa user, such as the 
user’s head or the user’s eyes, may be determined using any 
effective method. Positioning of a user in the context of a 
dynamic perspective video WindoW may be a function of 
determining the location of the scene facing detector in space 
relative to observed landmarks, the location of the display 
relative to the scene facing detector (typically a ?xed con 
stant), the location of the user facing detector relative to the 
display (typically also ?xed), and ?nally the location of the 
user’s eyes relative to the user facing detector. Such methods 
may include traditional or three-dimensional facial recogni 
tion and tracking, skin texture analysis, and/or softWare algo 
rithms designed to detect the position of a user or par‘t(s) of a 
user from an image or other detected information, including a 
representation of a user rather than an actual user. Altema 
tively, a user may have a?ixed upon the user light-emitting 
glasses, detectable tags, or other implements that alloW the 
detection of the user or one or more parts of the user. For 

example, the user may have adhesive dots attached to the 
user’s head near the eyes that are detectable by a speci?c form 
of detector, such as a detector con?gured to detect a speci?c 
form of radiation emitted by the adhesive dots. The detection 
of these dots may be used to determine the location of the 
user’s eyes. Other methods may be used instead, or in con 
junction With, these methods. Any method or means capable 
of providing data that may be used to determine the location, 
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proximity, or any other characteristic of a user or a user’s 
location is contemplated as Within the scope of the present 
disclosure. 
[0043] Alternatively, the location of a user or parts of a user 
may be determined based on the physical location of the 
display(s), such as display 664a/b and display 510. In one 
embodiment, an augmented reality system may be imple 
mented in a helmet, headgear, or eyeWear. The location of the 
user’s eyes may be determined by assuming that the user’s 
eyes are proximate to the display(s) that are set into the area in 
the helmet, headgear, or eyeWear that Would normally be 
proximate to the eyes When the helmet, headgear, or eyeWear 
is a?ixed to or Worn by a user. For example, in an augmented 
reality system implemented in eyeWear With displays set into 
or proximate to Where eyeglass lenses Would normally be 
situated, the system may assume that the user’s eyes are just 
behind the displays. Similarly, in a helmet-implemented sys 
tem, the system may assume that the user’s eyes are proxi 
mate to an eye-covering portion of the helmet. Other con?gu 
rations and implementations that determine eye locations or 
the locations of other parts of a user based on the location of 
a part of the system assumed to be proximate to the user or a 
part of the user are contemplated as Within the scope of the 
present disclosure. 
[0044] As mentioned, in some embodiments, all of the 
functions may reside in a user device such as a portable 
camera or a smartphone. In other embodiments, the image 
may be captured by a user device With a suitable capture 
device, and transmitted over a netWork to another system that 
may provide, for example, an image processing service for 
analysis and pattern recognition. The image may ?rst be 
manipulated to reduce noise or to convert multiple shades of 
gray to a simple combination of black and White. Following 
such initial processes, the system may count, measure, and/or 
identify objects, dimensions, defects or other features in the 
image. A number of image processing techniques may be 
used such as pixel counting, thresholding, segmentation, 
inspecting an image for discrete groups of connectedpixels as 
image landmarks, edge detection, and template matching. A 
system may use a combination of these techniques to perform 
an image recognition process. 
[0045] In one embodiment, feature descriptors may be used 
for the purpose of obj ect detection based on a captured and/or 
transmitted image. Various methods knoWn to those skilled in 
the art may be used to implement forms of feature descriptors. 
For example, occurrences of gradient orientation in localiZed 
portions of an image may be counted. Alternatively and 
optionally, edge detection algorithms may be used to identify 
points in an image at Which the image brightness changes 
sharply or has discontinuities. 

[0046] In an embodiment, feature descriptors may be used 
such that image detection may be based on the appearance of 
the object at particular interest points, and may be invariant to 
image scale and rotation. The descriptors may also be resil 
ient to changes in illumination, noise, and minor changes in 
vieWpoint. In addition, it may be desirable that feature 
descriptors are distinctive, easy to extract, alloW for correct 
object identi?cation With loW probability of mismatch, and 
are easy to match against a database of feature descriptors. In 
some embodiments, object recognition may be performed 
real time or near real time. 

[0047] A combination of augmented reality and mobile 
computing technology may be used on mobile devices such as 
mobile phones. Furthermore, because of the limited process 
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ing and available memory on such devices, it may be advan 
tageous for the device to transmit one or more captured 
images via an accessible data netWork to a system available 
via the netWork. For example, a server may provide image 
analysis and recognition services for image data transmitted 
by the mobile device. The server may also access a database 
storing augmented reality data that may be transmitted to the 
mobile device. Furthermore, the server, in addition to main 
taining a database storing augmented reality data for trans 
mission, may also maintain a database storing detailed car 
tography information for recogniZed scenes. Map databases 
may store precise location information about observed physi 
cal landmarks in various regions. Such information may be 
maintained and transmitted to mobile devices so that they 
might then track their location against the provided map. 
Computationally, it is typically costly to construct such maps 
dynamically (i.e., building a re?ned map of a device’s 
recorded surroundings on ?rst observation). Thus in various 
embodiments, mobile devices may be enabled to capture 
information about detected physical areas (e. g., interest point 
landmarks and their composition) and determine accurate 
three dimensional locations of landmarks on either the mobile 
device or the server. The locations may be maintained in a 
persistent map database and the map may be made available 
to other mobile devices that later enter the area such that the 
devices need not recalculate the locations of observed scenes. 
At a minimum, the devices may need only make evolutionary 
updates to the map. Shared map information may thus pro 
vide a plurality of services for augmented reality computing. 
[0048] The mobile device may include a location determi 
nation function, such as GPS or cellular based location deter 
mination. In an embodiment, the location determination per 
formed by the device may be transmitted to a server. The 
device’s location may be determined hierarchically, for 
example beginning With a coarse location estimate and re?n 
ing the initial estimate to arrive at a more precise estimate. In 
one embodiment, the server may perform re?ned location 
determination based on an analysis of the transmitted image. 
By taking into account the transmitted location, the server 
may narroW the search for a re?ned location. For example, if 
the transmitted location estimate indicates that the device is 
near a doWntoWn city area With a radius of 1000 meters, the 
server may focus further search inquiries to information 
Within the estimated area. The server may include or access a 

database of image information and feature descriptors, and 
may perform database queries driven by location, tracking, 
and orientation data as determined from an analysis of the 
transmitted image information. For example, an analysis of 
an image of a landmark may result in the extraction of feature 
descriptors that may uniquely distinguish the landmark. The 
server may perform a database query for similar feature 
descriptors. The returned query may indicate the identity of 
the landmark captured in the image. Furthermore, the server 
may determine that the image Was captured at a particular 
orientation With respect to the landmark. 

[0049] Once the device location and orientation is deter 
mined, a number of useful features and services may be 
provided to the device. In one embodiment, targeted adver 
tisements that may be relevant to the location and local envi 
ronment may be doWnloaded to the device, Whereupon the 
advertisements may be merged With the currently presented 
image and displayed on the device. For example, the database 
may include advertisement data associated With geographic 
pointers and/or particular businesses. The data may be asso 
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ciated With feature descriptors that are associated With par 
ticular locations and businesses. 
[0050] It can be further appreciated that once a device’s 
location and orientation or point of vieW is determined, any 
number of services may be provided related to the location 
and orientation. For example, real time or near real time 
queries may be generated or prompted upon direct input from 
the user. In an embodiment, When a user clicks on a portion of 
a rendered image on the mobile device, the augmented reality 
system may interpret the user click as a request for additional 
information about the item or landmark represented by the 
selected portion of the rendered image. For example, the user 
may click on the portion of the image in Which a particular 
business is rendered. Such navigable areas may be rendered 
similar to a Web page on a broWser. In other embodiments, the 
user input may represent a push/pull for information regard 
ing the area associated With the user input. Rendering of the 
received information from the database may be performed 
through a variety of methods such as a 2D overlay, 3D aug 
mented reality, playback of a particular sound, and the like. 
[0051] It can be appreciated that in some applications of 
augmented reality computing may comprise the transmission 
of augmentation and cartography data that is associated not 
With a speci?c location but rather With the features of one or 
more observed objects. For example, a device may recogniZe 
a can of soda, Which may not by itself be unique to any one 
speci?c location. The device may transmit descriptors or an 
image of the can to a server, and receive from the server, for 
example, an advertisement for the soda brand, a listing of 
ingredients/ calories, or model data de?ning the 3D geometry 
of the can (for occlusion or object replacement). In this 
example, the server may not associate the metadata With a 
location and the device may not request for position re?ne 
ments from the server because the device may have already 
determined its position and may instead be leveraging the 
augmented reality system for information on dynamic scene 
elements. 
[0052] In some embodiments, the image data captured by 
the device may be transmitted to the server for analysis and 
response. In other embodiments, the device may extract fea 
ture descriptors from captured images and transmit the 
extracted descriptors to the server. The device may, for 
example, comprise hardWare and/or softWare for image pro 
ces sing and feature descriptor recognition and extraction, and 
thus save signi?cant bandWidth in transmitting image data on 
the network. 

[0053] In addition to providing metadata as described in the 
above examples, context speci?c actions may also be deliv 
ered to a device. In one embodiment, a device may receive a 
request to provide the database With a particular piece of 
information When a particular landmark or location is deter 
mined to be in vieW. For example, during the context of a 
shared game, the player’s current health may be requested 
When triggered by a particular landmark that comes into vieW. 
The player health information may then be transmitted to 
other players cooperating in a shared gaming experience. 
[0054] In some embodiments, the database may comprise 
predetermined data such as feature descriptors and metadata 
associated With one or more landmarks. The predetermined 
data may be provided by the service provider. Additionally 
and optionally, the data may be user de?ned and transmitted 
by users. For example, landmarks that are not represented by 
pre-populated feature descriptors in the database may be rep 
resented by images provided by users. The term landmark 
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may comprise any recogniZable feature in an image, such as 
a textured portion of any object. For example, the blade of a 
Windmill and the letter ‘G’ of an artist’s signature in a Wall 
painting might be tWo of the detected landmarks in the cap 
tured image of a room scene. 

[0055] When a pattern fails to be recogniZed by the image 
recognition engines, it may be determined that the pattern 
represents a neW landmark and the user transmitted image 
may be used to represent the neW landmark. In an embodi 
ment, a user may decide that they desire to augment some 
space With content of their oWn choosing. For example, a user 
may enter an unknoWn area, collect information about the 
area such as feature descriptors, map data, and the like, and 
register the information in a database such that other users 
entering the area may then recogniZe the area and their place 
Within the area. Additionally and optionally, the user or an 
application may choose to associate their oWn augmentation 
metadata With the area (e.g., placing virtual gra?iti in the 
space) and make such data available to other users Who may 
observe the area at the same or a different time. Multiple users 
may associate different metadata With a single area and alloW 
the data to be accessible to different subsets of users. For 
example, a user may anchor some speci?c virtual content 
representing a small statue in a tavern, Which may then be 
made visible to the user’s on-line video game group When 
they enter the tavern While the virtual content may not be seen 
by any other mobile users in other video game groups. In 
another example, another user may have augmented the tav 
ern With animated dancing animals. By enabling such aug 
mentation and data sharing, the members of any type of 
gaming, social, or other type of group may share in the same 
set of common information about the tavern, its landmark 
descriptors, and their locations. At the same time, all users 
may not necessarily share in the same metadata associated 
With the venue. 

[0056] In an embodiment, metadata such as device location 
may be automatically and seamlessly transmitted by the user 
device to supplement to the neWly added landmark. Addition 
ally and optionally, users may be prompted to provide addi 
tional information that is associated With the neWly created 
entry. 
[0057] Furthermore, users may provide additional context 
sensitive metadata associated With a particular landmark. For 
example, a landmark may contain different sets of metadata 
that may be dependent upon the user’s context (a building 
may access different metadata When vieWed Within a particu 
lar game application, as compared to When vieWed from a 
travel guide application). 
[0058] In one exemplary embodiment illustrated in FIG. 7, 
a device With an image capture capability 400 may capture an 
image of a landmark 700. The captured image ?le may be 
transmitted via a netWork 710 to system 720 that may com 
prise one or more servers hosting at least one application that 
receives the transmitted image and analyZes the image to 
extract feature descriptors. Device 740 may further include a 
location determination capability using GPS or other location 
determination means, and may transmit the location informa 
tion along With the image data. System 720 may further have 
access to data store 730 that may comprise a database of 
predetermined landmarks associated With a number of feature 
descriptors. System 720 may query the data store 730 for a 
matching landmark based on the feature descriptors extracted 
from the image transmitted by device 740. If a match is found, 
data store 730 may further return metadata associated With a 



US 2010/0257252 A1 

matched landmark. System 730 may then transmitted the 
returned metadata to device 740 via network 710, whereupon 
the device 740 may render the received metadata and/or 
merge the received metadata With a currently rendered image. 
[0059] Those skilled in the art Will readily recognize that 
each particular processing component may be distributed and 
executed by the user device and servers and other components 
in the netWork. For example, metadata extraction and land 
mark recognition can be handled by the device or by the 
server (having been supplied With the relevant sensor infor 

mation). 
[0060] FIG. 8 depicts an exemplary operational procedure 
for augmenting location based data including operations 800, 
802, 804, 806, 808, and 810. The illustrated operations are 
exemplary and do not imply a particular order. Referring to 
FIG. 8, operation 800 begins the operational procedure and 
operation 802 illustrates transmitting, via the communica 
tions netWork, a ?rst location estimate for the computing 
device. The location estimate may be determined using a 
variety of methods including Global Navigation Satellite Sys 
tem (GNSS), cellular-based location estimation, and manual 
data entry. GNSS systems may include any type of satellite 
navigation system that provides geo-spatial positioning 
including GPS, GLONASS, Beidou, COMPASS, and Gali 
leo. Operation 804 illustrates transmitting, via the communi 
cations netWork, at least one set of image data representative 
of at least one object in a vicinity of the ?rst location estimate. 
Typically the image Will be captured by a capture device on 
the mobile unit, such as a camera. The image data may com 
prise a single image, a series of images, or a video stream. 

[0061] Operation 806 illustrates receiving, via the commu 
nications netWork, at least one augmentation artifact compris 
ing a media entity associated With a second location estimate. 
The artifact may be a media entity such as an image ?le, audio 
?le, and the like. The artifact may also comprise any available 
map data so that a location may be tracked based on the 
received cartography. Furthermore, the second location esti 
mate may be determined as a function of at least one geo 
graphically invariant point determined from the image data. 
As described above, the image data may be analyZed to deter 
mine one or more feature descriptors. A number of static 
landmarks/features in a captured scene image may be 
extracted that may belong to either the same or completely 
different objects. The extracted landmarks/ features may col 
lectively be used to identify a general location of the scene 
and determine an estimate of the camera’s position in that 
location. The estimated location and position may then be 
used to potentially reference (1) additional feature descriptors 
for further position re?nement, and (2) applicable cartogra 
phy information to ultimately recover and guide the tracking 
system. 
[0062] The ?rst location estimate may be used to provide an 
initial estimation of the landmark or object and narroW the 
search. In an embodiment the magnitude of the initial search 
radius may be determined by the information source used for 
the ?rst location estimate. For example, if the ?rst location 
estimate Was determined using GPS, the search radius may be 
ten to thirty meters. If the ?rst location estimate Was deter 
mined using cellular based techniques, the search radius may 
be hundreds or thousands of meters. HoWever, in some 
embodiments the magnitude of an initial search radius may be 
determined using factors other than the range or accuracy of 
the information source. For example, in the case of GPS, 
although the range of accuracy may be ten to thirty meters, the 
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GPS may not operate indoors. In this case, a GPS-equipped 
mobile device in an unknoWn environment may, for example, 
send the server the GPS coordinates it last acquired When it 
Was outdoors along With a set of presently observed feature 
descriptors. The server may then consider areas near those 
GPS coordinates yet beyond the range of GPS accuracy in 
attempting to match the descriptors to the database. 
[0063] Operation 808 illustrates rendering the at least one 
augmentation artifact on the computing device. The artifact 
may include metadata that describes the type of data included 
in the artifact and hoW the artifact may be rendered. For 
example, if the artifact is an image ?le, the metadata may 
describe the location Within the image Where the artifact 
should be rendered. For example, the metadata may indicate 
using a tWo dimensional grid the location of the center point 
of the artifact. Alternatively, the metadata may indicate the 
rendering location With reference to the identi?ed landmark 
or object Within the image. Optionally the device may utiliZe 
the metadata to determine the location of the received artifact. 
In an embodiment, a map associated With a given region may 
de?ne a coordinate system for the area. The position of the 
camera/device may be expressed in that coordinate system 
and the metadata of an artifact to be rendered may comprise 
the position and orientation of the artifact in that coordinate 
system (e. g., via a matrix transform). 
[0064] Operation 810 illustrates receiving inputs from a 
user for generating a user de?ned augmentation artifact. 
Operation 812 illustrates transmitting the user de?ned aug 
mentation artifact to a data store. In some cases a landmark or 

object Within an image ?le may not be recogniZed or may be 
recogniZed but no artifacts may currently be available for the 
landmark or object. In some embodiments a service provider 
may populate a database With prede?ned artifacts. The arti 
facts may be periodically updated by the service provider. The 
updates may include artifacts for neW businesses and other 
points of interests. In some embodiments a service provider 
may accept advertisement-like artifacts for a fee or on a 
subscription basis. 
[0065] Additionally and optionally, a database may include 
artifacts de?ned and submitted by users. Such artifacts may 
include images and other media types that are captured or 
created by users. For example, users may generate text notes, 
image ?les, or audio ?les. Another example of user generated 
artifacts are fully animated three dimensional constructs. The 
user generated artifacts may be associated With a particular 
landmark or geographic feature. The association may be 
established using an appropriate application on the user 
device. In some embodiments the association may be made 
automatically based on the user context. For example, the 
user may identify a portion of a currently rendered image and 
activate the device by clicking or other appropriate means, 
and the application may launch a context sensitive menu that 
alloWs the user to create an artifact. Alternatively, the user 
may navigate to an existing ?le on the device to associate With 
the selected portion of the image. The artifact may then be 
uploaded via an available netWork. In some embodiments, the 
artifacts may not be associated With a speci?c landmark or 
geographic feature but may instead be anchored in a discrete 
position relative to all landmarks/features distributed 
throughout an area (e.g., the coordinate system). 
[0066] In other embodiments, the location information 
(such as audio, feature descriptors, GPS coordinates, and the 
like) maintained in the database may also be added and 
updated by the users. For example, the ?rst person using the 
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system around a particular landmark such as a dam may 
upload GPS coordinates, feature descriptors, and other data 
associated With the dam. The user may further add a 3D 
animation of Water ?owing over the dam. This user de?ned 
location information and augmentation data may then 
uploaded and stored in the database for other users. In another 
example, the user accessible database may include location 
data applicable to a scene during the day but not at night. In 
this case, the user may upload feature descriptors for the 
scene that are applicable at night for use by other users. 

[0067] Because the geographic location information is also 
stored in the database, When the user sends their location data 
to the system, the system may determine their location by 
matching the received information With the stored informa 
tion related to the user’s location. This may alloW, for 
example, a shared experience betWeen devices that may 
require that their locations be synchroniZed to a speci?ed 
accuracy. In another example, it may be possible to avoid a 
user location data capture phase since the user only needs to 
capture a subset of the possible location data. The subset of 
data may be uploaded to the system Which may match the 
received subset With a larger set of data in the database store 
for the user’s location. The system may then send the rest of 
the location information to the user’s device. 

[0068] Access to user created artifacts may further be 
de?ned by the user and included in metadata transmitted 
along With the artifact. Some artifacts may be generally 
accessible to other users. Other artifacts may be accessible to 
identi?ed users or users Within an identi?ed group via social 
networking or other services. Furthermore, artifacts may be 
associated With speci?c applications such as game applica 
tions. 

[0069] FIG. 9 depicts an exemplary system for compress 
ing data for managing location based augmentation data as 
described above. Referring to FIG. 9, system 900 comprises a 
process 910 and memory 920. Memory 920 further comprises 
computer instructions con?gured to store augmentation arti 
fact data in a data store. The augmentation artifact data may 
comprise a plurality of media entities, and may be associated 
With at least one object associated With a geographic location. 
Block 922 illustrates receiving, via the communications net 
Work, a ?rst location estimate for a computing device and at 
least one set of image data. Block 924 illustrates analyZing the 
image data to determine at least one geographically invariant 
point on the image as a function of the ?rst location estimate. 
Block 926 illustrates determining a second location estimate 
as a function of the at least one geographically invariant point. 
Block 928 illustrates identifying at least one augmentation 
artifact as a function of the second location estimate. Block 
930 illustrates transmitting, via the communications netWork, 
the at least one augmentation artifact. 

[0070] Any of the above mentioned aspects can be imple 
mented in methods, systems, computer readable media, or 
any type of manufacture. For example, per FIG. 10, a com 
puter readable medium can store thereon computer execut 
able instructions for managing location based augmentation 
data. Such media can comprise a ?rst subset of instructions 
for storing augmentation artifact data comprising a plurality 
of media entities 1010; a second subset of instructions for 
receiving a ?rst location estimate for a computing device and 
at least one set of image data 1012; a third subset of instruc 
tions for analyZing the image data to determine at least one 
geographically invariant point on the image as a function of 
said ?rst location estimate 1014; a fourth set of instructions 
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for determining a second location estimate as a function of the 
at least one geographically invariant point 1016; a ?fth set of 
instructions for identifying at least one augmentation artifact 
as a function of the second location estimate 1018; and a sixth 
set of instructions for transmitting said at least one augmen 
tation artifact 1020. It Will be appreciated by those skilled in 
the art that additional sets of instructions can be used to 
capture the various other aspects disclosed herein, and that 
the presently disclosed subsets of instructions can vary in 
detail per the present disclosure. 

Exemplary NetWorked and Distributed Environments 

[0071] As described above, aspects of the disclosure may 
execute on a programmed computer. FIG. 1 and the folloWing 
discussion is intended to provide a brief description of a 
suitable computing environment in Which the those aspects 
may be implemented. One of ordinary skill in the art can 
appreciate that a computer or gaming console, or other client 
or server device, including handheld communications 
devices, mobile telephones, personal data assistants (PDAs), 
or any other device With computing and communications 
capabilities, can be deployed as part of a computer netWork, 
or in a distributed computing environment. In this regard, the 
present disclosure pertains to any dynamic perspective video 
WindoW system, computer system, or virtual or augmented 
reality environment system as described herein, having any 
number of memory or storage units, and any number of appli 
cations and processes occurring across any number of storage 
units or volumes, Which may be used in connection With an 
augmented reality system. The present disclosure may apply 
to an environment With server computers and client comput 
ers deployed in a netWork environment or distributed com 
puting environment having remote or local storage. The 
present disclosure may also be applied to standalone comput 
ing devices, having programming language functionality, 
interpretation and execution capabilities for generating, 
receiving and transmitting information in connection With 
one or more dynamic perspective video WindoW systems. 
[0072] Distributed computing facilitates may share com 
puter resources and services by direct exchange betWeen 
computing devices and systems, such as transmission of a 
captured user-facing or scene-facing image by a detector or 
camera to a computing device con?gured to communicate 
With several detectors or cameras. These resources and ser 

vices include the exchange of information, cache storage, and 
disk storage for ?les. Distributed computing takes advantage 
of netWork connectivity, alloWing clients to leverage their 
collective poWer to create and participate in sophisticated 
virtual environments. In this regard, a variety of devices may 
have applications, objects or resources that may implicate an 
augmented reality system that may utiliZe the techniques of 
the present subject matter. 
[0073] FIG. 1 provides a schematic diagram of an exem 
plary netWorked or distributed system in Which one or more 
dynamic perspective video WindoW systems may be imple 
mented, in some embodiments as part of a virtual or aug 
mented reality environment system. The distributed system 
comprises server computing objects 10a, 10b, etc. and com 
puting objects or devices 120a, 120b, 1200, etc. These objects 
may be personal computers, gaming consoles, portable 
devices, mobile communications devices, or any other com 
puting device. These objects may comprise programs, meth 
ods, data stores, programmable logic, etc. The objects may 
comprise portions of the same or different devices such as 
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personal digital assistants (PDAs), televisions, Moving Pic 
ture Experts Group (MPEG-1)Audio Layer-3 (MP3) players, 
televisions, personal computers, etc. Each object can commu 
nicate with another object by way of the communications 
network 14. This network may itself comprise other comput 
ing objects and computing devices that provide services to the 
system of FIG. 8. This network may include wired and/or 
wireless components. In accordance with an aspect of the 
present disclosure, each object 10a, 10b, etc. or 12011, 120b, 
1200, etc. may contain an application that might function as a 
component or element of an augmented reality system. 
[0074] In a distributed computing architecture, computers, 
which may have traditionally been used solely as clients, 
communicate directly among themselves and can act as both 
clients and servers, assuming whatever role is most e?icient 
for the network or the virtual or augmented reality environ 
ment system. This reduces the load on servers and allows all 
of the clients to access resources available on other clients, 
thereby increasing the capability and e?iciency of the entire 
network. A virtual or augmented reality environment system 
or an augmented reality system in accordance with the 
present disclosure may thus be distributed among servers and 
clients, acting in a way that is e?icient for the entire system. 
[0075] Distributed computing can help users of dynamic 
perspective video window systems interact and participate in 
a virtual or augmented reality environment across diverse 
geographic boundaries. Moreover, distributed computing can 
move data closer to the point where data is consumed acting 
as a network caching mechanism. Distributed computing also 
allows computing networks to dynamically work together 
using intelligent agents. Agents reside on peer computers and 
communicate various kinds of information back and forth. 
Agents may also initiate tasks on behalf of other peer systems. 
For instance, intelligent agents can be used to prioritize tasks 
on a network, change tra?ic ?ow, search for ?les locally, or 
determine anomalous behavior such as a virus and stop it 
before it affects the network. All sorts of other services may 
be contemplated as well. Since a virtual or augmented reality 
environment system may in practice be physically located in 
one or more locations, the ability to distribute information 
and data associated with a virtual or augmented reality envi 
ronment system is of great utility in such a system. 
[0076] It can also be appreciated that an object, such as 
1200, may be hosted on another computing device 10a, 10b, 
etc. or 12011, 120b, etc. Thus, although the physical environ 
ment depicted may show the connected devices as computers, 
such illustration is merely exemplary and the physical envi 
ronment may alternatively be depicted or described compris 
ing various digital devices such as gaming consoles, PDAs, 
televisions, mobile telephones, cameras, detectors, etc., soft 
ware objects such as interfaces, COM objects and the like. 
[0077] There are a variety of systems, components, and 
network con?gurations that may support dynamic perspec 
tive video window systems. For example, computing systems 
and detectors or cameras may be connected together by wired 
or wireless systems, by local networks, or by widely distrib 
uted networks. Currently, many networks are coupled to the 
Internet, which provides the infrastructure for widely distrib 
uted computing and encompasses many different networks. 
[0078] The Internet commonly refers to the collection of 
networks and gateways that utiliZe the Transport Control 
Protocol/Interface Program (TCP/IP) suite of protocols, 
which are well-known in the art of computer networking. The 
Internet can be described as a system of geographically dis 
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tributed remote computer networks interconnected by com 
puters executing networking protocols that allow users to 
interact and share information over the networks. Because of 
such wide-spread information sharing, remote networks such 
as the Internet have thus far generally evolved into an open 
system for which developers can design software applications 
for performing specialiZed operations or services, essentially 
without restriction. 
[0079] Thus, the network infrastructure enables a host of 
network topologies such as client/ server, peer-to-peer, or 
hybrid architectures. The “client” is a member of a class or 
group that uses the services of another class or group to which 
it is not related. Thus, in computing, a client is a process, i.e., 
roughly a set of instructions or tasks, that requests a service 
provided by another program. The client process utiliZes the 
requested service without having to “know” any working 
details about the other program or the service itself. In a 
client/ server architecture, particularly a networked system, a 
client is usually a computer that accesses shared network 
resources provided by another computer, e. g., a server. In the 
example of FIG. 1, computers 120a, 120b, etc. can be thought 
of as clients and computers 10a, 10b, etc. can be thought of as 
the server where server 10a, 10b, etc. maintains the data that 
is then replicated in the client computers 120a, 120b, etc. 
[0080] A server is typically a remote computer system 
accessible over a local network such as a LAN or a remote 

network such as the Internet. The client process may be active 
in a ?rst computer system, and the server process may be 
active in a second computer system, communicating with one 
another over a communications medium, thus providing dis 
tributed functionality and allowing multiple clients to take 
advantage of the information-gathering capabilities of the 
server. 

[0081] Client and server communicate with one another 
utiliZing the functionality provided by a protocol layer. For 
example, Hypertext-Transfer Protocol (HTTP) is a common 
protocol that is used in conjunction with the World Wide Web 
(WWW). Typically, a computer network address such as a 
Universal Resource Locator (URL) or an Internet Protocol 
(IP) address is used to identify the server or client computers 
to each other. The network address can be referred to as a 
URL address. For example, communication can be provided 
over a communications medium. In particular, the client and 
server may be coupled to one another via TCP/IP connections 
for high-capacity communication. 
[0082] Thus, FIG. 1 illustrates an exemplary networked or 
distributed environment, with a server in communication with 
client computers via a network/bus, in which the present 
disclosure may be employed. In more detail, a number of 
servers 10a, 10b, etc., are interconnected via a communica 
tions network/bus 14, which may be a LAN, WAN, intranet, 
the Internet, etc ., with a number of client or remote computing 
devices 120a, 120b, 1200, 120d, 120e, etc., such as a portable 
computer, handheld computer, thin client, networked appli 
ance, mobile telephone, personal computer, gaming console, 
or other device, in accordance with the present disclosure. It 
is thus contemplated that the present disclosure may apply to 
any computing device that may communicate, interact, and/ or 
operate in or with an augmented reality system. 
[0083] In a network environment in which the communica 
tions network/bus 14 is the Internet, for example, the servers 
10a, 50b, etc. can be web servers with which the clients 120a, 
120b, 1200, 120d, 120e, etc. communicate via any ofa num 
ber of known protocols such as HTTP. Servers 10a, 10b, etc. 
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