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SYSTEMS AND METHODS FOR 
AUGMENTING THE FUNCTIONALITY OF A 

MONITORING NODE WITHOUT 
RECOMPILING 

TECHNICAL FIELD 

The present invention generally relates to architectures for 
condition based health maintenance systems, and more par 
ticularly relates to systems and methods for instituting a 
maintainer interface node within a condition based health 
maintenance system for monitoring a complex system. 

BACKGROUND 

Increases in vehicle complexity and the accompanying 
increase in maintenance costs have led to industry wide 
investments into the area of condition based health mainte 
nance (CBM). These efforts have led to the development of 
industry or equipment speci?c process solutions. However, 
conventional CBM systems are generally rigidly con?gured, 
which can result in cumbersome performance or users pay 
signi?cant modi?cation costs. 

FIG. 1 is a simpli?edblock diagram of an exemplary multi 
level health maintenance process 10 that may be useful in 
monitoring a complex system (not shown). A complex system 
as discussed herein may be any type of vehicle, aircraft, 
manufacturing process, or machine that may utilize sensors, 
transducers or other data sources to monitor the various com 
ponents and parameters of the complex system. The sensors/ 
transducers are typically situated at the component or the 
process measurement level 20 to measure, collect and com 
municate raw data through a variety of data driven input/ 
output (I/O) devices. This raw data may represent fault indi 
cators, parametric values, process status and events, 
consumable usage and status, interactive data and the like. 
Non-limiting examples of other data sources may include 
serial data ?les, video data ?les, audio data ?les and built in 
test equipment. 

Once the parameters of the complex system are measured, 
the measurement data is typically forwarded to more sophis 
ticated devices and systems at an extraction level 30 of pro 
cessing. At the extraction level 30, higher level data analysis 
and recording may occur such as the determination or deri 
vation of trend and other symptom indicia. 
Symptom indicia are further processed and communicated 

to an interpretation level 40 where an appropriately pro 
grammed computing device may diagnose, prognosticate 
default indications or track consumable usage and consump 
tion. Raw material and other usage data may also be deter 
mined and tracked. 

Data synthesized at the interpretation level 40 may then be 
compiled and organized by maintenance planning, analysis 
and coordination software applications at an action level 50 
for reporting and other interactions with a variety of users at 
an interaction level 60. 

Although processes required to implement a CBM system 
are becoming more widely known, the level of complexity of 
a CBM system remains high and the cost of developing these 
solutions is commensurately high. Attempts to produce an 
inexpensive common CBM solution that is independent from 
the design of the complex system that is being monitored have 
been less than satisfying. This is so because the combination 
and permutations of the ways in which a complex system can 
fail and the symptoms by which the failures are manifested 
are highly dependent on the system design. 
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2 
Accordingly, it is desirable to develop a health mainte 

nance system architecture that is suf?ciently ?exible to sup 
port a range of complex systems. In addition, it is desirable to 
develop a health maintenance system that may be easily 
recon?gured by a user in real time, thus dispensing with 
prohibitive reprogramming costs and delays. Furthermore, 
other desirable features and characteristics of the present 
invention will become apparent from the sub sequent detailed 
description of the invention and the appended claims, taken in 
conjunction with the accompanying drawings and this back 
ground of the invention. 

BRIEF SUMMARY 

A system is provided for extending the functionality of a 
subordinate computing device without re-compiling code. 
The system comprises a controlling computing device, 
wherein the controlling computing device and the subordi 
nate computing device each comprise a ?rst plurality of stan 
dardized executable application modules (SEAMs), each 
SEAM con?gured to execute on a processor to provide a 
unique function and to generate an event associated with the 
unique function associated with each SEAM and a computer 
readable storage medium having a con?guration ?le recorded 
thereon, the computer readable storage medium comprising: 
a dynamic data store (DDS) and a static data store (SDS). The 
DDS comprises an event queue, one or more response queues 
and one or more unused storage locations, and the SDS com 
prises a persistent software object con?gured to map a spe 
ci?c event from the event queue to a pre-de?ned response 
record, and to assign a response queue into which the pre 
de?ned response record is to be placed. The system further 
comprises a work?ow service module con?gured to direct 
communication between the SDS, the DDS and each of the 
?rst plurality of SEAMs. The controlling computing device is 
con?gured to transmit a command and a data matrix contain 
ing data to the subordinate computing device, and the subor 
dinate computing device is con?gured to create a linked 
extension of the SDS in an unused storage location of the 
DDS in response to the command and to populate the exten 
sion of SDS with the data contained in the data matrix. 
A method is provided for augmenting functions of a sub 

ordinate computing device by a controlling computing device 
where the subordinate computing device and the controlling 
computer device both include a work?ow service, a dynamic 
data store (DDS), a static data store (SDS), and are both 
populated by at least a ?rst set of standardized executable 
application modules (SEAMs). The method comprises 
receiving a command and a function augmentation data 
matrix from the controlling computing device, wherein the 
function augmentation data matrix contains data that when 
installed in the DDS of the subordinate computing device 
enables the subordinate computing device to accomplish 
additional functions. The method also comprises calling a 
?rst SEAM by the subordinate computing device, the ?rst 
SEAM being con?gured to receive the command and the 
function augmentation data matrix, calling a second SEAM 
by the subordinate computing device, the second SEAM 
being con?gured to create one or more SDS extensions in its 
DDS, and populating the one or more DDS extensions with 
the data from the function augmentation data matrix. 
A computer readable medium storage device is provided 

for. The computer readable storage device contains instruc 
tions that when executed augments the functions of a subor 
dinate computing device by a controlling computing device 
where the subordinate computing device and the controlling 
computer device both include a work?ow service, a dynamic 
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data store (DDS), a static data store (SDS), and are both 
populated by at least a ?rst set of standardized executable 
application modules (SEAMs). The steps comprise receiving 
a command and a function augmentation data matrix from the 
controlling computing device, wherein the function augmen 
tation data matrix contains data that when installed in the 
DDS of the subordinate computing device enables the subor 
dinate computing device to accomplish additional functions. 
The steps further comprise calling a ?rst SEAM by the sub 
ordinate computing device, the ?rst SEAM being con?gured 
to receive the command and the function augmentation data 
matrix, calling a second SEAM by the subordinate computing 
device, the second SEAM being con?gured to create one or 
more SDS extensions in its DDS, and populating the one or 
more DDS extensions with the data from the function aug 
mentation data matrix. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention will hereinafter be described in con 
junction with the following drawing ?gures, wherein like 
numerals denote like elements, and 

FIG. 1 is a simpli?ed block diagram of a conventional 
multi-level health maintenance process; 

FIG. 2 is a simpli?ed functional block diagram for embodi 
ments of a hierarchical condition based maintenance system 
for monitoring a complex system; 

FIG. 3 is a simpli?ed schematic of an exemplary recon?g 
urable system to optimize run time performance of a hierar 
chical condition based maintenance system; 

FIG. 4 is a block diagram of an exemplary web based 
interface connecting the maintainer node to the host applica 
tion of a Maintainer node; 

FIG. 5 is a simpli?ed exemplary logic ?ow diagram of the 
initialization process of a maintainer node host application; 

FIG. 6 is an exemplary logic ?ow diagram for the execution 
of a SEAM in a host application; 

FIG. 7 is a simpli?ed exemplary block diagram of an exem 
plary computing node illustrating it components; 

FIG. 8 is an simpli?ed block diagram of an exemplary 
lower level computing node SDS, DDS and work?ow service 
with an exemplary event ?ow stream; 

FIG. 9 is a simpli?ed block diagram of an exemplary com 
puting node SDS and its extension into an associated DDS; 

FIG. 10 is an abstract relationship diagram between the 
various SDS extensions; 

FIG. 11a is simpli?ed block diagrams of an exemplary 
Maintainer computing node SDS, DDS and work?ow service 
with an exemplary event ?ow stream for sending a command 
and a function augmentation data matrix to a lower level 
computing node; 

FIG. 11b is simpli?ed block diagrams of an exemplary 
lower level computing node SDS, DDS and work?ow service 
with an exemplary event ?ow stream for augmenting the 
capabilities of the lower level computing node from the func 
tion augmentation data matrix; 

FIG. llc is simpli?ed block diagrams of an exemplary 
Maintainer computing node SDS, DDS and work?ow service 
with an exemplary event ?ow stream for receiving and pro 
cessing data from a lower level computing node; 

FIG. 12 is a simpli?ed logic ?ow diagram of an exemplary 
method for coordinating functions of a computing device to 
accomplish a task. 

DETAILED DESCRIPTION 

The following detailed description is merely exemplary in 
nature and is not intended to limit the invention or the appli 
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4 
cation and uses of the invention. As used herein, the word 
“exemplary” means “serving as an example, instance, or 
illustration.” Thus, any embodiment described herein as 
“exemplary” is not necessarily to be construed as preferred or 
advantageous over other embodiments. All of the embodi 
ments described herein are exemplary embodiments provided 
to enable persons skilled in the art to make or use the inven 
tion and not to limit the scope of the invention which is 
de?ned by the claims. Furthermore, there is no intention to be 
bound by any expressed or implied theory presented in the 
preceding technical ?eld, background, brief summary, or the 
following detailed description. 

Those of skill in the art will appreciate that the various 
illustrative logical blocks, modules, circuits, and algorithm 
steps described in connection with the embodiments dis 
closed herein may be implemented as electronic hardware, 
software executable by a computing device, or combinations 
of both. Some of the embodiments and implementations are 
described below in terms of functional and/or logical block 
components (or modules) and various processing steps. How 
ever, it should be appreciated that such block components (or 
modules) may be realized by any number of hardware and/or 
?rmware components con?gured to perform the speci?ed 
functions. To clearly illustrate this interchangeability of hard 
ware and software, various illustrative components, blocks, 
modules, circuits, and steps are described herein generally in 
terms of their functionality. However, it should be understood 
that software cannot exist without hardware with which to 
execute the software. Whether such functionality is imple 
mented as hardware or software depends upon the particular 
application and design constraints imposed on the overall 
system. Skilled artisans may implement the described func 
tionality in varying ways for each particular application, but 
such implementation decisions should not be interpreted as 
causing a departure from the scope of the present invention. 
For example, an embodiment of a system or a component may 
employ various integrated circuit components, e.g., memory 
elements, digital signal processing elements, logic elements, 
look-up tables, or the like, which may carry out a variety of 
functions under the control of one or more microprocessors or 
other control devices. In addition, those skilled in the art will 
appreciate that embodiments described herein are merely 
exemplary implementations. 
The various illustrative logical blocks, modules, and cir 

cuits described in connection with the embodiments dis 
closed herein may be implemented or performed with a gen 
eral purpose processor, a controller, a digital signal processor 
(DSP), an application speci?c integrated circuit (ASIC), a 
?eld programmable gate array (FPGA) or other program 
mable logic device, discrete gate or transistor logic, discrete 
hardware components, or any combination thereof designed 
to perform the functions described herein. A general-purpose 
processor may be a microprocessor, but in the alternative, the 
processor may be any conventional processor, controller, 
microcontroller, or state machine. A processor may also be 
implemented as a combination of computing devices, e.g., a 
combination of a DSP and a microprocessor, a plurality of 
microprocessors, one or more microprocessors in conjunc 
tion with a DSP core, or any other such con?guration. The 
word “exemplary” is used exclusively herein to mean “serv 
ing as an example, instance, or illustration.”Any embodiment 
described herein as “exemplary” is not necessarily to be con 
strued as preferred or advantageous over other embodiments. 
The steps of a method or algorithm described in connection 

with the embodiments disclosed herein may be embodied 
directly in hardware, in a software module with instructions 
executed by a processor, or in a combination of the two. A 



US 8,832,649 B2 
5 

software module may reside in RAM memory, ?ash memory, 
ROM memory, EPROM memory, EEPROM memory, regis 
ters, hard disk, a removable disk, a CD-ROM, or any other 
form of computer readable storage medium known in the art. 
An exemplary storage medium is coupled to the processor 
such the processor can read information from, and write 
information to, the storage medium. In the alternative, the 
storage medium may be integral to the processor. The proces 
sor and the storage medium may reside in an ASIC. The ASIC 
may reside in a user terminal. In the alternative, the processor 
and the storage medium may reside as discrete components in 
a user terminal. 

In this document, relational terms such as ?rst and second, 
and the like may be used solely to distinguish one entity or 
action from another entity or action without necessarily 
requiring or implying any actual such relationship or order 
between such entities or actions. Numerical ordinals such as 
“?rst,” “second,” “third,” etc. simply denote different singles 
of a plurality and do not imply any order or sequence unless 
speci?cally de?ned by the claim language. The sequence of 
the text in any of the claims does not imply that process steps 
must be performed in a temporal or logical order according to 
such sequence unless it is speci?cally de?ned by the language 
of the claim. The process steps may be interchanged in any 
order without departing from the scope of the invention as 
long as such an interchange does not contradict the claim 
language and is not logically nonsensical. 

Furthermore, depending on the context, words such as 
“connect” or “coupled to” used in describing a relationship 
between different elements do not imply that a direct physical 
connection must be made between these elements. For 
example, two elements may be connected to each other physi 
cally, electronically, logically, or in any other manner, 
through one or more additional elements. 

While at least one exemplary embodiment will be pre 
sented in the following detailed description, it should be 
appreciated that a vast number of variations exist. It should 
also be appreciated that the exemplary embodiment or exem 
plary embodiments are only examples, and are not intended to 
limit the scope, applicability, or con?guration of the invention 
in any way. Rather, the following detailed description will 
provide those skilled in the art with a convenient road map for 
implementing an exemplary embodiment of the invention. It 
being understood that various changes may be made in the 
function and arrangement of elements described in an exem 
plary embodiment without departing from the scope of the 
invention as set forth in the appended claims. 

FIG. 2 is a simpli?ed functional block diagram for embodi 
ments of a hierarchical structure 200 that may be timely 
recon?gured by a user. This may be accomplished by altering 
a set of con?guration data 180 via a data driven modeling tool 
171, which also may be described as a model based con?gu 
ration means. The con?guration data 180 may be stored in a 
static data store (e. g. an EEPROM), a dynamic data store (e.g. 
RAM), or both 190. 

In light of the plethora of complex systems that may be 
monitored by the embodiments being described herein below 
and the wide range of functionality that may be desired at any 
point in the complex system, the following description con 
tains non-limiting examples of the subject matter being dis 
closed herein. A speci?c non-limiting example of a complex 
system that may complement the following exemplary 
embodiments may be the vehicle as described in co-owned, 
co-pending application Ser. No. 12/ 493,750, which is 
assigned to the assignee of the instant application. 

For the sake of brevity and simplicity, the present example 
will be assumed to have only ?ve different processing levels 
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6 
or “application layers.” An Application Layer (120-160) is a 
set of functions or services programmed into run-time soft 
ware resident in one or more computing nodes sharing a 
particular hierarchical level and which is adapted to meet the 
needs of a user concerning a particular health management 
implementation. As non-limiting examples, an application 
layer may be an Equipment Health Manager (EHM) Layer 
120, an Area Health Manager (AHM) Layer 130, a Vehicle 
Heath Manager (V HM) Layer 140, a Maintainer Layer 150, 
or an Enterprise Layer 160. 

However, in equivalent embodiments discussed herein, the 
hierarchical structure 200 may have any number of levels of 
application layers (120-160). Application layers (120-160) 
may include any number of computing nodes, which are 
computing devices. The number of nodes is determined by the 
complexity of the complex system and the sophistication of 
the monitoring desired by the user. In some embodiments, 
multiple nodes (120'-160') may be resident in one computing 
device. The computing nodes of the equipment based layers 
(EHM Layer 120, AHM Layer 130, VHM Layer 140, Main 
tainer layer 150 and Enterprise layer 160) may be also 
referred to as an EHM node 120', anAHM node 130', aVHM 
node 140', amaintainernode 150' and an enterprise node 160'. 

In the exemplary embodiments disclosed herein, an EHM 
node 120' is a computing device that provides an integrated 
view of the status of a single component of the monitored 
assets comprising the lowest level of the hierarchical struc 
ture 200. The EHM node 120' may have different nomencla 
ture favored by others. For example, in equivalent embodi 
ments the EHM node 120' also be known as a Component 
Area Manager (CAM).A complex system may require a large 
number of EHM nodes (120'), each of which may include 
multiple times series generation sources such as sensors, 
transducers, Built-In-Test-Equipment (BITE) and the like. 
EHM nodes (120') are preferably located in electronic prox 
imity to a time series data generation source in order to detect 
symptomatic times series patterns when they occur. 
An AHM node 130' is a computing device situated in the 

next higher hierarchical level of the hierarchical structure 200 
and may receive and process message, command and data 
inputs received from a number of EHM nodes 120' and other 
nodes 130'-160'. An AHM node 130' may report and receive 
commands and data from higher level or lower level compo 
nents of the hierarchical structure 200. An AHM node 130' 
processes data and provides an integrated view of the health 
of a single sub-system of the complex system being moni 
tored. The AHM node 130' may have different nomenclature 
favored by others. For example, in equivalent embodiments 
the AHM node 130' also be known as a Sub-system Area 
Manager (SAM). 
A VHM node 140' is a computing device situated in the 

next higher hierarchical level for the hierarchical structure 
200 and may receive and process message, command and data 
inputs received from a number of EHM nodes 120' and AHM 
nodes 130'. A VHM node 140' may report and receive com 
mands and data from higher level components of the hierar 
chical structure 200 as well. AVHM node 140' processes data 
and provides an integrated view of the health of the entire 
complex system being monitored. The VHM node 140' may 
have different nomenclature favored by others. For example, 
in equivalent embodiments the VHM node 140' also be 
known as a system level control manager (SLCM). 
A Maintainer Layer 150 contains one or more maintainer 

computing nodes (150') that analyze data received from the 
EHM nodes (120'), AHM nodes 130' and VHM nodes node 
140' and supports local ?eld maintenance activities. Non 
limiting examples of an Maintainer Level computing system 


























