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A vehicle and ladar sensor assembly system is proposed 
(72) Inventors: Roger Ste'itner’ _Se_1ma Barbara’ CA Which makes use of forward mounted long range ladar sen 

(US); patrICk Gllhland’ sama Barbara’ sors and short range ladar sensors mounted in auxiliary lamps 
CA (Us); Andrew Duerner’ Geleta’ CA to identify obstacles and to identify potential collisions With 
(Us) the vehicle. A lOW cost assembly is developed Which can be 

easily mounted Within a body panel cutout of a vehicle, and 
(21) APPI- NOJ 13/901,914 Which connects to the vehicle electrical and computer sys 

tems through the vehicle Wiring harness. The vehicle has a 
(22) Filed? May 24a 2013 digital processor Which interprets 3D data received from the 

ladar sensor assembly, and Which is in control of the vehicle 
Publication Classi?cation subsystems for steering, braking, acceleration, and suspen 

sion. The digital processor onboard the vehicle makes use of 
(51) Int. Cl. the 3D data and the vehicle control subsystems to avoid 

G01S 1 7/93 (2006.01) collisions and steer a best path. 
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AUTOMOTIVE AUXILIARY LADAR SENSOR 

BACKGROUND 

[0001] 1. Field 
[0002] The embodiments disclosed herein relate generally 
to 3-D image generation and the identi?cation of objects, 
tracking of objects, road hazard avoidance, and collision 
avoidance in short range automotive applications and more 
particularly to a ladar sensor assembly having a laser trans 
mitter, laser sensor and digital processor integrated in an 
envelope inserted into a vehicle body panel. 
[0003] 2. References to RelatedArt 
[0004] The 3-D imaging technology disclosed in Stettner et 
al, US. Pat. Nos. 5,446,529, 6,133,989 and 6,414,746 pro 
vides with a single pulse of light, typically pulsed laser light, 
all the information of a conventional 2-D picture along with 
the third dimensional coordinates; it fumishes the 3-D coor 
dinates of everything in its ?eld of view. This use is typically 
referred to as ?ash 3-D imaging in analogy with ordinary 
digital 2-D cameras using ?ash attachments for a self con 
tained source of light. As with ordinary 2-D digital cameras, 
the light is focused by a lens on the focal plane of the LADAR 
sensor, which contains an array of pixels called a focal plane 
array (FPA). In the case of a LADAR sensor these pixels are 
“smart” and can collect data which enables a processor to 
calculate the round-trip time of ?ight of the laser pulse to 
re?ective features on the object of interest. Each smart pixel 
also collects data associated with the returning laser pulse 
shape and magnitude. One value of these ?ash LADAR sen 
sors, as opposed to competing designs in which one or more 
pixels is scanned over the ?eld of view, is the elimination of 
the precision mechanical scanner, which is costly, high main 
tenance and typically large and heavy. The pixels in the focal 
plane of a ?ash LADAR sensor are automatically registered 
due to their permanent positions within the array. Further, by 
capturing a frame of data as opposed to one or a few pixels 
with one laser pulse, the data rate is greatly increased while 
weight and volume are reduced. Because each frame of data 
is captured from the re?ection of a short duration laser pulse, 
moving objects or surfaces of stationary objects may be cap 
tured from a moving platform without blurring or distortion. 
[0005] The driver and passengers of an automobile are 
exposed to dangers from other vehicles and a number of road 
hazards. In avoiding side impacts, grazing contact, or low 
speed impacts in the driver blind spots a sensor is needed 
which can be installed in multiple locations on a vehicle at 
low cost. 

[0006] Many systems have been proposed to meet the chal 
lenge of using optical imaging and video cameras in a vehicle 
system to create 3-D maps of scenes and models of solid 
objects, and to use the 3-D database to navigate, steer, and 
avoid collisions with stationary or moving objects. Stereo 
systems, holographic capture systems, and those which 
acquire shape from motion, have all been proposed and in 
some cases demonstrated, but what is lacking is a system with 
the capability of rapidly capturing 3-D images of objects and 
roadway features in the path of a moving vehicle, or travelling 
on an intersecting path, and which controls and adapts the 
host vehicle so as to avoid collisions and road hazards, and 
steer the best path. 
[0007] It is therefore desirable to provide, a low cost side 
and/ or rear short range, or proximity sensor to enable such a 
collision avoidance system with full 360 degree capability. 
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SUMMARY OF THE INVENTION 

[0008] The embodiments disclosed herein provide a ladar 
sensor assembly and vehicle wherein the vehicle has a cutout 
in a body panel at the periphery of the vehicle with a shape 
adapted to receive a mating retention feature on the ladar 
sensor assembly. The vehicle further has a digital processor, a 
wiring harness and a ?rst connector attached at a terminus of 
said wiring harness. The ladar sensor assembly is mounted to 
the vehicle and includes an envelope enclosing a ladar sensor, 
the envelope having at least one transparent section and also 
having at least one retention feature. A second connector is 
adapted to mate with the ?rst connector of the wiring harness. 
The ladar sensor assembly also includes receiving optics and 
a laser transmitter with a modulated laser light output and a 
diffusing optic for illuminating a scene in a ?eld of view of the 
ladar sensor. A two dimensional array of light sensitive detec 
tors is positioned at a focal plane of the receiving optics, each 
of the light sensitive detectors having an output producing an 
electrical response signal from a re?ected portion of the 
modulated laser light output. A readout integrated circuit with 
multiple unit cell electrical circuits is also included, each of 
the unit cell electrical circuits having an input connected to 
one of the light sensitive detector outputs and each unit cell 
electrical circuit having an electrical response signal 
demodulator. A range measuring circuit is connected to an 
output of the electrical response signal demodulator to a 
reference signal providing a zero range reference for the 
range measuring circuit. A detector bias circuit is connected 
to at least one voltage distribution grid of the array of light 
sensitive detectors. The digital processor is connected to 
receive an output from the range measuring circuit and a 
temperature stabilized frequency reference is connected 
through the digital processor to provide clocking signals. 
[0009] The features, functions, and advantages that have 
been discussed can be achieved independently in various 
embodiments of the present disclosure or may be combined in 
yet other embodiments, further details of which can be seen 
with reference to the following description and drawings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0010] FIG. 1 is a diagram of a typical collision threat 
scenario with a second vehicle approaching a ?rst vehicle 
from behind and left, typically a blind spot for the driver of the 
?rst vehicle; 
[0011] FIG. 2 is a diagram of a lateral collision threat 
wherein a second vehicle has stopped past the limit line at the 
stop sign, or may be slowly rolling through the limit line as the 
?rst vehicle approaches; 
[0012] FIG. 3 is a system block diagram showing the indi 
vidual ladar sensors and the vehicle electrical systems includ 
ing interconnect, related vehicle sub systems, and vehicle cen 
tral processors; 

[0013] FIG. 4 is a block diagram showing internal details of 
the LADAR system controller of FIG. 3, and the external 
interconnections with individual ladar sensors mounted on 
the vehicle, as well as the host vehicle electrical systems; 

[0014] 
[0015] FIG. 6 shows the details of the electronic circuits 
common to each unit cell of the readout integrated circuit; 

[0016] FIG. 7 is a diagram ofa ?rst section of an object of 
interest in the far ?eld of the ?eld of view of the ladar sensor, 

FIG. 5 is a block diagram of a typical ladar sensor; 
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the object having a series of rectangular subsections roughly 
corresponding to the projection of a pixel of the detector array 
of the ladar sensor; 
[0017] FIG. 8 is a diagram ofa second section of an object 
of interest in the far ?eld of the ?eld of view of the ladar 
sensor, the object having a series of rectangular subsections 
roughly corresponding to the projection of a pixel of the 
detector array of the ladar sensor; 
[0018] FIG. 9 is diagram showing the time line of a trans 
mitted illuminating pulse and the re?ected light pulse 
returned from the ?rst section of the object of interest shown 
in FIG. 7, and the effect on the returned pulse shape of a 
slanted ?at surface; 
[0019] FIG. 10 is diagram showing the time line of a trans 
mitted illuminating pulse and the re?ected light pulse 
returned from the second section of the object of interest 
shown in FIG. 8, and the effect on the returned pulse shape of 
a stepped orthogonal surface; 
[0020] FIG. 11 is a schematic diagram of a unit cell input 
ampli?er structure which is capable of amplifying the low 
level current signal received from an element of the detector 
array and having the ability to also preserve the pulse shape 
with suf?cient detail to allow for later sub-pixel resolution 
enhancement from a detailed analysis of the returned pulse 
shape; 
[0021] FIG. 12 is a detailed transistor level schematic dia 
gram of a differential ampli?er useful as the core of a tran 
simpedance ampli?er designed to boost the low level signal 
current from an element of the detector array, and which may 
also serve as a limiting ampli?er with ?xed or variable gain; 
[0022] FIG. 13 is a schematic diagram of a pre-bias and 
pulse drive circuit for a semiconductor laser which may be 
used as a pulsed illuminating source; 
[0023] FIG. 14 is a plan view ofa low cost auxiliary ladar 
sensor assembly embodying many of the features described 
herein; 
[0024] FIG. 15 is a side view ofa section along lineAA of 
the device described in FIG. 14, and showing enhanced 
details of the features of the low cost auxiliary ladar sensor 
assembly; 
[0025] FIG. 16 is a plan view ofa second embodiment ofa 
low cost auxiliary ladar sensor assembly showing optional 
features which may be installed in the same basic package as 
shown in FIG. 14; 
[0026] FIG. 17 is a side view ofa section along lineAA of 
the device described in FIG. 16, and showing enhanced 
details of the features of the low cost auxiliary ladar sensor 
assembly; 
[0027] FIG. 18 is an isometric view of the hybrid assembly 
of the detector array and readout integrated circuit described 
herein; and, 
[0028] FIG. 19 is an isometric view of the detail of the 
indium bump situated atop each of the readout integrated 
circuit unit cells. 

DETAILED DESCRIPTION 

[0029] This application contains new subject matter related 
to previous U.S. Pat. Nos. 5,696,577, 6,133,989, 5,629,524, 
6,414,746, 6,362,482, D463,383, and Us. patent application 
Ser. No. 10/066,340 ?led on Jan. 31, 2002 and published as 
US 2002/0117340 Al, the disclosures of which are incorpo 
rated herein by reference. 
[0030] The embodiments disclosed herein enable a system 
for collision avoidance, object and obstacle recognition and 
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avoidance, and ride and steering control improvements. The 
bene?ts are realized through the use of a 3-D imaging facility, 
comprising a vehicle mounted ladar system with an object 
detection and recognition capability, a steering, braking, and 
accelerator control system, and a ride and suspension modi 
?cation system. The vehicle mounted ladar system may com 
prise a number of side mounted, rear mounted, or forward 
looking ladar sensors connected to a central ladar system 
controller which synthesizes the available data from each of 
the independent ladar sensors into a composite 3D map of the 
immediate area in a full 360 degree arc surrounding the 
vehicle. In a preferred embodiment, conventional 2D still 
images or video sequences may be used to improve the qual 
ity of 3D solid models and scene maps. The multiple ladar 
sensors each have an illuminating laser module which may 
incorporate a semiconductor laser with a modulated laser 
light output, or a pulsed solid state laser, and a diffusing optic 
for illuminating a scene in the ?eld of view of the auxiliary/ 
proximity ladar sensor. Each ladar sensor also comprises a 
receiver module featuring a two dimensional array of light 
sensitive detectors positioned at a focal plane of a light col 
lecting and focusing assembly (Focal Plane Array). The ladar 
sensor may be incorporated into a headlight, taillight, or other 
auxiliary lamp assembly. The ladar sensor may also be part of 
a backup light, rearview mirror assembly, or mounted behind 
an opening in a bumper or grill assembly, or may be high 
mounted on a vehicle door or roof support, or other vehicle 
position. 
[0031] In the case of a potential side or rear impact, it is 
important to detect the possible impact, and to relay imagery 
of the potentially colliding object of interest. Additionally, 
while backing up, or maneuvering at low speed in parking 
lots, near curbs, or pedestrian traf?c, it is useful to have the 
advantages of multiple, low cost auxiliary ladar sensors 
mounted strategically on the periphery of the host vehicle. It 
is therefore desirable to provide a system which uses a plu 
rality of low cost and compact auxiliary ?ash LADAR sensors 
having a shorter range and wider ?eld of view than the main, 
forward looking vehicle LADAR sensors. The auxiliary short 
range LADAR sensors and main, long range LADAR sensors 
operate together to generate 3D data describing objects and 
obstacles on a closing path with the host vehicle. 

[0032] The present invention is drawn toward providing a 
low cost auxiliary ladar sensor designed to be used as a side or 
rear sensor in a vehicle mounted ladar imaging system. The 
3D images derived from the auxiliary ladar sensor may reveal 
objects in the path of the host vehicle, or on an intersecting 
path, and a maneuver may be calculated to avoid a collision or 
to reduce peak forces between vehicles, or to crash as safely 
as possible. The system may also adapt the suspension of the 
vehicle so as to maintain traction on an irregular road surface, 
or to avoid dangerous obstacles in the roadway. Each vehicu 
lar ladar imaging system typically consists of multiple 
vehicle mounted ladar sensors, divided into two categories. 
The ?rst category of vehicular ladar sensor is the long range, 
or primary sensor, typically mounted in a forward location of 
the vehicle and oriented in the direction of high speed travel 
so as to sweep out the path of the vehicle in the direction of 
travel. The second category of sensor is a shorter range, or 
auxiliary sensor, typically mounted on the vehicle as a rear or 
side sensor, and oriented so as to cover the driver blind spots 
at minimum, and optimally, a full 360 degree coverage 
around the periphery of the vehicle. These auxiliary sensors 
must be low cost to allow for multiple installations on the 
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vehicle, and thus to facilitate safe and controlled driving in 
reverse gear, lane changing, and turning, etc. Each ladar sen 
sor may have a system control processor with frequency 
reference and inertial reference, a system memory, a pulsed 
laser transmitter, transmit optics, receive optics, an array of 
light detecting elements positioned at a focal plane of the 
receive optics, a detector bias converter for supplying bias 
voltage to the light detecting focal plane array, a readout 
integrated circuit, analog-to-digital converter circuits for pro 
ducing digital image data from the analog readout IC outputs, 
a data reduction processor for adjusting and correcting the 
image data, and an object tracking processor for segregating, 
isolating, identifying, and tracking features and objects in the 
corrected image database. When paired with an intelligent 
vehicle system controller with vehicle, steering, braking, and 
suspension controls, substantial reductions in impact events, 
and less frequent and severe damage to the occupants and the 
vehicle is expected. Each pixel in a focal plane array (EPA) of 
the preferred ladar sensor converts impinging laser light into 
an electronic signal whose magnitude is sampled in time and 
stored in memory within the pixel. Each pixel also uses a 
clock to time the samples being taken in response to the 
captured re?ection of the laser light from a target surface. The 
ladar sensor typically incorporates a hybrid assembly of focal 
plane array and readout integrated circuit, and the readout IC 
is arranged as an array of unit cell electrical circuits, and each 
unit cell is arranged to be in an array of identical spacing and 
order as the mating focal plane array. The ladar sensor in a 
preferred embodiment is capable of working in a ?ash mode 
as described above, or in a multi-pulse mode, or in a pulsed 
continuous-wave mode as the situation dictates. The collision 
avoidance and navigation system incorporating the ladar sen 
sor has a number of features which enable full 3D object 
modeling and tracking, as well as scene enhancements 
derived from the merging of 2D and 3D data bases and man 
aging of both 3D ladar sensors and conventional 2D video 
cameras. Each of the light sensitive detectors of the EPA has 
an output producing an electrical response signal from a 
re?ected portion of the laser light output. The electrical 
response signals are connected to a readout integrated circuit 
(ROIC) with a corresponding array of unit cell electrical 
circuits. Each of the unit cell electrical circuits has an input 
connected to one of the light sensitive detector outputs, an 
electrical response signal demodulator, and a range measur 
ing circuit connected to an output of the electrical response 
signal demodulator. The demodulator may be a voltage sam 
pler and analog shift register for storing sequential samples of 
the electrical response signals, or it may comprise a mixer, 
integrator, or matched ?lter. The demodulation may also take 
place external to the readout integrated circuit, by a fast 
digital processor operating on a sequence of digitized 
samples from each pixel. The fast digital processor may 
employ algorithms which utilize weighted sums of sequential 
analog samples, or use fast Fourier transforms, convolution, 
integration, differentiation, curve ?tting, or other digital pro 
cesses on the digitized analog samples of the electrical 
response. The fast digital processor may also employ algo 
rithms which isolate or segment the roadway from other 
objects and objects from each other. Such objects may be 
automobiles, bicycles, motorcycles, trucks, persons, animals, 
walls, signs, road obstructions etc. These algorithms may 
compute position and orientation, as well as object velocity. 
Objects, their orientation, position and velocity may be trans 
ferred to a central computer for further processing and deci 
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sion making. Each unit cell circuit has the ability to preserve 
the shape of the returned ladar pulse, and to make inferences 
about the shape of the surface within a pixel boundary as seen 
projected at a distance from the focal plane array, based on the 
shape of the re?ected light pulse. The range measuring circuit 
is further connected to a reference signal providing a zero 
range reference for the modulated laser light output. The 
individual ladar sensor may also incorporate a detector bias 
circuit connected to a voltage distribution grid of the detector 
array and a temperature stabilized frequency reference. 

[0033] FIG. 1 depicts a ?rst embodiment of the collision 
avoidance system installed on a ?rst vehicle 2 involved in a 
collision threat scenario with a second vehicle 4, which is 
overtaking the ?rst vehicle in the blind spot of the driver of the 
?rst vehicle 2. The forward radiation pattern 6 of a long range 
ladar sensor embedded in a ?rst headlight assembly of ?rst 
vehicle 2 is shown by dashed lines where it sweeps the road 
way ahead of the passenger side of the ?rst vehicle 2, and the 
right edge of the roadway 8. The forward radiation pattern 10 
of a long range ladar sensor embedded in a second headlight 
assembly of ?rst vehicle 2 is shown by dashed lines where it 
sweeps the roadway ahead of the passenger side of the ?rst 
vehicle 2, and at least part of the adjacent lane of traf?c 14. 
The radiation pattern 12 of an auxiliary ladar sensor embed 
ded in a lamp assembly is shown projecting radially from the 
left rear corner of ?rst vehicle 2, and overlapping a part of 
second vehicle 4. Short range radiation patterns 12 are also 
shown emanating from auxiliary lamp assemblies at the other 
three comers of ?rst vehicle 2. The auxiliary ladar sensor in 
this scenario provides object data and scene data to central 
processing unit aboard vehicle 2. The central processing unit 
aboard vehicle 2 then acts to avoid a grazing collision with 
second vehicle 4, by sending commands to the vehicle 2 
control systems, in this case applying brakes and steering to 
the right of the roadway, allowing second vehicle 2 to pass 
unimpeded. Alternatively, the central processing unit may 
simply notify the operator of the vehicle through a graphical 
display, audio warning, or tactile signal through a transducer 
embedded in the steering wheel. 

[0034] FIG. 2 shows a second collision threat scenario. The 
situation where ?rst vehicle 2 is approaching an intersection 
with second vehicle 4 stopped at the intersection. In this case, 
second vehicle 4 appears to have overshot the stop limit line 
adjacent to stop sign 16 and has rolled into the crosswalk 18 
(shaded area), and in some cases, may still be rolling or 
sliding forward. This scenario could easily evolve on a rain 
slickened or icy roadway, where second vehicle 4 might have 
di?iculty stopping in time. Second vehicle 4 may altema 
tively be emerging from a blind alley perpendicular and to the 
right of the roadway edge 14. A headlight assembly 20 con 
taining a long range ladar sensor is shown on ?rst vehicle 2. 
Also shown is an auxiliary lamp assembly 22 containing a 
short range ladar sensor typically positioned at the four cor 
ners of ?rst vehicle 2. The ?rst vehicle 2 has collected scene 
and object data concerning second vehicle 4, and the onboard 
central processing unit has analyzed the combined data and 
determined an impact is possible. An array of sensor data, 
including long range and short range ladar sensors, video/ still 
cameras, GPS or relative position references (to be described 
in greater detail subsequently), is analyzed by the central 
processor, and commands are sent to the vehicle 2 control 
systems, in this case, steering to make an emergency lane 
change, and braking to reduce the closing speed. It is also 
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possible that second vehicle 4 by means of a side sensor could 
detect the danger and react defensively as well. 

[0035] FIG. 3 shows a system block diagram showing the 
relationship and connections of the major functional blocks 
of the vehicle ladar sensor system. A ladar system controller 
24 communicates with all of the ladar sensors mounted on the 
vehicle. In a typical installation, two long range units, LRU l 
and LRU 2 20 connect to ladar system controller 24 through 
a set of bidirectional electrical connections. The electrical 
connections may also have an optical waveguide and optical 
transmitters and receivers to transfer data, control, and status 
signals bidirectionally between long range ladar sensors 20 to 
ladar system controller 24. Ladar system controller 24 also 
communicates with the 4 short range units, SRU l, SRU 2, 
SRU3, and SRU4 22, each through a set of bidirectional 
electrical connections. The electrical connections may also 
have an optical waveguide and optical transmitters and 
receivers to transfer data, control, and status signals bidirec 
tionally between short range ladar sensors 22 and ladar sys 
tem controller 24. Each of the ladar system ladars may 
include data processors to reduce the processing load on the 
central processors 24 and 28; for example, developing the 
point cloud and isolating/ segmenting objects in the ?eld of 
view and object speed from the point cloud. A number (n) of 
optional visible light 2D still or video cameras 40 also con 
nect to the vehicle collision processor 38 and produce scene 
data complementary to the 3D data generated by the various 
ladar sensors mounted to the vehicle. The 2D still or video 
cameras 40 may also operate at infrared wavelengths as 
opposed to visible wavelengths typical in the preferred 
embodiment. The ?elds of view of the 2D still or video 
cameras 40 are designed to overlap the ?elds of view of the 
ladar sensors (20 and 22) installed on the vehicle 2. Bidirec 
tional electrical connections also serve to transfer 3D data 
maps, status, and control signals between ladar system con 
troller 24 and the vehicle electrical systems and central pro 
cessing unit (CPU) 28.At the core of the vehicle, an electronic 
brain may control all functioning of the vehicle 2, and typi 
cally controls all other subsystems and co-processors. The 
electronic brain, or central processing unit (CPU 28) is here 
lumped together with the basic electrical systems of the 
vehicle, including battery, headlights, wiring harness, etc. 
The vehicle suspension system 30 receives control com 
mands and returns status through bidirectional electrical con 
nections, and is capable of modifying the ride height, spring 
rate, and damping rate of each of the vehicle wheels indepen 
dently. An inertial reference 32 also has a vertical reference, 
or gravity sensor as an input to the CPU 28. A global posi 
tioning reference 36 may also be connected to the vehicle 
CPU 28. The GPS reference 36 may also have a database of all 
available roads and conditions in the area which may be 
updated periodically through a wireless link. A duplex radio 
link 34 may also be connected to CPU 28, and communicate 
with other vehicles 4 in close range and which may be 
involved in a future impact, and may also receive road data, 
weather conditions, and other information important to the 
operations of the vehicle 2 from a central road conditions 
database. The vehicle 2 may also provide updates to the 
central road conditions database via radio uplink 34, allowing 
the central road conditions database to be augmented by any 
and all vehicles 2 which are equipped with ladar sensors and 
a radio link 34. A collision processor and airbag control unit 
38 connects bidirectionally to CPU 28 as well, receiving 
inputs from a number of accelerometers, brake sensors, wheel 
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rotational sensors, ladar sensors, etc. ACU 38 makes deci 
sions on the timing and deployment of airbags and other 
restraints. 

[0036] FIG. 4 is a block diagram showing additional details 
of the ladar system controller 24, and the interconnections 
with the cooperating systems of vehicle 2. The ladar system 
controller 24 comprises a sensor interface 50, which transmits 
commands to the short range ladar sensors SRUl -4 22, and to 
the long range ladar sensors LRUl and LRU2 20. A ?ber 
cable and wire harness 48 provides the physical media for the 
transfer of the commands from the sensor interface 50 to the 
various ladar sensors. 3D data and status signals are returned 
from the various ladar sensors to sensor interface 50 through 
?ber cable and wire harness 48. Likewise, command signals 
are sent to a number (n) of 2D cameras 26, and status and 
image data are returned from the 2D cameras via wire harness 
48 to ladar system controller 24. Each long range sensor unit 
20 connects through a set of bidirectional connections which 
logically include the transmitters and receivers within each 
long range sensor unit 20, the physical media of ?ber cable 
and wire harness 48, and the transmitters and receivers of 
sensor interface 50. Each short range sensor unit 22 connects 
through a set of bidirectional connections which logically 
include the transmitters and receivers within each short range 
sensor unit 22, the physical media of ?ber cable and wire 
harness 48, and the transmitters and receivers of sensor inter 
face 50. Sensor interface 50 receives digital logic levels from 
scene processor 52 and control processor 44 and conditions 
these signals for transmission over ?ber cable and wire har 
ness 48 to the various ladar sensors installed on the vehicle 2. 
Sensor interface 50 may provide ampli?cation, level adjust 
ment, digital-to-analog conversion, and electrical-to-optical 
signal conversion for outbound signals from control proces 
sor 44 and scene processor 52 intended for one or more of the 
various ladar sensors or 2D cameras installed on the vehicle 2. 

Conversely, for inbound signals, sensor interface 50 may 
provide ampli?cation, level shifting, analog-to-digital con 
version, and optical-to-electrical conversion for 3D or 2D 
data and status signals sent from any one of the various ladar 
sensors or 2D cameras installed on the vehicle 2 and then 
provides these received and/or converted signals to control 
processor 44 and scene processor 52 as digital signals. The 
sensor interface 50, including D/A andA/D signal converters, 
may reside completely or in part on a readout integrated 
circuit (64 in FIG. 5). Scene processor 52 combines the 3D 
frames received from each of the operational ladar sensors 
into a composite 3D map of the entire space directly in front 
of and surrounding the vehicle 2 and may also merge the 3D 
map with 2D image data received from a number (n) of 2D 
still or video cameras 26 to provide enhanced resolution, 
color, and contrast. The addition of conventional 2D still or 
video cameras 26 provide the system with enhanced capabil 
ity for object identi?cation. Complete 3D maps of the area 
surrounding the vehicle 2 are best enabled when the auxiliary, 
short range sensors 22 are installed. In a preferred embodi 
ment, the six ladar sensors comprised of 2 long range sensors 
20 and 4 short range sensors 22 provide a full 360° ?eld of 
view, and a 3D map may be synthesized by scene processor 52 
for the entire space surrounding and in front of vehicle 2. 
Some vehicle installations also include rear facing long range 
ladar sensors 20 (not shown) to provide an additional margin 
of safety. Overlapping ?elds of view between long range 
sensors may allow scene processor 52 to eliminate some 
shadows in the far ?eld pattern, or to gain additional shape 
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