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SYSTEM AND METHOD FOR
COORDINATING IMAGE CAPTURE IN A
CAMERA HIDDEN BEHIND A DISPLAY
DEVICE

FIELD OF THE DISCLOSURE

[0001] This disclosure generally relates to coordination of
display device function and camera operation, and more par-
ticularly relates to coordinating camera operation for a cam-
era hidden behind an outer display field layer of a display
device.

BACKGROUND

[0002] As the value and use of information continues to
increase, individuals and businesses seek additional ways to
process and store information. One option 1s an information
handling system. An information handling system generally
processes, compiles, stores, and/or communicates informa-
tion or data for business, personal, or other purposes. Because
technology and information handling needs and requirements
may vary between different applications, information han-
dling systems may also vary regarding what information 1s
handled, how the information 1s handled, how much informa-
tion 1s processed, stored, or communicated, and how quickly
and efficiently the information may be processed, stored, or
communicated. The variations in information handling sys-
tems allow for information handling systems to be general or
configured for a specific user or specific use such as clinical
healthcare data storage and distribution, financial transaction
processing, procurement, stocking and delivery tracking, pro-
vision of data services and software, airline reservations,
enterprise data storage, or global communications. Informa-
tion handling systems may include a variety of hardware and
software components that may be configured to process,
store, and communicate mnformation and may include one or
more computer systems, data storage systems, and network-
ing systems. Additionally, information handling systems may
have one or more display screens for output of images and for
input such as by touch screen operation. It 1s desirable to
utilize a display screen with minimum bezel around the edge
of the display screen or screens. This may impact location of
other devices that are beneficial to locate proximate to the
display screen such as a camera used to capture images for the
information handling system.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] It will be appreciated that for simplicity and clarity
of illustration, elements 1illustrated 1n the Figures have not
necessarily been drawn to scale. For example, the dimensions
of some of the elements are exaggerated relative to other
clements. Embodiments incorporating teachings of the
present disclosure are shown and described with respect to the
drawings presented herein, in which:

[0004] FIG. 1 1s a hardware block diagram illustrating an
information handling system having an thin panel display
device and camera according to an embodiment of the present
disclosure;

[0005] FIG. 2 illustrates a block diagram illustrating the
hardware devices mvolved 1n coordinating thin panel display
device and camera operation according to an embodiment of
the present disclosure;

Sep. 24, 2015

[0006] FIG. 3 illustrates an example thin panel display
device and camera according to an embodiment of the present
disclosure;

[0007] FIG. 4 illustrates an another example thin panel
display with an outer display field layer and camera according
to an embodiment of the present disclosure;

[0008] FIG. Sillustrates another example thin panel display
device with a camera zone according to an embodiment of the
present disclosure;

[0009] FIG. 61llustrates another example thin panel display
device with a camera zone according to an embodiment of the
present disclosure;

[0010] FIG. 71llustrates another example thin panel display
device with a camera zone and displayed image indicating the
camera zone according to an embodiment of the present dis-
closure;

[0011] FIG. 8 1s a flow diagram 1illustrating an example
method for coordinating display by a thin panel display
device with 1image taking by a camera according to an
embodiment of the present disclosure; and

[0012] FIG. 9 1s a flow diagram illustrating another
example method for coordinating display by a thin panel
display device with image taking by a camera 1n video con-
ference mode according to an embodiment of the present
disclosure.

[0013] The use of the same reference symbols in different
drawings indicates similar or 1dentical items.

DETAILED DESCRIPTION OF DRAWINGS

[0014] The following description 1n combination with the
Figures 1s provided to assist 1n understanding the teachings
disclosed herein. The following discussion will focus on spe-
cific implementations and embodiments of the teachings.
This focus 1s provided to assist in describing the teachings and
should not be mterpreted as a limitation on the scope or
applicability of the teachings. However, other teachings may
be utilized 1n this application, as well as 1n other applications
and with several different types of architectures such as dis-
tributed computing architectures, client or server architec-
tures, or middleware server architectures and associated com-
ponents.

[0015] Most businesses and other enterprises have sophis-
ticated computing systems used for facilitating internal
operations and for storing sensitive data, protecting access to
such data, and securely communicating outside the enter-
prise’s network, for example to exchange information with
business partners, healthcare providers or the similar data
exchange partners. These enterprise systems also interface
with individual users. Individual users also use sophisticated
computing systems to facilitate working software application
contexts such as running office applications for database cre-
ation and word processing, note taking, accessing interne data
applications, gaming, video playback entertainment, video
and voice communications, email and other electronic com-
munication, websurfing, music, mobile applications, and
other media accesses. Much of present day information
exchange 1s conducted electronically, via communications
networks. Currently, a high degree of media entertainment
and other applications are utilized and accessed electronically
by users. Thus, there 1s an increased need for extended display
capabilities to facilitate broad range of usage including to
enable multitasking by users. Size and efficiency of display
devices 1s desirable as display device interfaces become
increasingly important to operating information handling
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systems. Additionally, traditional information handling sys-
tem 1put devices such as keyboards and mouse systems are
gving way to visual mput interfaces such as touchscreens,
hover detection, and motion sensing technologies. In many
instances, 1t 1s substantially beneficial to implement a system
to maximize display device size within a minimized informa-
tion handling system. This 1s especially true as thin film
display devices, such as various types of LCD and OLED/
AMOLED devices, continue to develop with thin, efficient
size and profiles. Additional thin film display device tech-
nologies may include other types of thin film display tech-
nologies. This optimal utilization of a display screen devices
1s desirable to facilitate usage of the information handling
system and additional devices intended to face a user.

[0016] One additional information handling system ele-
ment regularly located in proximity to a display device
includes a camera system. Use of such a device 1in proximity
to a display device may be similar to a webcam for telecon-
ferencing or other purposes. Orientation of a camera like a
webcam has, 1n the past, been located in the bezel of the
display screen. As thin film display devices have display
fields that occupy greater amounts of the user-facing surfaces
of the information handling systems, the bezels begin to dis-
appear. As a result, location of a camera proximate to the thin
film display device becomes challenging.

[0017] The current disclosed embodiments describe a sys-
tem and method for locating a camera behind an outer display
field layer of a thin film display device. Embodiments of the
current disclosure also provide methods and systems for coor-
dinating displaying images via the display device and taking
images via the camera through the display field layer of the
thin film display device. Coordination of the camera and
display device may also depend partially on the type of cam-
era usage anticipated from the programs running on the pro-
cessors of the information handling system. Camera usage
parameters are detected by certain system and method
embodiments disclosed that may impact how to coordinate
camera usage through the outer display field layer of the
display device. The disclosed embodiments of the system and
method will make modifications to the display by the display
device to accommodate the anticipated camera usage.

[0018] FIG. 1 shows an information handling system 10
including conventional information handling systems com-
ponents of a type typically found 1n client/server computing
environments. The FIG. 1 block diagram shows the informa-
tion handling system 10 with thin film display device 125
capable of administering each of the specific embodiments of
the present disclosure. The information handling system 10
can 1include a set of instructions that can be executed to cause
the computer system to perform any one or more of the
methods or computer based functions disclosed herein.

[0019] For purposes of this disclosure, an information han-
dling system may include any instrumentality or aggregate of
instrumentalities operable to compute, classily, process,
transmit, receive, retrieve, originate, switch, store, display,
manifest, detect, record, reproduce, handle, or utilize any
form of information, intelligence, or data for business, scien-
tific, control, entertainment, or other purposes. For example,
an information handling system may be a personal computer,
a tablet, a PDA/smartphone, a consumer electronic device, a
network server or storage device, a switch router, wireless
router, or other network communication device, or any other
suitable device and may vary in size, shape, performance,
functionality, and price. In a particular embodiment, system
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10 can be implemented using electronic devices that provide
voice, video or data communication. In a networked deploy-
ment, dual display information handling system 10 may oper-
ate 1n the capacity of a server or as a client user computer 1n a
server-client user network environment, or as a peer computer
system 1n a peer-to-peer (or distributed) network environ-
ment. Further, while a single information handling system 10
1s 1llustrated, the term “system” shall also be taken to include
any collection of systems or sub-systems that individually or
jointly execute a set, or multiple sets, of 1nstructions to per-
form one or more computer functions.

[0020] The information handling system may include
memory, one or more processing resources such as a central
processing unit (CPU) 105 or hardware or software control
logic, and operates to execute code. Additional components
of the information handling system may include one or more
storage devices 109, 110 that can store code, one or more
communications ports for communicating with external
devices as well as various input and output (I/0) devices, such
as a keyboard, a touchpad, a mouse, a video display 125,
touchscreen 130, and a camera 170. The information han-
dling system may also include one or more buses 118 oper-
able to transmit communications between the various hard-
ware components.

[0021] The information handling system may include
memory, one or more processing resources such as a central
processing unit (CPU) 105, a graphics processing unit (GPU)
that may or may not be integrated with a CPU, and related
chipset(s) 108 or hardware or software control logic. System
10 may include several sets of instructions to be run by CPU
105, GPU 106, and any embedded controllers 120 on system
10. One such set of instructions includes an operating system
122 with operating system interface. Example operating sys-
tems can include those used with typical mobile computing
devices such as Windows Phone mobile OS from Microsoft
Corporation and Android OS from Google Inc., for example
Key Lime Pie v. 5.x. Additional sets of instructions in the
form of multiple software applications 124 may be run by
system 10. These software applications 124 may enable mul-
tiple uses of the information handling system as set forth in
more detail below. Applications 124 may include applications
involving use of the display device 125 as well as peripheral
systems such as a camera 170 as described further herein.
Application 124 may further include systems and methods for
coordinating the display of images via the thin panel display
and operating the camera 170 through the thin panel display
as described 1n more detail herein.

[0022] Additional components of system 10 may include
main memory 109, one or more storage devices such as static
memory or disk drives 110. System 10 may further include an
optional external input device 160 such as a keyboard, touch-
pad, or a cursor control device such as a mouse. System 10 can
also 1nclude a signal generation device or receiving device,
such sound sensors 156, remote control, and a network inter-
face device 40. The information handling system may also
include one or more buses 118 operable to transmit commu-
nications between the various hardware components.

[0023] System 10 may operate as a standalone device or
may be connected such as by using a network, to other com-
puter systems or peripheral devices. System 10 can represent
a server device whose resources can be shared by multiple
client devices, or it can represent an individual client device,
such as an individual mobile personal computing system.
More specifically, system 10 represents a mobile user/client
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device, such as a mobile tablet computer or laptop. System 10
has a network interface device 40, such as for a wireless
cellular or mobile networks (CDMA, TDMA, etc.), WIFI,
WLAN, LAN, or similar network connection, enabling a user
to communicate via a wired or wireless communications net-
work 50, such as the Internet. System 10 may be configured
with conventional web browser software. The web browser
may include for example Microsoit Corporation’s Internet
Explorer web browser software, Firefox or similar such
browsers to allow the user to interact with websites via the
wireless communications network 50.

[0024] System 10 also includes one or more display devices
125 that may utilize LCD, OLED, or other thin film technolo-
gies. Each display device 125 may be capable of touch 1mnput
via touch controller 130. Each display device 125 has a dis-
play controller hub 135. The display controller hub 135 may
include control logic and software or access separate control
logic and software. Components may include a display con-
troller or driver 137, a backlight controller 140 for LCD thin
film display technologies, and a contextual refresh rate con-
troller 142. The one or more parts of the display controller hub
135 may be operated by or integrated with one or more
graphics processing units (GPUs) 106 such as those that are
part of the chipset 108.

[0025] The display device 125 and one or more parts of the
display controller hub 135 may also be controlled by the
embedded controller 120 of chipset 108. Each GPU 106 and
display controller/driver 137 1s responsible for rendering
graphics such as software application windows and virtual
tools on the display device 125. A portion of the display
device outer display field layers may be shared by a camera
170 integrated into the display device. This portion of the
display device outer display field layer may be referred to as
the camera zone. The camera zone 1s an area of pixels behind
which the integrated camera 170 1s located. It may be of a
variety of sizes to best accommodate the operation of the
integrated camera 170 oriented behind the outer display field
layers. It 1s further understood that the outer field display
layer may include multiple layers capable of transmitting
images. Those layers will depend on the thin film display
technology used as described further below. Generally 1t will
include a thin film transistor or active matrix transistor for
control of pixel cells including on/oil control, a color filter or
color light transmitting component depending on technology,
and structural and light conditioning layers that vary with thin
film technology.

[0026] The entire outer display field layer, some portion
such as a select number of columns or rows of pixels of the
outer display field layer, or just the camera zone with the
integrated camera 170 behind it may be controlled via the
display controller 137, backlight controller 140 1f an LCD,
and a contextual refresh rate controller 142 to coordinate
image display with camera 170 usage. The rasterizing fre-
quency or refresh rate of 1mage display on the thin film
display device may be modified to accommodate 1mage tak-
ing by the camera 170 oriented behind the outer display field
layer. Alterations to rasterizing or refresh rate, to backlighting
in LCD applications, and to opening the outer display field
layer to recerve light may be localized to the camera zone,
some portion of the outer display field layer, or the entire
outer display field layer.

[0027] As described further below, the camera aperture
receives light and images through the outer display field layer
(s) of the thin film device. The location of the camera behind
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the outer display field layer(s) 1s referred to as a camera zone.
During 1image taking by the camera 170, some or all of the
outer display field layer camera zone 1s modified to enhance
light for images to be received by the camera 170 oriented
behind 1t. A lens region of the camera zone permits 1mage
taking through the outer field display layer(s). Reduction of
interference with image taking such as reducing backlighting
or reducing rasterizing through the camera zone portion of the
outer display field layers can improve image capture by the
integrated camera system 170. Image taking or image capture
can refer to any type of camera operation whether still image
capture, video, or other functions. In at least several embodi-
ments, 1mage capture may be done without substantial deg-
radation to the displayed image on the thin film display device
125. In other embodiments, the camera zone may be made
transparent during camera image capture functions.

[0028] The location and positioning of the camera zone
may be established along an edge of the thin film display
device 125 in one embodiment to avoid the coordination of
the camera function from 1mpacting a central portion of the
thin panel display device 125 image display. An edge location
of the camera 170 orniented behind the outer display field
layers of the display device 125 permits easier mounting for
the camera 170. Further, location of light sources for backlit
thin film display technologies may be located to avoid inter-
terence with the camera 170 at the edge. Then control over
brightness of light guide elements for backlighting to any
camera zone associated with the camera 1s utilized.
AMOLED/OLED technologies do not incorporate backlight-
ing, but instead brightness 1s controlled by active control of
light generation from organic material in the pixel cells. In an
example embodiment, an algorithm reduces the volume of
cells turned on by a TFT matrix. With either technology, edge
location may avoid interference with central portions of the
thin film display device and make camera mounting simpler.

[0029] At the edge, the camera 170 may be oriented toward
a likely user location. The user location may be central and 1n
front of the display device 125. In some embodiments, this
enables a zero-bezel thin film display device or near zero
bezel display device to have a proximate, integrated camera
for image capture such as video teleconterencing and other
purposes. Example image capture uses include still frame
capture, video capture, or facial recognition or gaze recogni-
tion applications. While an edge location 1s described 1n sev-
eral embodiments herein, the camera 170 and camera zone
may be located behind any location of the outer display field
layers of the thin film display 125 depending on the desired
information handling system design and camera purpose.

[0030] In several embodiments described herein, the loca-
tion of the camera zone may be identified by displaying an
image 1ndicating the camera zone on the thin panel display.
This will facilitate camera usage when the camera 170 1s
hidden behind the outer display field layer(s) of the thin panel
display device. Additionally, the operation of the camera 170
may require or request that a user look at the camera or the
camera zone. It 1s contemplated that a window, tile, thumb-
nail, icon and other camera zone indicator image may be
displayed at the camera zone to i1dentily the location of the
camera 170 behind the thin panel display device 125. More-
over, the camera zone indicator image may be selectable, such
as via a touch on a touch screen, before the camera zone 1s
activated and the camera 170 may operate. This may provide
a measure of privacy for the user. The camera zone indicator
image may also be selectable to yield access to a menu for
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camera settings or other settings related to use of the camera
with the application. Additionally, the camera zone indicator
image may remain at or around the camera zone while a lens
region of the camera zone may be modified to coordinate
camera operation. The lens region 1n one embodiment may
only be part of the camera zone. In another embodiment the
camera zone indicator 1mage may be at a different location
from the lens region and camera zone, but may assist 1n
indicating where the camera zone 1s located.

[0031] In one embodiment, the camera and thin panel dis-
play device coordinating system may detect the application or
applications to be run on the information handling system to
determine what type of camera usage 1s likely to be encoun-
tered 1n connection with camera coordination. Such a system
may operate on the CPU 105 or GPU 106 via the chipset 108
based on the software applications 124 currently running and
active and their status. Alternatively, determining which
applications 124 are running may also be determined by an
embedded controller 120 or the contextual refresh rate con-
troller 142 separate from the main chipset(s) 108.

[0032] System 10 of the current embodiment also has a
system sensor module 150. Various orientation sensors are
included 1n this module to assist with determining the relative
orientation of the information handling system. Subcatego-
ries of orientation sensors include motion sensors 152, image
sensors 134, and sound sensors 156. Sensor system module
150 1s a sensor hub, or an accumulator device, that collects
raw data from connected orientation sensors, and organizes
and processes data recerved from the connected sensors. Such
a sensor hub may be an independent microcontroller such as
the STMicro Sensor Fusion MCU as well as other microcon-
troller processing systems known to persons of ordinary skall.
Alternatively, 1t 1s contemplated that the sensor and fusion
hub may be integrated 1nto a core processing chipset such as
CPU systems for mobile devices as available from Intel®
corporation or may utilize ARM Core processors that serve as
single or multiple core processors 1n alternative chipset sys-
tems. The sensor hub may communicate with the sensors and
the main CPU processor chipset via a bus connection such as
an Inter-Integrated Circuit (12C) bus or other suitable type of
multi-master bus connection. Sensor data may 1mpact deter-
mination of what software applications 124 are actively being
used on the information handling system.

[0033] FIG. 2 illustrates a system block diagram of a sys-
tem 20 including hardware, firmware, and software elements
for controlling a thin film display device 225. System 20
executes code 1n software and firmware for coordinating thin
film display device 225 operation with operation of camera
270 oriented behind the outer display field layer of thin film
display device 225. The system 20 1s a subset of the informa-
tion handling system 10 shown in FIG. 1.

[0034] Coordination of the thin film display device 225 and
camera 270 involves control of the displayed images on the
thin film display device 225. Coordination occurs via instruc-
tions running on or between elements of the processor chipset
or an external controller such as an MCU associated with the
display device 225. This may include GPU 206, CPU 205,
and embedded controller 220 executing all or parts of instruc-
tions for coordinating display of images and modification of
display device parameters depending on actual or expected
context of camerausage. The GPU 206, CPU 205 and embed-
ded controller 220 may coordinate via the information han-
dling systems application programming interface (API). The
API coordinates the various elements of code run on one or
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more processors 1n the chipset or controllers associated with
the display and 1ts drivers. These code elements may com-
prise the systems or perform the methods described herein to
anticipate camera usage and 1nitiate modifications to the thin
film display device 225 to facilitate camera usage. The vari-
ous portions of code that comprise the disclosed methods and
systems include several features. The camera coordination
system may execute code to determine the camera usage
parameters for active and expected camera use and to modify
refresh rate, backlighting and any camera function by the
contextual refresh rate controller. This may include code to
perform one or more of the following including the detection
of the context of the information handling system including
software applications to be run on the information handling
system, determination of anticipated camera usage, accessing,
corresponding camera refresh rates corresponding to
expected image capture functions, allocation or identification
of camera zone location, display of a camera zone indicator
image, control of modifications to display refresh rates, con-
trol of modifications to brightness, and camera and display
device function.

[0035] The GPU 206 performs various typical operations in
preparing images for display. This includes scaling, drawing,
rendering, texture engines, and pixel engines. Upon rendering
frames, they are transferred to a frame butler 227 for display
at a given raster rate or refresh rate on the display device 225.
Display controller 237 includes, among other elements, a row
driver and column driver for pixel elements in the thin film
display. Row and column drivers may drive thin film transis-
tor (TFT) control of pixels when rendering frames of images.
Backlight or brightness controller 240 depends on the tech-
nology deployed as a thin film display device 225. LCD
technology may require back lighting to display images.
OLED/AMOLED technology utilizes voltages applied
across organic light emitting materials that function as light
emitting diodes within pixel elements. Brightness 1s con-

trolled by varying voltage applied across subsets of pixels to
dim an 1mage in OLED/AMOLED technology.

[0036] The contextual refresh rate controller 242 may be a
software module, firmware, or ASIC logic to apply modifi-
cations to the refresh rate of the display controller 237 or
backlight/brightness controller 240. The contextual refresh
rate controller 242 may apply these modifications to all or part
of the thin film display device 225. In one embodiment, the
part of the thin film display device 225 may be a camera zone
or a limited number of rows or columns that comprises or
includes the camera zone of the thin film display device. The
context refresh rate controller 242 may similarly control
image capture refresh rates of the camera 270 to ensure the
image capture 1s asynchronous with modified display refresh
rates of the thin film display device. In a particular embodi-
ment, the display refresh rates may be reduced such that the
camera zone of the thin film display device 225 has nearly
imperceptible degradation of displayed image quality while
enhancing the quality of the 1mage capture capabilities of the
camera oriented behind the outer display field layer.

[0037] FIG. 3 shows an example of a thin panel display
device 325, or a portion thereof, with camera 370 oriented
behind the outer display field layer or layers 327 of the thin
panel display device 325. FIG. 3 1s not drawn to scale. For
example, the size of the camera, the pixels and relative thick-
nesses ol layers and spacing 1s not to scale. Additionally, the
location of the user may be different due to the scale of the
portion of the display device shown. Additionally, one of skaill
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in the art would understand that the scheme of color arrange-
ment for pixels 328 may not be 1n linear cross-section as
shown and may be 1n any order.

[0038] In the example embodiment, the camera 370 1s ori-
ented behind a display field of the outer layers 327 of the
display device 325. In other words, the light received at cam-
era aperture 372 1s recerved through the outer display field
layers 327 that also display images on the thin panel display
device 325. In one embodiment, the camera 1s located along
an outer edge of the outer display field layer 327. In the shown
embodiment, the camera 1s located near the top edge of the
outer display field layer 327. In yet another embodiment of
the present invention, the thin panel display device 325 1s a
zero bezel or near zero bezel device such that all, or nearly all,
of the front surface of the thin panel display device 3235
displays 1mages with no bezel or frame around the sides.

[0039] In an example embodiment, the outer display field
layer 327 may be made thinner at the camera zone 1n front of
camera 370 and camera aperture 372. In this embodiment, the
outer display field 1s thinned to make the camera zone 1n front
of camera 370 more semi-transparent. This may be done
while minimizing change to quality of the displayed images
in another embodiment. Thinning any portion of the thin
panel display device 325 1s contemplated as well to enhance
transparency, not necessarily just a designated camera zone as
described below. Thinning of edges along any or all edges of
the thin panel display device may be contemplated for
example. In one example embodiment, an LCD display has a
thinner semi-transparent zone along the bezel. This can be
achieved by reducing liquid crystal thickness and density
around the edge to provide better camera access to images. A

similar embodiment 1s contemplated for other thin film dis-
play technologies such as OLED/AMOLED.

[0040] The outer display field layer or layers 327, herein-
aiter outer display field layers 327, may include several com-
ponent layers of the thin panel display device 325 or may be
viewed as a single layer. What comprises these layers depends
on the technology used for the thin panel display device. A
color filter layer 328 will be included 1n an LCD or other thin
panel display device 325. The color filter layer may be
replaced with the light source for different colors 328 in

organic light emitting diode matenial pixels in OLED/
AMOLED devices.

[0041] Thin panel display device 325 may also include
additional layers depending on the type of technology
deployed for the thin panel display. In the case of LCD panels,
a backlight 332 and light guide layer 333 may provide light
through the LCD layers for display of images. The back
lighting may need conditioming before being travelling
through the liquid crystal and color filter layers. These layers
may include prism layers, diffusers, and polarizer layers
betore reaching the TFT and liquud crystal pixel layers. These
backlighting, prism, diffuser and polarizer layers may not be
necessary for OLED/AMOLED thin panel display devices.
OLED and AMOLED devices generate light via organic LED
materials 1n each pixel color component upon application of
TFT voltage.

[0042] In one embodiment of the present disclosure, cam-
era 370 oriented behind the outer field display layers 327 may
be angled by an angle 0 such that the aperture 327 of camera
3701s generally aimed toward a central location in front of the
thin panel display device 325 where the user 1s expected to be.
Polarization of light by the thin film display panel technology
used may require modifications to permit coordination of the
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thin panel display device 325 operation and the operation of
the camera 370. For example, 1n an LCD embodiment, polar-
ization of light through twisted nematic liquid crystal and
polarizing layers may require adjustment at the camera zone
to permit light to be recerved from locations center-front
betore the display device 325 at an appropriate angle 0 to the
camera aperture 372.

[0043] FIG. 4 shows another thin panel display device 425
with camera 470 oriented behind the outer display field layer
or layers 427 of the thin panel display device 425. FIG. 4 1s
similarly not drawn to scale. Polarizer layers 429 and glass
layers 430 sandwich liquid crystal LC layer 428. As can be
seen 1n the example embodiment, the liquid crystals of LC
layer 428 may be adjusted to open so that they line up with the
angle of orientation of aperture 472 of camera 470. The
amount of twist in the LC layer 428 may be controlled by
voltage such that the LC molecules open up at an angle as
shown when a certain voltage 1s applied (or voltage removed
depending on LCD setup). In the shown embodiment, the LC
layer 1s opened or aligned with a voltage level 1n accordance
with the aperture angle of camera 470. This angle may be set
at 0 to an anticipated center-front location before the thin
panel display device 425 where the user 1s expected to be.

[0044] FIG. 5 shows another view thin panel display device
5235 with camera 570 oriented behind the outer display field
layer or layers of the thin panel display device 525. FIG. 5
shows a front view of the outer display field layers 527 on the
right. Camera zone 580 may include a zone of pixels 585 that
1s approximately sized in pixel area to accommodate any light
passing through the outer display field layers 527 to the cam-
era 570. The size of camera zone 580 may be substantially
small relative to as few pixels as needed to allow light to pass
to the camera 570 or may be substantially larger to ensure
fuller view by the camera 570. Size of the camera zone 580
may depend on the capabilities of the camera 570 oriented
behind the outer display field layer 527. Example pixel values
590 are shown on the left for the 1image 1n the outer display
field layer 527. These include example pixel values for the
camera zone 580. Again, one of ordinary skill will understand
that this figure 1s not drawn to scale but meant to show a
simplified pixel layout for a thin panel display device 525. In
this embodiment, the camera 1s located in the upper left
corner behind the outer display field layer 527. The camera
zone 580 may be located at any pixel area of the outer display
field layers 527 of the thin panel display device 5235 1n accor-
dance with the location of the camera 570. In one embodi-
ment, the thin panel display device 525 1s a zero bezel or near
zero bezel device such that 1t 1s advantageous to have a proxi-
mate camera 570 oriented behind the outer display field lay-
ers 527 facing a user 1n front of the display device surtace. In
another embodiment, the camera 570 and camera zone are
placed along an outer edge of the outer display field layers
527 to minimize impact of the disclosed system and methods
on the central portions more likely to be viewed of the outer
display field layers 525. Other camera 570 locations and
camera zone 380 locations are contemplated as 1s an embodi-
ment where the entire front surface of the thin panel display
device 525 outer display field layers 527 are modified 1n
accordance with coordinating camera operation.

[0045] In another embodiment shown i FIG. 6, the thin
panel display device 625 with camera 670 oriented behind the

outer display field layer or layers of the thin panel display
device 625 1s also shown from a front view. This 1s another
embodiment showing camera zone 680 as a range of rows of
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pixels 685 that 1s approximately sized 1n pixel area 1n at least
one dimension to accommodate any light passing through the
outer display field layers 627 to the camera 670. Selection of
a range ol rows, or alternatively a range of columns (not
shown), may simplify control of the modification of the dis-
play panel camera zone area during camera coordination. For
example, the row drivers may be controlled for entire rows of
the camera zone 680 as shown. To designate the entire row
simplifies control since the row drivers may be modified with
respect to modified display aspects, such as row refresh rates,
as compared to the embodiment shown 1in FIG. 5 requiring
coordination of partial rows and columns. Similarly, depend-
ing on the thin panel display technology used, backlighting

for LCD or brightness control for OLED/AMOLED may be
simpler to control. OLED/AMOLED brightness control, for
example, may mnvolve commands to control entire rows of
OLED/AMOLED pixels simplifying brightness control algo-
rithms as compared to the embodiment of FIG. §. For LCD
technology, backlighting may be controlled for certain zones
via control over select light guide transmissions to that zone.
Several embodiments as to the size of camera zone 680 are
contemplated such that camera zone 680 may be substantially
small relative to a as few pixels as needed to allow light to pass
to the camera 670 or substantially larger camera zone 680 to
ensure fuller view by the camera 670. Example pixel values
690 are shown on the left for the image 1n the outer display
field layer 627. Again, one of ordinary skill will understand
that this figure 1s not drawn to scale but meant to show a
simplified pixel layout for a thin panel display device 625. In
this embodiment, the camera 1s located in the upper left
corner behind the outer display field layer 627. Vanations to
camera 670 location and camera zone 680 location are con-
templated as described with respect to embodiments above
for FIG. 5. Similarly, an embodiment 1s contemplated where
the entire outer display field layers 627 are modified in accor-
dance to the system and methods disclosures for coordination
of camera operation described herein.

[0046] In yetanother embodiment shown in FIG. 7, the thin
panel display device 725 with camera oriented behind the
outer display field layers 727 of the thin panel display device
725 1s also shown from a front view. This 1s another embodi-
ment showing camera zone 780 on thin panel display device
725. Camera zone 780 1s designated by a camera zone indi-
cator 1mage 782 displayed on the thin panel display device
over all or part of the camera zone 780. In the depicted
embodiment of FIG. 7, the camera zone indicator image 782
1s of similar size to the camera zone 780. In one embodiment,
the camera zone indicator image 782 1s selectable. Camera
zone 1indicator image 782 may be selectable to activate opera-
tion of the camera at the camera zone such as by touch or click
in one embodiment. In that embodiment, the camera and
camera zone 780 may remain 1nactive until activated by touch
to provide a measure of privacy assurance for the user.

[0047] In another embodiment, the camera zone indicator
image 782 may be selectable, for example by touch, to gen-
erate a drop-down menu 784 for a user to access camera
settings. Selection of the camera zone indicator 1mage 782
may be selected by touching the camera zone indicator image
782 on a touch sensitive thin panel display device. Camera
settings may include flash/no flash capability, image data
capture levels, application of image conditioning such as high
dynamic range 1imaging, image orientation, exposure levels,
and so forth as 1s known by persons of ordinary skill. Other
images for display 792 are shown 1n FIG. 7 as well. Image

Sep. 24, 2015

792, for example, depicts an embodiment for a teleconference
application showing the image of a person or persons at the
other end of a video teleconterence call. Applications, such as
document sharing software or other applications may be run-
ning and displayed 1n other portions of the thin panel display
device 725 as well (not shown).

[0048] The camera flash may be provided in an embodi-
ment via the brightness level of the display device. Inan LCD
embodiment, the backlighting may be manipulated according
to the system and methods disclosed herein to provide a tlash
through the camera zone 780 or from another display device
screen location. The flash mode operation assists 1image tak-
ing by providing light through the camera zone 780 for a
video, still image, or other application 1n one example
embodiment. An area elsewhere on the outer display field
layers 727 of the thin film display device 725 provides tlash or
additional light during camera operation 1n an alternate
embodiment. For example, a distinct flash or 1llumination
area from the camera zone 780 of the outer display field layers
727 1s beneficial for OLED/AMOLED and similar technolo-
gies. This 1s due to OLED/AMOLED pixel elements provid-
ing their own light source that could over-expose the camera
oriented behind the outer display field layers of these devices
during a flash.

[0049] White light or other lighting color options are avail-
able for ambient light. In one embodiment, a flash zone
nearby or adjacent to the camera zone 780 may provide addi-
tional light for 1llumination during camera operation such as
via a flash effect or additional ambient lighting from the
display device. In a further example embodiment, a flash icon
indicator image may appear where the flash zone will occur.
In one example embodiment, the flash may be generated by a
pixel zone adjacent to or nearby to the camera zone. This may
be a frame or area around all or part of the camera zone 780.
Thus, the flash for the camera application may be integrated
and take advantage of the i1llumination provided already by
the thin panel display device 725. Flash may also be auto-
matically initiated 1f the camera system detects that the image
taking 1s likely to be too dark through the camera zone 780. In
yet another embodiment, flash at the camera zone 780 or at a
flash zone may also be supplemented or replaced by an addi-
tional flash system oriented behind the outer display field
layers 727. Coordination of the flash through a flash zone or
camera zone 780 may be conducted in accordance with the
system and methods disclosed herein to coordinate camera
operation and thin panel display device operation.

[0050] FIG. 8 shows a flow diagram 1llustrating a system
and method for coordinating camera operation and a thin
panel display device displaying images through at least a
portion of the same outer display field layers. The system and
method for coordinating camera operation with the thin film
display operation determine the information handling system
context by determining the applications running and antici-
pated camera usage on those devices.

[0051] The process begins at 805 where the information
handling system has an application program started on the
system. Proceeding to decision diamond 810, a processor
executing 1nstructions determines the contextual environ-
ment operating on the information handling system. The con-
textual environment includes whether an application program
or programs require camera usage. If no camera usage 1s
required, then the method ends. If camera usage 1s required,
the flow proceeds to 815. In an additional embodiment the
system and method determine possible types of usage of the
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camera device. Examples of anticipated or current camera
usage by an application program may include capturing still
images, periodic 1image taking, various levels of video image
capture, proximity and location detection via camera, or
image or motion recognition camera uses. For example, the
levels of required 1mage quality of an application may vary.
Taking a video may vary widely in required quality. For
example, 1t may be desirable for some applications taking
video to be very high quality for later playback purposes.
Other applications may compromise somewhat on the
amount of image data captured for each frame of video. One
example may include certain types of real-time video tele-
conferencing that must compress and transmit the video 1n
real time or near real time anyway. Lower level video data
levels may be desirable when using such real time or near real
time connections.

[0052] In another contextual example, a camera may be
used for tracking gaze of a user for interaction with an appli-
cation. The camera may be used with gaze detection to deter-
mine parts of a display device or devices actively being
viewed by a user. Gaze control can be used to determine thing
such as which application window 1s being actively used from
among multiple application windows. Gaze control may be
used as well to execute commands within applications. For
example, gaze can control scrolling or page turning in an
application. Eye tracking and gaze technology implementa-
tions are available in the art from companies such as Synap-
tics, Inc. and Tobai1 Technologies. Description of this tech-
nology 1s found at http://www.synaptics.com/about/press/
press-releases/tobi1-and-synaptics-unveil-concept-laptop-
integrates-eye-tracking-and-touch (press release Jun. 25,
2013) and incorporated herein by reference. Such an appli-
cation may either continuously or periodically monitor
images of a user’s gaze. Similarly, the camera may be used for
image recognition purposes such as for security access to
applications or for other purposes. Required image quality
levels and camera operation during 1image capture may vary
for the above described examples. Determining camera func-
tional aspects such as still versus video, pixel quality levels,
amounts of video data collected, exposure levels to the image,
et cetera are relevant to the varying camera usage parameters
for the camera 1n the context of applications running on the
information handling system.

[0053] Proceedingto 815, the processor determines the thin
panel display device screen region where the camera oriented
behind the outer display field layers 1s located. At 820, an
image 1s displayed on the thin panel display device indicating
the screen region location for the camera. The user may be
prompted to touch the camera screen region to indicate a
desire to use the camera or to activate the camera. The method
or system then 1dentifies a lens region for the camera that 1s
the pixel area of a camera zone on the outer display field
layers through which the camera may operate at 825. The lens
region may be all or part of the camera zone depending on the
embodiment.

[0054] The dimension of pixel area for the camera zone
may be selected for several reasons as described above. While
a typical camera zone may be a circular display field area of
a diameter of only a millimeter or two, square, rectangular,
and other camera zones may be desirable. For example, set-
ting selected by the user may provide options for setting the
s1ze of the camera zone. These options may be presented to a
user via a drop-down menu accessible by touching the screen
region 1mage indicating the camera location. Such a drop-
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down menu may include a plurality of camera settings. Addi-
tionally or alternatively, the anticipated operation of the cam-
era and the camera zone area required to capture sufficient
light for image taking may impact determination of the cam-
era zone. For example, low light conditions may require a
larger camera zone. Also, 1f a camera usage requires a wide
angle 1image taking, a greater camera zone area may be allo-
cated to allow a larger image to be captured. A narrower
display field camera zone may be desirable for image taking
when adequate light 1s available. A smaller display field cam-
era zone area may be suificient for low quality image taking
too.

[0055] Also, the camera zone may be impacted by efficien-
cies 1n operation of the thin panel display device technology
when implementing a modification to the outer display field
layer operation to coordinate camera usage and display of
images. A camera zone may utilize efficiencies in TFT control
of the pixel rasterizing. For example, 1t may be more efficient
to control rasterizing modifications to just rows or columns of
pixels 1n the outer display field layers rather than algorithmic
control of a camera zone where rows or columns will operate
at differing rasterizing rates during the coordination. Or a
camera zone may be impacted by control of brightness at
screen regions. For example, screen regions of the outer dis-
play field layers may be brightness controllable 1n a back It
LCD by a discrete number of light guide elements 1lluminat-
ing the screen region. Thus, those light guides may be con-
trolled when modifications are made, without affecting the
remaining back lighting of the thin panel display device dur-
ing coordination of camera function.

[0056] At 830, the tlow proceeds to enabling selective ras-
terizing at the camera zone. At this stage, the camera opera-

tion coordinating system and method as described herein
control the refresh rate of the camera zone area of the outer
display field layer. In certain embodiments, the camera coor-
dination system will implement an algorithm of camera zone
refresh rate modification to make the camera refresh rate and
display refresh rate of the camera zone outer display field
layers asynchronous. The camera coordination system deter-
mines the anticipated camera usage parameters, the camera
refresh rates during the anticipated operation, and potentially
ambient conditions. Then the camera coordination system
access a database to determine what raster rate modifications
are necessary to make displaying images on the outer display
field layers of the camera zone asynchronous from the camera
image taking activity based on the type of 1image taking to be
done by the camera. Asynchronous refresh rates between
camera 1mage capture and display of images by the outer
display field layers can permit simultaneous operation of the
camera and the display device. In one alternative embodi-
ment, reducing display device refresh rates at the camera zone
can improve camera image capture in certain embodiments.
Permitting an increased camera refresh rate during image
capture can occur with reduced display refresh rate at the
camera zone and further improve image capture. In one
example embodiment, image continuation algorithms may be
used to ensure smooth transitions during the image taking to
reduce jitter or hesitations during a video mode or video
conference mode. The raster or refresh rate of the display
function 1n the camera zone, and 1n particular the lens region
of the camera zone, 1s modified 1n accordance with the antici-
pated camera usage. As explained above, the anticipated cam-
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era usage 1s detected by determining the context of software
applications to be operated on the information handling sys-
tem

[0057] According to one embodiment, the refresh rate of
the pixels of the outer display field layers 1s reduced to a point
such that the image projection 1s not substantially diminished;
however the camera has 1ncreased access to capturing light
for images through the outer field display layers of the camera
zone. In one specific example, 1 a typical raster display rate
for the thin film display 1s 60 Hz, during camera operation the
camera zone pixel area display refresh rate will be reduced to
a raster display rate of 20 Hz. At approximately 10 Hz or
thereabouts, the display refresh rate of the camera zone will
noticeably diminish the quality of the displayed images. In
another embodiment, the camera zone pixel area 1s turned
“off” or the raster rate 1s reduced to zero. In that case, the
camera zone becomes transparent and does not display
images. Image capture by the camera 1s the only function
through that camera zone during this embodiment. In another
variation to that embodiment, the displayed images may be
resized to fit the remainder of the thin film display device
screen. For example, when the camera zone 1s a set of rows (or
columns), the displayed images on the remainming rows and
columns are resized.

[0058] The camera may continue to operate at an 1mage
capture refresh rate, for example 60 Hz. A microcontroller
unit controls the display drivers and the camera system coor-
dinates reducing the display pixel refresh rate asynchro-
nously with the refresh rate of the camera. The coordination
helps to ensure that the display field displays images when the
camera 1s not capturing images, and the camera captures
images when the outer display field 1s not displaying images
at the camera zone. In other words, the higher image capture
refresh rate of the camera helps to reduce jitter or lag 1n the
images captured by maximizing the time that the camera may
capture 1mages and gather more 1mage data. Reducing the
display refresh rate at the camera zone results in less time that
the camera zone area of the outer display field layers are
projecting an image and can instead allow light to pass to the
camera to capture 1mages. In one example embodiment, the
modification of refresh rate can be localized around the cam-
era location. In other embodiments, the refresh rate may be
modified for the entire display device or any portion of the
display device.

[0059] At 835, the camera coordination system and method
may control backlighting or brightness during camera opera-
tion. Again, the same or a different microcontroller unit may
also control backlighting in the camera zone 1n the case of
LCD technology. A processor or microcontroller unit may
control brightness at the camera zone in the case of
AMOLED/OLED technology. AMOLED/OLED brightness
control mvolves algorithmic reduction of a subset of pixels
being 1lluminated by algorithmically or otherwise reducing
voltage application across the subset of pixel AMOLED/
OLED cells as 1s understood 1n the art. The camera coordi-
nation system and method of the present embodiment of FIG.
8 1dentifies the nearest backlight 1n an LCD embodiment to
the location of the camera. This includes 1dentifying a light
source or one or more light guides that supply backlighting to
the outer display field layers of the camera zone area. Locat-
ing the camera along an outer edge of the thin film display
device may have the benefit of locating light sources so as not
to interfere with the camera at an outer location. Light sources
may be placed at alternate locations to avoid light interference
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with the camera and backlighting piped in to or retflected to
the camera location via light guide or other mechanisms.

[0060] At840,the camera coordination system and method
will implement dimming the nearest light source or light
guide during operation of the camera. The backlighting may
in alternative embodiments be used to increase the ambient
light when low light levels are detected by the camera when
capturing 1mages. In other alternative embodiments, a tlash
mechanism may be implemented using the backlighting or an
additional light source near the camera to improve camera
function through the outer display field layers of the camera
zone. In one alternative embodiment, the microcontroller unit

or other processor may commence an algorithm to dim or
otherwise alter the brightness of an AMOLED/OLED thin

film technology. Dimming the AMOLED/OLED brightness
may be done to reduce light levels at the camera zone in
conjunction with operation of the camera to capture images.
Alternatively, increased brightness via the AMOLED/OLED
may be desired 1n low-light conditions to capture images. An
alternative light source may also be implemented such as a
flash light source that may operate through the same camera
zone or a different flash zone of pixels in the outer field
display layers. At this point, the process of FIG. 8 ends.

[0061] FIG. 9 shows a flow diagram illustrating a system
and method for coordinating camera operation and a thin
panel display device displaying images through at least a
portion of the same outer display field layers. The system and
method for coordinating camera operation with displaying
images on the thin film display determines the information
handling system context by determining the applications run-
ning and anticipated camera usage on those devices. Then the
camera coordination system modifies the display character-
istics and brightness levels at a camera zone of the outer
display field layers of the thin panel display according to the
anticipated camera operation requirements.

[0062] The process begins at 910 where the information
handling system may detect motion. A sensor hub module
may detect motion of the information handling system such
as from a gyro, accelerometer, or other digital motion sensing
system. It 1s understood that the motion detection data 1s fed
back to the sensor hub for translation of the motion to reach a
particular threshold of acceleration, velocity, or orientation. A
processor or controller may commence a set of instructions or
an application based on reaching a certain threshold or orien-
tation. The trigger for commencing instructions or an appli-
cation may also require additional conditions be met. In
another embodiment, motion of a user 1n front of the thin film
display device may be detected via a proximity sensor or via
detection of a user by the camera system. Detection a user’s
motion by a proximity sensor or the camera system may also
trigger 1nitiation by processor or microcontroller of executed
instructions or an application similar to the above.

[0063] The flow proceeds to 920 where the information
handling system commences an application program. In the
present embodiment, this 1s done in response to a motion
detection trigger as described above with respect to motion of
the information handling system or proximity and motion of
a user. Proceeding to decision diamond 930, a processor
executing instructions for coordinating operation of the cam-
era and display by the thin film display device determines the
contextual environment operating on the information han-
dling system. The contextual environment includes whether
an application program or programs require camera usage
and the type of camera usage. The type of anticipated camera
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usage may include taking still images, video, videoconier-
ence applications, 1mage recognition, gaze detection, and
other applications of the camera as described above.

[0064] If no camera usage 1s required, then the method
ends. If camera usage 1s required, the flow proceeds to deci-
sion diamond 940 in this embodiment. At 940, the system
determines whether the camera will be operating 1n still
image mode. If so, the flow proceeds to 950 where the camera
coordination system and method dim the backlighting or
brightness of the designated camera zone area. At 960, the
camera coordination system and method then reduces refresh
rate of the camera zone to provide increased time for the
camera to capture the target image through the outer field
display layers of the camera zone. During this stage, the
system may display a camera zone 1con or camera zone loca-
tion 1dentification 1image. This 1s done to indicate to the user
where on the thin panel display device the camera 1s located
and draw attention of the user to that location for various
camera functions as described.

[0065] Ifthe image taking by the camera 1s not a still image
mode, but mstead a video mode or other camera operation
mode, the flow proceeds from decision diamond 940 directly
to 970. In the presently disclosed embodiment, the video
mode or other mode may not implement a refresh rate reduc-
tion algorithm to make the camera zone display refresh rate
asynchronous with the camera reifresh rate when taking
images. The system will instead make the camera zone, or
some portion of the camera zone transparent during image
capture. In other embodiments, a different refresh rate reduc-
tion algorithm may be implemented that 1s specific to each
camera usage type.

[0066] At970,the camera coordination system and method
makes the outer display field layers of the camera zone trans-
parent for image capture 1n the present embodiment. This will
make the refresh rate effectively zero 1n that no image will be
displayed in the camera zone, at least 1n the part that will serve
as the lens region of the camera zone. This transparent camera
zone may be temporary 1n certain embodiments for only the
action of image taking by the camera behind the outer display
field layers. In other embodiments it may sustain as long as
camera usage persists.

[0067] The tlow proceeds to decision diamond 980 where
the camera coordination system or the camera controller sys-
tem may determine whether the 1mage being captured by the
camera 1s too dark. If not, the flow ends and 1mage capture
may take place for the determined type of camera function
such as still image, video, video conierence, image recogni-
tion, or others as described herein or otherwise known uses
for camera systems.

[0068] Iftheimage or images to be captured is too dark, the
flow proceeds to 983, where the camera coordination system
and method of the present embodiment may coordinate the
thin film display device drivers to enable greater brightness or
even a flash mode to provide more light for the image capture
for still images, video 1images, or other camera applications.
The increased light or flash may be provided via the backlight
control or via a brightness algorithm depending on the type of
thin film display technology. For example, backlighting con-
trol would apply to an LCD display device. A brightness
control algorithm would apply to AMOLED/OLED display
devices 1n another example. It 1s understood that flash or
lighting may be adjusted to desired levels set by a user or may
be automatically adjusted based on settings of lighting quality
for the camera system. Accordingly, the backlight or bright-
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ness control for flash mode or to provide additional lighting
on the subject of 1mage capture may be coordinated via the
camera coordination system and methods described 1n the
embodiments herein. Upon sufficient lighting being deter-
mined, the flow ends and the camera make take images with
coordinated flash or lighting provided.

[0069] The system and methods described 1n the embodi-
ments above may comprise processor executable mstructions
stored 1n computer-readable medium. The main memory unit
109 and disk drive unit 110 may include a computer-readable
medium 1n which one or more sets of instructions such as
software can be embedded. The disk drive unit 110 also
contains space for data storage. Further, the instructions may
embody one or more of the methods or logic as described
heremn. In a particular embodiment, the instructions may
reside completely, or at least partially, within main memory
109, the static memory or disk drive unit 110, and/or within
the processor chipset(s) 108 during execution by the system
10. The main memory 109 and the processor chipset 108 also
may include computer-readable media. The network inter-
face device 40 can provide connectivity to a network 50, (e.g.
a wide area network (WAN)), a local area network (LAN),
wireless network, or other network.

[0070] In an alternative embodiment, dedicated hardware
implementations such as application specific integrated cir-
cuits, programmable logic arrays and other hardware devices
can be constructed to implement one or more of the methods
described herein. Applications that may include the apparatus
and systems of various embodiments can broadly include a
variety of electronic and computer systems. One or more
embodiments described herein may implement functions
using two or more specific interconnected hardware modules
or devices with related control and data signals that can be
communicated between and through the modules, or as por-
tions of an application-specific integrated circuit. Accord-
ingly, the present system encompasses software, firmware,
and hardware implementations.

[0071] In accordance with various embodiments of the
present disclosure, the methods described herein may be
implemented by software programs executable by a computer
system. Further, 1n an exemplary, non-limited embodiment,
implementations can include distributed processing, compo-
nent/object distributed processing, and parallel processing.
Alternatively, virtual computer system processing can be
constructed to implement one or more of the methods or
functionality as described herein.

[0072] The present disclosure contemplates a computer-
readable medium of main memory 109 and static memory or
drive unit 110 that includes instructions or receirves and
executes 1nstructions responsive to a propagated signal; so
that a device connected to a network interface device 40 can
communicate voice, video or data over the network 50. Fur-
ther, the instructions may be transmitted or recetved over the
network 50 via the network interface device 40.

[0073] While the computer-readable medium 1s shown to
be a single medium, the term “computer-readable medium”
includes a single medium or multiple media, such as a cen-
tralized or distributed database, and/or associated caches and
servers that store one or more sets of 1nstructions. The term
“computer-readable medium™ shall also include any medium
that 1s capable of storing, encoding, or carrying a set of
instructions for execution by a processor or that cause a
computer system to perform any one or more of the methods
or operations disclosed herein.
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[0074] In a particular non-limiting, exemplary embodi-
ment, the computer-readable medium can include a solid-
state memory such as a memory card or other package that
houses one or more non-volatile read-only memories. Fur-
ther, the computer-readable medium can be a random access
memory or other volatile re-writable memory. Additionally,
the computer-readable medium can include a magneto-opti-
cal or optical medium, such as a disk or tapes or other storage
device to store information received via carrier wave signals
such as a signal communicated over a transmission medium.
Furthermore, a computer readable medium can store infor-
mation recerved from distributed network resources such as
from a cloud-based environment. A digital file attachment to
an e-mail or other self-contained information archive or set of
archives may be considered a distribution medium that 1s
equivalent to a tangible storage medium. Accordingly, the
disclosure 1s considered to include any one or more of a
computer-readable medium or a distribution medium and
other equivalents and successor media, 1n which data or
instructions may be stored.

[0075] Although only a few exemplary embodiments have
been described 1n detail above, those skilled in the art will
readily appreciate that many modifications are possible in the
exemplary embodiments without materially departing from
the novel teachings and advantages of the embodiments of the
present disclosure. Accordingly, all such modifications are
intended to be included within the scope of the embodiments
of the present disclosure as defined 1n the following claims. In
the claims, means-plus-function clauses are intended to cover
the structures described herein as performing the recited
function and not only structural equivalents, but also equiva-
lent structures.

What 1s claimed 1s:

1. An information handling system comprising;:

a thin panel display device;

a camera oriented behind an outer display field layer of the
thin panel display device having a camera zone, wherein

the aperture of the camera receives light passing through
the outer display field layer camera zone;

a processor determining a camera usage parameter of a
software application operating on the information han-
dling system; and

the processor coordinating camera operation and thin panel
display device operation through the outer display field
layer 1n accordance with at least one camera usage
parameter wherein the processor modifies a display
refresh rate at the outer display field layer camera zone.

2. The system of claim 1, wherein the camera usage param-
eter includes an 1ndication of still 1mage capture or video
capture via the camera.

3. The system of claim 1, wherein coordinating camera
operation and the thin panel display device operation through
the outer display field layer includes reducing the display
refresh rate at the camera zone 1n accordance with 1mage
taking via the camera.

4. The system of claim 1, wherein the outer display field
layer of the thin panel display device 1s an organic light
emitting diode (OLED) layer.

5. The system of claim 1, wherein coordinating camera
operation and thin panel display device operation through the
outer display field layer includes reducing brightness at the
camera zone of the thin panel display device in accordance
with 1mage taking via the camera.
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6. The system of claim 1, wherein coordinating camera
operation and thin panel display device operation through the
outer display field layer includes displaying a camera zone
indicator image on the thin panel display device at the camera
zone 1n accordance with image taking via the camera.

7. The system of claim 1, further comprising:

the camera located at an edge of the thin panel display

device having a minimum bezel; and

the camera angled such that the camera aperture 1s directed

toward a center location 1n front of the thin panel display
device.

8. The system of claim 7, wherein the outer display field
layer of the thin panel display device 1s a liquid crystal display
(LCD) layer, further comprising:

the processor controlling voltage to the camera zone of the

thin panel display device such that a light angle through
the liquid crystal of the outer display field layer 1s

approximately aligned with the angle of the camera
aperture.

9. A computer-implemented method of coordinating
operations of a thin panel display device having a camera
comprising:

determining, via a processor executing istructions, a cam-

era usage parameter of a software application operating
on an information handling system;

controlling, via the processor, light passing through an
outer display field layer of the thin panel display device
to the camera orniented behind the outer display field
layer;

coordinating camera operation and thin panel display
device operation through the outer display field layer 1n
accordance with at least one camera usage parameter
wherein the processor modifies a display refresh rate at
the outer display field layer.

10. The method of claim 9, wherein coordinating camera
operation and thin panel display device operation through the
outer display field layer includes reducing the display refresh
rate of the thin panel display device 1n accordance with image
taking via the camera.

11. The method of claim 9, further comprising:

modifies the display refresh rate at a camera zone of the
outer display field layer in accordance with image taking
via the camera.

12. The method of claim 11, further comprising:

reducing the display refresh rate at the camera zone of the
outer display field layer to zero and maintaining trans-
parency of the camera zone.

13. The method of claim 12, wherein the outer display field
layer of the thin panel display device 1s a liquid crystal display
(LCD) layer, further comprising:

controlling light passing through an outer display field

layer of the thin panel display device at the camera zone
such that a light angle through the outer display field
layer 1s approximately aligned with the angle of an aper-
ture for the camera.

14. The method of claim 11, wherein coordinating camera
operation and thin panel display device operation through the
outer display field layer includes displaying a camera zone
indicator image on the thin panel display device at the camera
zone 1n accordance with image taking via the camera.

15. The method of claim 14, wherein displaying a camera
zone 1ndicator 1mage on the thin panel display device at the
camera zone 1n accordance with image taking via the camera
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includes a drop-down menu providing access to camera set-
ting adjustments responsive to mput at the camera zone 1ndi-
cator 1mage.

16. An information handling system comprising:

a thin panel display device;

a camera oriented behind an outer display field layer of the
thin panel display device having a camera zone, wherein

the aperture of the camera recerves light passing through
the outer display field layer camera zone;

a processor determining a camera usage parameter of a
software application operating on the information han-
dling system; and

the processor coordinating camera operation and thin panel
display device operation through the outer display field
layer 1n accordance with at least one camera usage
parameter wherein the processor asynchronously
reduces the display refresh rate at the camera zone in

accordance with image taking via the camera at the
camera zone.
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17. The system of claim 16, wherein the outer display field
layer 1s a liquid crystal display (LCD) layer, further compris-
ng:

the processor reducing display backlighting at the camera

zone of the thin panel display device in accordance with
image taking via the camera.

18. The system of claim 16, further comprising;

the thin film display device displaying a camera zone 1ndi-

cator 1mage on the thin panel display device at the cam-
era zone 1n accordance with image taking via the cam-
era.

19. The system of claim 16, wherein the outer display field
layer of the camera zone further comprises a thinner semi-
transparent zone along an outer edge of the thin film display
device.

20. The system of claim 19, further comprising:

the camera angled such that the camera aperture 1s directed

toward a center location 1n front of the thin panel display
device.
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