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INTELLIGENT PROTECTION OF OFF-LINE
MAIL DATA

INCORPORATION BY REFERENCE TO ANY
PRIORITY APPLICATIONS

[0001] Any and all applications, 1f any, for which a foreign
or domestic priority claim 1s identified in the Application

Data Sheet of the present application are hereby incorporated
by reference under 37 CFR 1.57.

BACKGROUND

[0002] Businesses worldwide recognize the commercial
value of their data and seek reliable, cost-effective ways to
protect the information stored on their computer networks
while minimizing impact on productivity. Protecting infor-
mation 1s often part of a routine process that 1s performed
within an organization. A company might back up critical
computing systems such as databases, file servers, web serv-
ers, and so on as part of a daily, weekly, or monthly mainte-
nance schedule. The company may similarly protect comput-
ing systems used by each of its employees, such as those used
by an accounting department, marketing department, engi-
neering department, and so forth.

[0003] Given the rapidly expanding volume of data under
management, companies also continue to seek innovative
techniques for managing data growth, 1n addition to protect-
ing data. For instance, companies often implement migration
techniques for moving data to lower cost storage over time
and data reduction techniques for reducing redundant data,
pruning lower priority data, etc. Enterprises also increasingly
view their stored data as a valuable asset. Along these lines,
customers are looking for solutions that not only protect and
manage, but also leverage their data. For instance, solutions
providing data analysis capabilities, information manage-
ment, improved data presentation and access features, and the
like, are 1n 1ncreasing demand.

SUMMARY

[0004] Intoday’s world, electronic communication such as
email 1s becoming the preferred method of sending and
receiving information due to its convenience and speed. Thus,
more and more data 1s being generated and stored electroni-
cally, and 1t has become crucial that individual users and
companies protect against inadvertent data loss by backing up
valuable data 1n separate storage. For example, in an enter-
prise environment, the IT department may schedule a peri-
odic backup or other type of secondary copy of the data on the
employees’ computers. However, creating backup copies for
all data at every scheduled backup 1s not only time-consum-
ing but may also unnecessarily consume processing power
and/or network resources, especially if some of the data has

not been modified since the most recently performed backup
(“last backup™).

[0005] Thus, 1t may be desirable to back up only those
portions of the data that have been modified since the last
backup. For example, a user’s laptop may have many differ-
ent files stored thereon, and the backup operation for each of
those files may imnvolve checking, before backing up the file,
whether the file has been modified since the last backup. If the
file has been modified since the last backup, the file 1s backed
up. Otherwise, the file 1s not backed up, since the file would be
1identical to the previously backed up copy of the file.
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[0006] However, in some situations, merely checking
whether the data has been modified since the last backup may
not accurately indicate whether the data should be backed up.
For example, certain software applications may cause some
data to be rearranged (e.g., to improve performance), or only
metadata may be changed, without modifying the informa-
tion (e.g., mail data) stored therein. In such an example, the
data need not be backed up even though the file storing the
data may have been modified since the last backup because
the content stored therein 1s still the same as the content stored
in the most recently backed up copy of the data. Thus, an
improved method of backing up data that reduces the number
of unnecessary backups 1s desired.

[0007] A system according to certain aspects of the present
disclosure can improve the process of creating secondary
copies of data (e.g., creating backup copies). The system can
compute the score of the data (e.g., a computer file storing
information) to be backed up, and determine whether the
score satisfies one or more threshold criteria before backing
up the data. In one example, a change in score indicates a
change 1n the content of the data. In such an example, the
threshold criteria may be that the score be different from the
score of the most recently backed up copy of the data.
[0008] For purposes of summarizing the disclosure, certain
aspects, advantages, and novel features of the inventions have
been described herein. It 1s to be understood that not neces-
sarily all such advantages may be achieved in accordance
with any particular embodiment of the invention. Thus, the
invention may be embodied or carried out 1n a manner that
achieves or optimizes one advantage or group of advantages
as taught herein without necessarily achieving other advan-
tages as may be taught or suggested herein.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1A 1s a block diagram 1llustrating an exem-
plary information management system.

[0010] FIG. 1B 1s a detailed view of a primary storage
device, a secondary storage device, and some examples of
primary data and secondary copy data.

[0011] FIG. 1C 1s a block diagram of an exemplary infor-
mation management system including a storage manager, one
or more data agents, and one or more media agents.

[0012] FIG. 1D 1s a block diagram illustrating a scalable
information management system.

[0013] FIG. 1E illustrates certain secondary copy opera-
tions according to an exemplary storage policy.

[0014] FIGS. 1F-1H are block diagrams illustrating suit-
able data structures that may be employed by the information
management system.

[0015] FIG. 2 1s a block diagram 1illustrating an exemplary
system configured to implement improved off-line mail data
backups, according to an 1llustrative embodiment.

[0016] FIG. 3 1s flow diagram 1illustrative of one embodi-
ment of backing up off-line mail data.

[0017] FIG. 4 1s flow diagram 1illustrative of one embodi-
ment of computing a score based on the data to be backed up.

[0018] FIGS. SA and 5B are illustrative examples of back-
ing up oif-line mail data.

DETAILED DESCRIPTION

[0019] Systems and methods are disclosed for improving
the process of backing up data files containing multiple data
objects and/or associated metadata (e.g., Personal Storage
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Table [PST] files, other off-line mail files, other mail or cal-
endar data, or the like). Examples of such systems and meth-
ods are described in further detail herein, 1n reference to
FIGS. 2-4. Components and functionality for data backup
optimization may be configured and/or incorporated into
information management systems such as those described

herein in FIGS. 1A-1H.

[0020] With the increasing importance of protecting and
leveraging data, organizations simply cannot afford to take
the risk of losing critical data. Moreover, runaway data
growth and other modern realities make protecting and man-
aging data an increasingly difficult task. There 1s therefore a
need for efficient, powertul, and user-friendly solutions for
protecting and managing data.

[0021] Depending on the size of the organization, there are
typically many data production sources which are under the
purview of tens, hundreds, or even thousands of employees or
other individuals. In the past, individual employees were
sometimes responsible for managing and protecting their
data. A patchwork of hardware and software point solutions
has been applied 1n other cases. These solutions were often
provided by different vendors and had limited or no interop-
erability.

[0022] Certain embodiments described herein provide sys-
tems and methods capable of addressing these and other
shortcomings of prior approaches by implementing unified,
organization-wide information management. FIG. 1A shows
one such mformation management system 100, which gener-
ally includes combinations of hardware and software config-
ured to protect and manage data and metadata, which 1s
generated and used by the various computing devices in infor-
mation management system 100. The organization that
employs the information management system 100 may be a
corporation or other business entity, non-profit organization,
educational 1nstitution, household, governmental agency, or

the like.

[0023] Generally, the systems and associated components
described herein may be compatible with and/or provide
some or all of the functionality of the systems and corre-
sponding components described in one or more of the follow-
ing U.S. patents and patent application publications assigned
to CommVault Systems, Inc., each of which i1s hereby 1ncor-
porated 1n 1ts entirety by reference herein:

[0024] U.S. Pat. No. 7,035,880, entitled “Modular

Backup and Retrieval System Used 1n Conjunction With
a Storage Area Network’™;

[0025] U.S. Pat. No. 7,107,298, entitled “System And

Method For Archiving Objects In An Information
Store™;

[0026] U.S. Pat. No. 7,246,207, entitled “System and

Method for Dynamically Performing Storage Opera-
tions 1n a Computer Network™;

[0027] U.S. Pat. No. 7,315,923, entitled “System And

Method For Combining Data Streams In Pipelined Stor-
age Operations In A Storage Network™;

[0028] U.S. Pat. No. 7,343,453, entitled “Hierarchical

Systems and Methods for Providing a Unified View of
Storage Information”;

[0029] U.S. Pat. No. 7,395,282, entitled “Hierarchical
Backup and Retrieval System”;

[0030] U.S. Pat. No. 7,529,782, entitled “System and
Methods for Performing a Snapshot and for Restoring

Data’;
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[0031] U.S. Pat. No. 7,617,262, entitled “System and
Methods for Momitoring Application Data 1in a Data
Replication System™;

[0032] U.S. Pat. No. 7,747,579, entitled “Metabase for
Facilitating Data Classification”;

[0033] U.S. Pat. No. 8,156,086, entitled “Systems And
Methods For Stored Data Verification™;

[0034] U.S. Pat. No. 8,170,993, entitled “Method and

System for Offline Indexing of Content and Classifying
Stored Data’;

[0035] U.S. Pat. No. 8,229,934, entitled “Managing
Copies Of Data”;

[0036] U.S. Pat. No. 8,230,195, entitled “System And
Method For Performing Auxiliary Storage Operations”;

[0037] U.S. Pat. No. 8,285,681, entitled “Data Object
Store and Server for a Cloud Storage Environment,
Including Data Deduplication and Data Management
Across Multiple Cloud Storage Sites™;

[0038] U.S. Pat. No. 8,307,177, entitled “Systems And
Methods For Management Of Virtualization Data™;

[0039] U.S. Pat. No. 8,364,652, entitled *“Content-
Aligned, Block-Based Deduplication™;

[0040] U.S. Pat. No. 8,578,120, entitled “Block-Level
Single Instancing’™;

[0041] U.S. Pat. Pub. No. 2006/0224846, entitled “Sys-

tem and Method to Support Single Instance Storage
Operations”;

[0042] U.S. Pat. Pub. No. 2009/0319534, entitled
“Application-Aware and Remote Single Instance Data
Management”;

[0043] U.S. Pat. Pub. No. 2012/0150818, entitled “Cli-
ent-Side Repository 1n a Networked Deduplicated Stor-
age System’”; and

[0044] U.S. Pat. Pub. No. 2012/0150826, entitled “Dis-
tributed Deduplicated Storage System”.

[0045] The information management system 100 can
include a variety of different computing devices. For instance,
as will be described 1n greater detail herein, the information
management system 100 can include one or more client com-
puting devices 102 and secondary storage computing devices

106.

[0046] Computing devices can include, without limitation,
one or more: workstations, personal computers, desktop com-
puters, or other types of generally fixed computing systems
such as mainframe computers and minicomputers. Other
computing devices can include mobile or portable computing
devices, such as one or more laptops, tablet computers, per-
sonal data assistants, mobile phones (such as smartphones),
and other mobile or portable computing devices such as
embedded computers, set top boxes, vehicle-mounted
devices, wearable computers, etc. Computing devices can
include servers, such as mail servers, file servers, database
servers, and web servers.

[0047] Insome cases, a computing device includes virtual-
1zed and/or cloud computing resources. For mstance, one or
more virtual machines may be provided to the organization by
a third-party cloud service vendor. Or, 1n some embodiments,
computing devices can include one or more virtual machine
(s) running on a physical host computing device (or “host
machine”) operated by the organization. As one example, the
organization may use one virtual machine as a database server
and another virtual machine as a mail server, both virtual
machines operating on the same host machine.
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[0048] A virtual machine includes an operating system and
associated virtual resources, and 1s hosted simultaneously
with another operating system on a physical host computer
(or host machine). A hypervisor (typically software, and also
known 1n the art as a virtual machine monitor or a virtual
machine manager or “VMM?”) sits between the virtual
machine and the hardware of the physical host machine. One
example of hypervisor as virtualization software 1s ESX
Server, by VMware, Inc. of Palo Alto, Calif.; other examples
include Microsoft Virtual Server and Microsoit Windows
Server Hyper-V, both by Microsoit Corporation of Redmond,
Wash., and Sun xVM by Oracle America Inc. of Santa Clara,
Calif. In some embodiments, the hypervisor may be firmware
or hardware or a combination of software and/or firmware
and/or hardware.

[0049] The hypervisor provides to each virtual operating
system virtual resources, such as a virtual processor, virtual
memory, a virtual network device, and a virtual disk. Each
virtual machine has one or more virtual disks. The hypervisor
typically stores the data of virtual disks in files on the file
system of the physical host machine, called virtual machine
disk files (1n the case of VMware virtual servers) or virtual
hard disk image files (in the case of Microsofit virtual servers).
For example, VMware’s ESX Server provides the Virtual
Machine File System (VMEFS) for the storage of virtual
machine disk files. A virtual machine reads data from and
writes data to 1ts virtual disk much the same way that an actual

physical machine reads data from and writes data to an actual
disk.

[0050] Examples of techniques for implementing informa-
tion management techniques 1n a cloud computing environ-
ment are described 1n U.S. Pat. No. 8,285,681, which 1s incor-
porated by reference herein. Examples of techniques for
implementing information management techniques 1n a vir-
tualized computing environment are described 1n U.S. Pat.
No. 8,307,177, also incorporated by reference herein.

[0051] The information management system 100 can also
include a variety of storage devices, including primary stor-
age devices 104 and secondary storage devices 108, for
example. Storage devices can generally be of any suitable
type including, without limitation, disk drives, hard-disk
arrays, semiconductor memory (e.g., solid state storage
devices), network attached storage (NAS) devices, tape
libraries or other magnetic, non-tape storage devices, optical
media storage devices, DNA/RNA-based memory technol-
ogy, combinations of the same, and the like. In some embodi-
ments, storage devices can form part of a distributed file
system. In some cases, storage devices are provided in a cloud
(e.g., aprivate cloud or one operated by a third-party vendor).
A storage device 1n some cases comprises a disk array or
portion thereof.

[0052] The illustrated information management system
100 includes one or more client computing device 102 having
at least one application 110 executing thereon, and one or
more primary storage devices 104 storing primary data 112.
The client computing device(s) 102 and the primary storage
devices 104 may generally be referred to 1n some cases as a
primary storage subsystem 117. A computing device 1n an
information management system 100 that has a data agent
142 1nstalled and operating on 1t 1s generally referred to as a
client computing device 102 (or, 1n the context of a compo-
nent of the information management system 100 simply as a
“client™).
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[0053] Depending on the context, the term “information
management system” can refer to generally all of the illus-
trated hardware and software components. Or, in other
instances, the term may refer to only a subset of the 1llustrated
components.

[0054] For instance, 1n some cases, the information man-
agement system 100 generally refers to a combination of
specialized components used to protect, move, manage,
manipulate, analyze, and/or process data and metadata gen-
erated by the client computing devices 102. However, the
information management system 100 in some cases does not
include the underlying components that generate and/or store
the primary data 112, such as the client computing devices
102 themselves, the applications 110 and operating system
operating on the client computing devices 102, and the pri-
mary storage devices 104. As an example, “information man-
agement system” may sometimes refer to one or more of the
following components and corresponding data structures:
storage managers, data agents, and media agents. These com-
ponents will be described 1n further detail below.

Client Computing Devices

[0055] There are typically a variety of sources 1n an orga-
nization that produce data to be protected and managed. As
just one 1llustrative example, 1n a corporate environment such
data sources can be employee workstations and company
servers such as a mail server, a web server, a database server,
a transaction server, or the like. In the information manage-
ment system 100, the data generation sources include the one
or more client computing devices 102.

[0056] The client computing devices 102 may include any
of the types of computing devices described above, without
limitation, and in some cases the client computing devices
102 are associated with one or more users and/or correspond-
ing user accounts, of employees or other individuals.

[0057] Theinformation management system 100 generally
addresses and handles the data management and protection
needs for the data generated by the client computing devices
102. However, the use of this term does not imply that the
client computing devices 102 cannot be “servers” in other
respects. For instance, a particular client computing device
102 may act as a server with respect to other devices, such as
other client computing devices 102. As just a few examples,
the client computing devices 102 can include mail servers, file
servers, database servers, and web servers.

[0058] Each client computing device 102 may have one or
more applications 110 (e.g., software applications) executing,
thereon which generate and manipulate the data that 1s to be
protected from loss and managed. The applications 110 gen-
erally facilitate the operations of an organization (or multiple
afliliated organizations), and can include, without limitation,
mail server applications (e.g., Microsoit Exchange Server),
file server applications, mail client applications (e.g.,
Microsoit Exchange Client), database applications (e.g.,
SQL, Oracle, SAP, Lotus Notes Database), word processing
applications (e.g., Microsoft Word), spreadsheet applica-
tions, financial applications, presentation applications,
graphics and/or video applications, browser applications,
mobile applications, entertainment applications, and so on.
[0059] The client computing devices 102 can have at least
one operating system (e.g., Microsoft Windows, Mac OS X,
10S, IBM z/OS, Linux, other Unix-based operating systems,
etc.) nstalled thereon, which may support or host one or more
file systems and other applications 110.
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[0060] The client computing devices 102 and other com-
ponents 1n information management system 100 can be con-
nected to one another via one or more communication path-
ways 114. For example, a first communication pathway 114
may connect (or communicatively couple) client computing
device 102 and secondary storage computing device 106; a
second communication pathway 114 may connect storage
manager 140 and client computing device 102; and a third
communication pathway 114 may connect storage manager
140 and secondary storage computing device 106, etc. (see,
e.g., FIG. 1A and FIG. 1C). The communication pathways
114 can include one or more networks or other connection
types including one or more of the following, without limita-
tion: the Internet, a wide area network (WAN), a local area
network (LAN), a Storage Area Network (SAN), a Fibre
Channel connection, a Small Computer System Interface
(SCSI) connection, a virtual private network (VPN), a token
ring or TCP/IP based network, an intranet network, a point-
to-point link, a cellular network, a wireless data transmission
system, a two-way cable system, an interactive kiosk net-
work, a satellite network, a broadband network, a baseband
network, a neural network, a mesh network, an ad hoc net-
work, other appropriate wired, wireless, or partially wired/
wireless computer or telecommunications networks, combi-
nations of the same or the like. The communication pathways
114 1n some cases may also include application programming
intertaces (APIs) including, e.g., cloud service provider APIs,
virtual machine management APIs, and hosted service pro-
vider APIs. The underlying infrastructure of communication
paths 114 may be wired and/or wireless, analog and/or digi-
tal, or any combination thereof; and the facilities used may be
private, public, third-party provided, or any combination
thereot, without limitation.

Primary Data and Exemplary Primary Storage Devices

[0061] Primary data 112 according to some embodiments 1s
production data or other “live” data generated by the operat-
ing system and/or applications 110 operating on a client com-
puting device 102. The primary data 112 1s generally stored
on the primary storage device(s) 104 and 1s organized via a
file system supported by the client computing device 102. For
instance, the client computing device(s) 102 and correspond-
ing applications 110 may create, access, modily, write, delete,
and otherwise use primary data 112. In some cases, some or
all of the primary data 112 can be stored in cloud storage
resources (e.g., primary storage device 104 may be a cloud-
based resource).

[0062] Primary data 112 1s generally 1n the native format of
the source application 110. According to certain aspects, pri-
mary data 112 1s an mitial or first (e.g., created before any
other copies or betfore at least one other copy) stored copy of
data generated by the source application 110. Primary data
112 1n some cases 1s created substantially directly from data
generated by the corresponding source applications 110.
[0063] Theprimary storage devices 104 storing the primary
data 112 may be relatively fast and/or expensive technology
(e.g., adisk drive, a hard-disk array, solid state memory, etc.).
In addition, primary data 112 may be highly changeable
and/or may be intended for relatively short term retention
(e.g., hours, days, or weeks).

[0064] According to some embodiments, the client com-
puting device 102 can access primary data 112 from the
primary storage device 104 by making conventional file sys-
tem calls via the operating system. Primary data 112 may
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include structured data (e.g., database files), unstructured
data (e.g., documents), and/or semi-structured data. Some

specific examples are described below with respect to FIG.
1B.

[0065] It can be usetul 1n performing certain tasks to orga-
nize the primary data 112 into units of different granularities.
In general, primary data 112 can include files, directories, file
system volumes, data blocks, extents, or any other hierarchies
or organizations ol data objects. As used herein, a “data
object” can refer to both (1) any file that 1s currently addres-
sable by a file system or that was previously addressable by

the file system (e.g., an archive file) and (2) a subset of such a
file (e.g., a data block).

[0066] As will be described 1n further detail, 1t can also be

useful 1 performing certain functions of the information
management system 100 to access and modily metadata
within the primary data 112. Metadata generally includes
information about data objects or characteristics associated
with the data objects. For simplicity herein, it 1s to be under-
stood that, unless expressly stated otherwise, any reference to
primary data 112 generally also includes its associated meta-
data, but references to the metadata do not include the primary
data.

[0067] Metadata can include, without limitation, one or
more of the following: the data owner (e.g., the client or user
that generates the data), the last modified time (e.g., the time
of the most recent modification of the data object), a data
object name (e.g., a fille name), a data object size (e.g., a
number of bytes of data), information about the content (e.g.,
an 1ndication as to the existence of a particular search term),
user-supplied tags, to/from information for email (e.g., an
email sender, recipient, etc.), creation date, file type (e.g.,
format or application type), last accessed time, application
type (e.g., type of application that generated the data object),
location/network (e.g., a current, past or future location of the
data object and network pathways to/from the data object),
geographic location (e.g., GPS coordinates), frequency of
change (e.g., a period 1n which the data object 1s modified),
business unit (e.g., a group or department that generates,
manages or 1s otherwise associated with the data object),
aging information (e.g., a schedule, such as a time period, 1n
which the data object 1s migrated to secondary or long term
storage), boot sectors, partition layouts, file location within a
file folder directory structure, user permissions, owners,
groups, access control lists [ACLs]), system metadata (e.g.,
registry information), combinations of the same or other simi-
lar information related to the data object.

[0068] In addition to metadata generated by or related to
file systems and operating systems, some of the applications
110 and/or other components of the information management
system 100 maintain indices of metadata for data objects,
e.g., metadata associated with individual email messages.
Thus, each data object may be associated with corresponding
metadata. The use of metadata to perform classification and
other functions 1s described 1n greater detail below.

[0069] Each of the client computing devices 102 are gen-
erally associated with and/or 1n communication with one or
more of the primary storage devices 104 storing correspond-
ing primary data 112. A client computing device 102 may be
considered to be “associated with” or “in communication
with” a primary storage device 104 if it 1s capable of one or
more of: routing and/or storing data (e.g., primary data 112)
to the particular primary storage device 104, coordinating the
routing and/or storing of data to the particular primary storage
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device 104, retrieving data from the particular primary stor-
age device 104, coordinating the retrieval of data from the
particular primary storage device 104, and modifying and/or
deleting data retrieved from the particular primary storage
device 104.

[0070] The primary storage devices 104 can include any of
the different types of storage devices described above, or
some other kind of suitable storage device. The primary stor-
age devices 104 may have relatively fast I/0 times and/or are
relatively expensive 1n comparison to the secondary storage
devices 108. For example, the information management sys-
tem 100 may generally regularly access data and metadata
stored on primary storage devices 104, whereas data and
metadata stored on the secondary storage devices 108 1s
accessed relatively less frequently.

[0071] Primary storage device 104 may be dedicated or
shared. In some cases, each primary storage device 104 1s
dedicated to an associated client computing device 102. For
instance, a primary storage device 104 1n one embodiment 1s
a local disk drive of a corresponding client computing device
102. In other cases, one or more primary storage devices 104
can be shared by multiple client computing devices 102, e.g.,
via a network such as 1n a cloud storage implementation. As
one example, a primary storage device 104 can be a disk array
shared by a group of client computing devices 102, such as

one of the following types of disk arrays: EMC Clariion,
EMC Symmetrix, EMC Celerra, Dell EqualLogic, IBM X1V,
NetApp FAS, HP EVA, and HP 3PAR.

[0072] The information management system 100 may also
include hosted services (not shown), which may be hosted 1n
some cases by an entity other than the organization that
employs the other components of the information manage-
ment system 100. For instance, the hosted services may be
provided by various online service providers to the organiza-
tion. Such service providers can provide services including
social networking services, hosted email services, or hosted
productivity applications or other hosted applications).
Hosted services may include software-as-a-service (SaaS),
platform-as-a-service (PaaS), application service providers
(ASPs), cloud services, or other mechanisms for delivering
functionality via a network. As it provides services to users,
cach hosted service may generate additional data and meta-
data under management of the information management sys-
tem 100, e.g., as primary data 112. In some cases, the hosted
services may be accessed using one of the applications 110.
As an example, a hosted mail service may be accessed via
browser running on a client computing device 102. The
hosted services may be implemented 1n a variety of comput-
ing environments. In some cases, they are implemented 1n an
environment having a similar arrangement to the information
management system 100, where various physical and logical
components are distributed over a network.

Secondary Copies and Exemplary Secondary Storage
Devices

[0073] The primary data 112 stored on the primary storage
devices 104 may be compromised in some cases, such as
when an employee deliberately or accidentally deletes or
overwrites primary data 112 during their normal course of
work. Or the primary storage devices 104 can be damaged,
lost, or otherwise corrupted. For recovery and/or regulatory
compliance purposes, it 1s therefore useful to generate copies
of the primary data 112. Accordingly, the information man-
agement system 100 includes one or more secondary storage
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computing devices 106 and one or more secondary storage
devices 108 configured to create and store one or more sec-
ondary copies 116 of the primary data 112 and associated
metadata. The secondary storage computing devices 106 and
the secondary storage devices 108 may sometimes be referred
to as a secondary storage subsystem 118.

[0074] Creation of secondary copies 116 can help 1n search
and analysis efforts and meet other information management
goals, such as: restoring data and/or metadata if an original
version (e.g., of primary data 112) 1s lost (e.g., by deletion,
corruption, or disaster); allowing point-in-time recovery;
complying with regulatory data retention and electronic dis-
covery (e-discovery) requirements; reducing utilized storage
capacity; facilitating organization and search of data; improv-
ing user access to data files across multiple computing
devices and/or hosted services; and implementing data reten-
tion policies.

[0075] The client computing devices 102 access or recerve
primary data 112 and communicate the data, e.g., over one or
more communication pathways 114, for storage 1n the sec-
ondary storage device(s) 108.

[0076] A secondary copy 116 can comprise a separate
stored copy of application data that is derived from one or
more earlier-created, stored copies (e.g., derived from pri-
mary data 112 or another secondary copy 116). Secondary
copies 116 can include point-in-time data, and may be
intended for relatively long-term retention (e.g., weeks,
months or years), before some or all of the data 1s moved to
other storage or 1s discarded.

[0077] In some cases, a secondary copy 116 1s a copy of
application data created and stored subsequent to at least one
other stored instance (e.g., subsequent to corresponding pri-
mary data 112 or to another secondary copy 116), in a differ-
ent storage device than at least one previous stored copy,
and/or remotely from at least one previous stored copy. In
some other cases, secondary copies can be stored 1n the same
storage device as primary data 112 and/or other previously
stored copies. For example, 1n one embodiment a disk array
capable of performing hardware snapshots stores primary
data 112 and creates and stores hardware snapshots of the
primary data 112 as secondary copies 116. Secondary copies
116 may be stored 1n relatively slow and/or low cost storage
(e.g., magnetic tape). A secondary copy 116 may be stored 1n
a backup or archive format, or in some other format different
than the native source application format or other primary
data format.

[0078] Insome cases, secondary copies 116 are indexed so
users can browse and restore at another point in time. After
creation of a secondary copy 116 representative of certain
primary data 112, a pointer or other location indicia (e.g., a
stub) may be placed 1n primary data 112, or be otherwise
associated with primary data 112 to indicate the current loca-
tion on the secondary storage device(s) 108 of secondary
copy 116.

[0079] Since an instance of a data object or metadata 1n
primary data 112 may change over time as 1t 1s modified by an
application 110 (or hosted service or the operating system),
the information management system 100 may create and
manage multiple secondary copies 116 of a particular data
object or metadata, each representing the state of the data
object in primary data 112 at a particular point 1n time. More-
over, since an 1nstance of a data object 1n primary data 112
may eventually be deleted from the primary storage device
104 and the file system, the information management system
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100 may continue to manage point-in-time representations of
that data object, even though the instance in primary data 112
no longer exists.

[0080] For virtualized computing devices the operating
system and other applications 110 of the client computing
device(s) 102 may execute within or under the management
of virtualization software (e.g., a VMM), and the primary
storage device(s) 104 may comprise a virtual disk created on
a physical storage device. The information management sys-
tem 100 may create secondary copies 116 of the files or other
data objects 1n a virtual disk file and/or secondary copies 116
of the entire virtual disk file 1tselt (e.g., of an entire .vimdk
file).

[0081] Secondary copies 116 may be distinguished from
corresponding primary data 112 in a variety of ways, some of
which will now be described. First, as discussed, secondary
copies 116 can be stored 1n a different format (e.g., backup,
archive, or other non-native format) than primary data 112.
For this or other reasons, secondary copies 116 may not be
directly useable by the applications 110 of the client comput-
ing device 102, e.g., via standard system calls or otherwise
without modification, processing, or other intervention by the
information management system 100.

[0082] Secondary copies 116 are also 1n some embodi-
ments stored on a secondary storage device 108 that 1s 1nac-
cessible to the applications 110 running on the client comput-
ing devices 102 (and/or hosted services). Some secondary
copies 116 may be “offline copies,” in that they are notreadily
available (e.g., not mounted to tape or disk). Offline copies
can 1nclude copies of data that the information management
system 100 can access without human intervention (e.g.,
tapes within an automated tape library, but not yet mounted in
a drive), and copies that the information management system
100 can access only with at least some human intervention
(e.g., tapes located at an offsite storage site).

The Use of Intermediate Devices for Creating Secondary
Copies

[0083] Creating secondary copies can be a challenging
task. For instance, there can be hundreds or thousands of
client computing devices 102 continually generating large
volumes of primary data 112 to be protected. Also, there can
be significant overhead involved in the creation of secondary
copies 116. Moreover, secondary storage devices 108 may be
special purpose components, and interacting with them can
require specialized intelligence.

[0084] In some cases, the client computing devices 102
interact directly with the secondary storage device 108 to
create the secondary copies 116. However, in view of the
factors described above, this approach can negatively impact
the ability of the client computing devices 102 to serve the
applications 110 and produce primary data 112. Further, the
client computing devices 102 may not be optimized for inter-
action with the secondary storage devices 108.

[0085] Thus, 1n some embodiments, the information man-
agement system 100 includes one or more software and/or
hardware components which generally act as intermediaries
between the client computing devices 102 and the secondary
storage devices 108. In addition to off-loading certain respon-
sibilities from the client computing devices 102, these inter-
mediate components can provide other benefits. For instance,
as discussed further below with respect to FIG. 1D, distrib-
uting some of the work 1mnvolved 1n creating secondary copies
116 can enhance scalability.
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[0086] The intermediate components can include one or
more secondary storage computing devices 106 as shown in
FIG. 1A and/or one or more media agents, which can be
software modules operating on corresponding secondary
storage computing devices 106 (or other appropriate comput-
ing devices). Media agents are discussed below (e.g., with
respect to FIGS. 1C-1E).

[0087] The secondary storage computing device(s) 106 can
comprise any of the computing devices described above,
without limitation. In some cases, the secondary storage com-
puting device(s) 106 include specialized hardware and/or
software componentry for interacting with the secondary
storage devices 108.

[0088] To create a secondary copy 116 1nvolving the copy-
ing of data from the primary storage subsystem 117 to the
secondary storage subsystem 118, the client computing
device 102 1n some embodiments communicates the primary
data 112 to be copied (or a processed version thereot) to the
designated secondary storage computing device 106, via the
communication pathway 114. The secondary storage com-
puting device 106 in turn conveys the received data (or a
processed version thereol) to the secondary storage device
108. In some such configurations, the communication path-
way 114 between the client computing device 102 and the
secondary storage computing device 106 comprises a portion
of a LAN, WAN or SAN. In other cases, at least some client
computing devices 102 communicate directly with the sec-
ondary storage devices 108 (e.g., via Fibre Channel or SCSI
connections). In some other cases, one or more secondary
copies 116 are created from existing secondary copies, such
as 1n the case of an auxiliary copy operation, described 1n
greater detail below.

Exemplary Primary Data and an Exemplary Secondary Copy

[0089] FIG. 1B 1s a detailed view showing some specific
examples of primary data stored on the primary storage
device(s) 104 and secondary copy data stored on the second-
ary storage device(s) 108, with other components 1n the sys-
tem removed for the purposes of illustration. Stored on the
primary storage device(s) 104 are primary data objects
including word processing documents 119A-B, spreadsheets
120, presentation documents 122, video files 124, image files
126, email mailboxes 128 (and corresponding email mes-
sages 129A-C), html/xml or other types of markup language
files 130, databases 132 and corresponding tables or other
data structures 133A-133C).

[0090] Some or all primary data objects are associated with
corresponding metadata (e.g., “Metal-11"), which may
include file system metadata and/or application specific meta-
data. Stored on the secondary storage device(s) 108 are sec-
ondary copy data objects 134A-C which may include copies
of or otherwise represent corresponding primary data objects
and metadata.

[0091] As shown, the secondary copy data objects 134A-C
can individually represent more than one primary data object.
For example, secondary copy data object 134A represents
three separate primary data objects 133C, 122, and 129C
(represented as 133C', 122', and 129C", respectively, and
accompanied by the corresponding metadata Metall, Meta3,
and Meta8, respectively). Moreover, as indicated by the prime
mark ('), a secondary copy object may store a representation
of a primary data object and/or metadata differently than the
original format, e.g., in a compressed, encrypted, dedupli-
cated, or other modified format. Likewise, secondary data
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object 134B represents primary data objects 120, 133B, and
119A as 120", 133B', and 119A!, respectively and accompa-
nied by corresponding metadata Meta2, Metal0, and Metal,
respectively. Also, secondary data object 134C represents
primary data objects 133A, 119B, and 129A as 133A', 1198,
and 129A', respectively, accompanied by corresponding
metadata Meta9, Meta5, and Meta6, respectively.

Exemplary Information Management System Architecture

[0092] Theinformation management system 100 can incor-
porate a variety of different hardware and software compo-
nents, which can 1n turn be organized with respect to one
another 1n many different configurations, depending on the
embodiment. There are critical design choices mvolved 1n
specitying the functional responsibilities of the components
and the role of each component in the information manage-
ment system 100. For instance, as will be discussed, such
design choices can impact performance as well as the adapt-
ability of the information management system 100 to data
growth or other changing circumstances.

[0093] FIG. 1C shows an information management system
100 designed according to these considerations and which
includes: storage manager 140, a centralized storage and/or
information manager that is configured to perform certain
control functions, one or more data agents 142 executing on
the client computing device(s) 102 configured to process
primary data 112, and one or more media agents 144 execut-
ing on the one or more secondary storage computing devices
106 for performing tasks involving the secondary storage
devices 108. While distributing functionality amongst mul-
tiple computing devices can have certain advantages, in other
contexts 1t can be beneficial to consolidate functionality on
the same computing device. As such, 1n various other embodi-
ments, one or more of the components shown 1n FIG. 1C as
being implemented on separate computing devices are imple-
mented on the same computing device. In one configuration,
a storage manager 140, one or more data agents 142, and one
or more media agents 144 are all implemented on the same
computing device. In another embodiment, one or more data
agents 142 and one or more media agents 144 are imple-
mented on the same computing device, while the storage
manager 140 1s implemented on a separate computing device,
etc. without limitation.

Storage Manager

[0094] As noted, the number of components in the infor-
mation management system 100 and the amount of data under
management can be quite large. Managing the components
and data 1s therefore a significant task, and a task that can
grow 1n an often unpredictable fashion as the quantity of
components and data scale to meet the needs of the organi-
zation. For these and other reasons, according to certain
embodiments, responsibility for controlling the information
management system 100, or at least a significant portion of
that responsibility, 1s allocated to the storage manager 140. By
distributing control functionality 1n this manner, the storage
manager 140 can be adapted independently according to
changing circumstances. Moreover, a computing device for
hosting the storage manager 140 can be selected to best suit
the functions of the storage manager 140. These and other
advantages are described 1n further detail below with respect

to FIG. 1D.
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[0095] The storage manager 140 may be a software module
or other application, which, 1n some embodiments operates 1n
conjunction with one or more associated data structures, e.g.,
a dedicated database (e.g., management database 146). In
some embodiments, storage manager 140 1s a computing
device comprising circuitry for executing computer instruc-
tions and performs the functions described herein. The stor-
age manager generally iitiates, performs, coordinates and/or
controls storage and other information management opera-
tions performed by the information management system 100,
e.g., to protect and control the primary data 112 and second-
ary copies 116 of data and metadata. In general, storage
manager 100 may be said to manage information manage-
ment system 100, which includes managing the constituent
components, e.g., data agents and media agents, efc.

[0096] As shown by the dashed arrowed lines 114 in FIG.

1C, the storage manager 140 may communicate with and/or
control some or all elements of the information management
system 100, such as the data agents 142 and media agents 144.
Thus, 1n certain embodiments, control information originates
from the storage manager 140 and status reporting 1s trans-
mitted to storage manager 140 by the various managed com-
ponents, whereas payload data and payload metadata 1s gen-
erally communicated between the data agents 142 and the
media agents 144 (or otherwise between the client computing
device(s) 102 and the secondary storage computing device(s)
106), e.g., at the direction of and under the management of the
storage manager 140. Control information can generally
include parameters and instructions for carrying out informa-
tion management operations, such as, without limitation,
instructions to perform a task associated with an operation,
timing information specifying when to 1nitiate a task associ-
ated with an operation, data path information specifying what
components to communicate with or access in carrying out an
operation, and the like. Payload data, on the other hand, can
include the actual data involved in the storage operation, such
as content data written to a secondary storage device 108 in a
secondary copy operation. Payload metadata can include any
of the types of metadata described herein, and may be written
to a storage device along with the payload content data (e.g.,
in the form of a header).

[0097] In other embodiments, some information manage-
ment operations are controlled by other components 1n the

information management system 100 (e.g., the media agent
(s) 144 or data agent(s) 142), instead of or 1n combination

with the storage manager 140.

[0098] According to certain embodiments, the storage
manager 140 provides one or more of the following functions:

[0099] mitiating execution of secondary copy opera-
tions;
[0100] managing secondary storage devices 108 and

inventory/capacity of the same;

[0101] reporting, searching, and/or classification of data
in the information management system 100;

[0102] allocating secondary storage devices 108 for sec-
ondary storage operations;

[0103] monitoring completion of and providing status
reporting related to secondary storage operations;

[0104] tracking age information relating to secondary
copies 116, secondary storage devices 108, and compar-
ing the age information against retention guidelines;

[0105] tracking movement of data within the informa-
tion management system 100;
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[0106] tracking logical associations between compo-
nents 1n the information management system 100;

[0107] protecting metadata associated with the informa-
tion management system 100; and

[0108]
ality.

[0109] The storage manager 140 may maintain a database
146 (or “storage manager database 146 or “management
database 146”°) of management-related data and information
management policies 148. The database 146 may include a
management index 150 (or “index 150°") or other data struc-
ture that stores logical associations between components of
the system, user preferences and/or profiles (e.g., preferences
regarding encryption, compression, or deduplication of pri-
mary or secondary copy data, preferences regarding the
scheduling, type, or other aspects of primary or secondary
copy or other operations, mappings of particular information
management users or user accounts to certain computing
devices or other components, etc.), management tasks, media
containerization, or other useful data. For example, the stor-
age manager 140 may use the index 150 to track logical
associations between media agents 144 and secondary stor-
age devices 108 and/or movement of data from primary stor-
age devices 104 to secondary storage devices 108. For
instance, the index 150 may store data associating a client
computing device 102 with a particular media agent 144
and/or secondary storage device 108, as specified in an infor-
mation management policy 148 (e.g., a storage policy, which
1s defined 1n more detail below).

[0110] Administrators and other people may be able to
configure and 1nitiate certain information management opera-
tions on an 1ndividual basis. But while this may be acceptable
for some recovery operations or other relatively less frequent
tasks, i1t 1s often not workable for implementing on-going
organization-wide data protection and management. Thus,
the information management system 100 may utilize infor-
mation management policies 148 for specilying and execut-
ing information management operations (e.g., on an auto-
mated basis). Generally, an information management policy
148 can include a data structure or other information source
that specifies a set of parameters (e.g., criteria and rules)
associated with storage or other information management
operations.

[0111] Thestorage manager database 146 may maintain the
information management policies 148 and associated data,
although the information management policies 148 can be
stored 1n any approprate location. For instance, an informa-
tion management policy 148 such as a storage policy may be
stored as metadata 1n a media agent database 152 or i a
secondary storage device 108 (e.g., as an archive copy) for use
in restore operations or other information management opera-
tions, depending on the embodiment. Information manage-
ment policies 148 are described further below.

[0112] According to certain embodiments, the storage
manager database 146 comprises a relational database (e.g.,
an SQL database) for tracking metadata, such as metadata
associated with secondary copy operations (e.g., what client
computing devices 102 and corresponding data were pro-
tected). This and other metadata may additionally be stored in
other locations, such as at the secondary storage computing
devices 106 or on the secondary storage devices 108, allow-
ing data recovery without the use of the storage manager 140
1N SOmMe Cases.

implementing operations management function-
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[0113] As shown, the storage manager 140 may include a
jobs agent 156, a user interface 158, and a management agent
154, all of which may be implemented as interconnected
software modules or application programs.

[0114] The jobs agent 156 in some embodiments 1nitiates,
controls, and/or monitors the status of some or all storage or
other information management operations previously per-
formed, currently being performed, or scheduled to be per-
formed by the information management system 100. For
instance, the jobs agent 156 may access information manage-
ment policies 148 to determine when and how to 1nitiate and
control secondary copy and other information management
operations, as will be discussed turther.

[0115] Theuserinterface 158 may include information pro-
cessing and display software, such as a graphical user inter-
face (“GUI”), an application program interface (“API”), or
other interactive interface(s) through which users and system
processes can retrieve information about the status of infor-
mation management operations (e.g., storage operations) or
1ssue instructions to the information management system 100
and 1ts constituent components. Via the user interface 158,
users may optionally 1ssue 1nstructions to the components in
the information management system 100 regarding perfor-
mance of storage and recovery operations. For example, a
user may modify a schedule concerning the number of pend-
ing secondary copy operations. As another example, a user
may employ the GUI to view the status of pending storage
operations or to monitor the status of certain components 1n
the information management system 100 (e.g., the amount of
capacity left 1n a storage device).

[0116] An “information management cell” (or “storage
operation cell” or “cell”) may generally include a logical
and/or physical grouping of a combination of hardware and
software components associated with performing informa-
tion management operations on electronic data, typically one
storage manager 140 and at least one client computing device
102 (comprising data agent(s) 142) and at least one media
agent 144. For instance, the components shown in FIG. 1C
may together form an information management cell. Multiple
cells may be organized hierarchically. With this configura-
tion, cells may inherit properties from hierarchically superior
cells or be controlled by other cells in the hierarchy (auto-
matically or otherwise). Alternatively, in some embodiments,
cells may inherit or otherwise be associated with information
management policies, preferences, information management
metrics, or other properties or characteristics according to
their relative position in a hierarchy of cells. Cells may also be
delineated and/or orgamized hierarchically according to func-
tion, geography, architectural considerations, or other factors
useful or desirable in performing information management
operations. A first cell may represent a geographic segment of
an enterprise, such as a Chicago office, and a second cell may
represent a different geographic segment, such as a New York
office. Other cells may represent departments within a par-
ticular office. Where delineated by function, a first cell may
perform one or more first types of information management
operations (e.g., one or more first types of secondary or other
copies), and a second cell may perform one or more second
types of information management operations (e.g., one or
more second types of secondary or other copies).

[0117] The storage manager 140 may also track informa-
tion that permits it to select, designate, or otherwise identify
content indices, deduplication databases, or similar databases
or resources or data sets within 1ts information management
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cell (or another cell) to be searched 1n response to certain
queries. Such queries may be entered by the user via interac-
tion with the user interface 158. In general, the management
agent 154 allows multiple information management cells to
communicate with one another. For example, the information
management system 100 1n some cases may be one informa-
tion management cell of a network of multiple cells adjacent
to one another or otherwise logically related 1n a WAN or
LAN. With this arrangement, the cells may be connected to
one another through respective management agents 154.
[0118] For instance, the management agent 154 can pro-
vide the storage manager 140 with the ability to communicate
with other components within the information management
system 100 (and/or other cells within a larger information
management system) via network protocols and application
programming 1nterfaces (“APIs”) including, e.g., HTTP,
HTTPS, FTP, REST, virtualization software APIs, cloud ser-
vice provider APIs, and hosted service provider APIs. Inter-
cell communication and hierarchy 1s described 1n greater
detail in e.g., U.S. Pat. Nos. 7,747,579 and 7,343,453, which
are incorporated by reference herein.

Data Agents

[0119] As discussed, a variety of different types of appli-
cations 110 can operate on a given client computing device
102, including operating systems, database applications,
e-mail applications, and virtual machines, just to name a few.
And, as part of the process of creating and restoring second-
ary copies 116, the client computing devices 102 may be
tasked with processing and preparing the primary data 112
from these various different applications 110. Moreover, the
nature of the processing/preparation can differ across clients
and application types, e.g., due to nherent structural and
formatting differences among applications 110.

[0120] The one or more data agent(s) 142 are therefore
advantageously configured in some embodiments to assist in
the performance of information management operations
based on the type of data that 1s being protected, at a client-
specific and/or application-specific level.

[0121] The data agent 142 may be a software module or
component that 1s generally responsible for managing, 1niti-
ating, or otherwise assisting 1n the performance of informa-
tion management operations in information management sys-
tem 100, generally as directed by storage manager 140. For
instance, the data agent 142 may take part in performing data
storage operations such as the copying, archiving, migrating,
and/or replicating of primary data 112 stored in the primary
storage device(s) 104. The data agent 142 may receive control
information from the storage manager 140, such as com-
mands to transier copies of data objects, metadata, and other
payload data to the media agents 144.

[0122] In some embodiments, a data agent 142 may be
distributed between the client computing device 102 and stor-
age manager 140 (and any other intermediate components ) or
may be deployed from a remote location or its functions
approximated by a remote process that performs some or all
of the functions of data agent 142. In addition, a data agent
142 may perform some functions provided by a media agent
144, or may perform other functions such as encryption and
deduplication.

[0123] As indicated, each data agent 142 may be special-
1zed for a particular application 110, and the system can
employ multiple application-specific data agents 142, each of
which may perform information management operations
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(e.g., perform backup, migration, and data recovery) associ-
ated with a different application 110. For instance, different
individual data agents 142 may be designed to handle
Microsoit Exchange data, Lotus Notes data, Microsoit Win-
dows file system data, Microsoit Active Directory Objects
data, SQL Server data, SharePoint data, Oracle database data,
SAP database data, virtual machines and/or associated data,
and other types of data.

[0124] A file system data agent, for example, may handle
data files and/or other file system information. If a client
computing device 102 has two or more types of data, a spe-
cialized data agent 142 may be used for each data type to
copy, archive, migrate, and restore the client computing
device 102 data. For example, to backup, migrate, and/or
restore all of the data on a Microsoit Exchange server, the
client computing device 102 may use a Microsoit Exchange
Mailbox data agent 142 to back up the Exchange mailboxes,
a Microsoit Exchange Database data agent 142 to back up the
Exchange databases, a Microsoit Exchange Public Folder
data agent 142 to back up the Exchange Public Folders, and a
Microsoft Windows File System data agent 142 to back up the
file system of the client computing device 102. In such
embodiments, these specialized data agents 142 may be
treated as four separate data agents 142 even though they
operate on the same client computing device 102.

[0125] Other embodiments may employ one or more
generic data agents 142 that can handle and process data from
two or more different applications 110, or that can handle and
process multiple data types, instead of or 1n addition to using
specialized data agents 142. For example, one generic data
agent 142 may be used to back up, migrate and restore
Microsoit Exchange Mailbox data and Microsoit Exchange
Database data while another generic data agent may handle
Microsoit Exchange Public Folder data and Microsoit Win-
dows File System data.

[0126] FEach data agent 142 may be configured to access
data and/or metadata stored in the primary storage device(s)
104 associated with the data agent 142 and process the data as
appropriate. For example, during a secondary copy operation,
the data agent 142 may arrange or assemble the data and
metadata into one or more files having a certain format (e.g.,
a particular backup or archive format) before transferring the
file(s) to a media agent 144 or other component. The file(s)
may 1nclude a list of files or other metadata. Each data agent
142 can also assist 1n restoring data or metadata to primary
storage devices 104 from a secondary copy 116. For instance,
the data agent 142 may operate 1n conjunction with the stor-
age manager 140 and one or more of the media agents 144 to
restore data from secondary storage device(s) 108.

Media Agents

[0127] As indicated above with respect to FIG. 1A, ofi-
loading certain responsibilities from the client computing
devices 102 to intermediate components such as the media
agent(s) 144 can provide a number of benefits including
improved client computing device 102 operation, faster sec-
ondary copy operation performance, and enhanced scalabil-
ity. In one specific example which will be discussed below 1n
further detail, the media agent 144 can act as a local cache of
copied data and/or metadata that it has stored to the secondary
storage device(s) 108, providing improved restore capabili-
ties.

[0128] Generally speaking, a media agent 144 may be
implemented as a software module that manages, coordi-
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nates, and facilitates the transmission of data, as directed by
the storage manager 140, between a client computing device
102 and one or more secondary storage devices 108. Whereas
the storage manager 140 controls the operation of the infor-
mation management system 100, the media agent 144 gener-
ally provides a portal to secondary storage devices 108. For
instance, other components in the system interact with the
media agents 144 to gain access to data stored on the second-
ary storage devices 108, whether 1t be for the purposes of
reading, writing, moditying, or deleting data. Moreover, as
will be described further, media agents 144 can generate and
store information relating to characteristics of the stored data
and/or metadata, or can generate and store other types of
information that generally provides insight into the contents
of the secondary storage devices 108.

[0129] Media agents 144 can comprise separate nodes 1n
the information management system 100 (e.g., nodes that are
separate from the client computing devices 102, storage man-
ager 140, and/or secondary storage devices 108). In general,
a node within the information management system 100 can be
a logically and/or physically separate component, and 1n
some cases 1s a component that 1s individually addressable or
otherwise identifiable. In addition, each media agent 144 may
operate on a dedicated secondary storage computing device
106 1n some cases, while 1n other embodiments a plurality of
media agents 144 operate on the same secondary storage
computing device 106.

[0130] A mediaagent 144 (and corresponding media agent
database 152) may be considered to be “associated with” a
particular secondary storage device 108 if that media agent
144 1s capable of one or more of: routing and/or storing data
to the particular secondary storage device 108, coordinating
the routing and/or storing of data to the particular secondary
storage device 108, retrieving data from the particular sec-
ondary storage device 108, coordinating the retrieval of data
from a particular secondary storage device 108, and modity-
ing and/or deleting data retrieved from the particular second-
ary storage device 108.

[0131] While media agent(s) 144 are generally associated
with one or more secondary storage devices 108, one or more
media agents 144 in certain embodiments are physically
separate from the secondary storage devices 108. For
instance, the media agents 144 may operate on secondary
storage computing devices 106 having different housings or
packages than the secondary storage devices 108. In one
example, a media agent 144 operates on a first server com-
puter and 1s 1 communication with a secondary storage
device(s) 108 operating in a separate, rack-mounted RAID-
based system.

[0132] Where the information management system 100
includes multiple media agents 144 (see, e.g., FIG. 1D), a first
media agent 144 may provide failover functionality for a
second, failled media agent 144. In addition, media agents 144
can be dynamically selected for storage operations to provide
load balancing. Failover and load balancing are described 1n
greater detail below.

[0133] In operation, a media agent 144 associated with a
particular secondary storage device 108 may instruct the sec-
ondary storage device 108 to perform an information man-
agement operation. For instance, a media agent 144 may
instruct a tape library to use a robotic arm or other retrieval
means to load or eject a certain storage media, and to subse-
quently archive, migrate, or retrieve data to or from that
media, e.g., for the purpose of restoring the data to a client
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computing device 102. As another example, a secondary stor-
age device 108 may include an array of hard disk drives or
solid state drives organized 1n a RAID configuration, and the
media agent 144 may forward a logical umit number (LUN)
and other appropriate information to the array, which uses the
received information to execute the desired storage operation.
The media agent 144 may communicate with a secondary

storage device 108 via a suitable communications link, such
as a SCSI or Fiber Channel link.

[0134] As shown, each media agent 144 may maintain an
associated media agent database 152. The media agent data-
base 152 may be stored 1n a disk or other storage device (not
shown) that 1s local to the secondary storage computing
device 106 on which the media agent 144 operates. In other
cases, the media agent database 152 1s stored remotely from
the secondary storage computing device 106.

[0135] The media agent database 152 can include, among
other things, an index 153 (see, e.g., FIG. 1C), which com-
prises information generated during secondary copy opera-
tions and other storage or information management opera-
tions. The index 153 provides a media agent 144 or other
component with a fast and eflicient mechanism for locating
secondary copies 116 or other data stored in the secondary
storage devices 108. In some cases, the index 153 does not

form a part of and 1s instead separate from the media agent
database 152.

[0136] A media agent index 153 or other data structure
associated with the particular media agent 144 may include
information about the stored data. For instance, for each
secondary copy 116, the index 153 may include metadata
such as a list of the data objects (e.g., files/subdirectories,
database objects, mailbox objects, etc.), a path to the second-
ary copy 116 on the corresponding secondary storage device
108, location information indicating where the data objects
are stored 1n the secondary storage device 108, when the data
objects were created or modified, etc. Thus, the index 153
includes metadata associated with the secondary copies 116
that 1s readily available for use without having to be first
retrieved from the secondary storage device 108. In yet fur-
ther embodiments, some or all of the information in index 153
may 1nstead or additionally be stored along with the second-
ary copies of data 1n a secondary storage device 108. In some
embodiments, the secondary storage devices 108 can include
sufficient information to perform a “bare metal restore”,
where the operating system of a failed client computing
device 102 or other restore target 1s automatically rebuilt as
part of a restore operation.

[0137] Because the mdex 153 maintained i the media
agent database 152 may operate as a cache, it can also be
referred to as “an index cache.” In such cases, information
stored 1n the index cache 153 typically comprises data that
reflects certain particulars about storage operations that have
occurred relatively recently. After some triggering event,
such as after a certain period of time elapses, or the index
cache 153 reaches a particular size, the index cache 153 may
be copied or migrated to a secondary storage device(s) 108.
This information may need to be retrieved and uploaded back
into the index cache 153 or otherwise restored to a media
agent 144 to facilitate retrieval of data from the secondary
storage device(s) 108. In some embodiments, the cached
information may include format or containerization informa-
tion related to archives or other files stored on the storage
device(s) 108. In this manner, the index cache 153 allows for
accelerated restores.
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[0138] In some alternative embodiments the media agent
144 generally acts as a coordinator or facilitator of storage
operations between client computing devices 102 and corre-
sponding secondary storage devices 108, but does not actu-
ally write the data to the secondary storage device 108. For
instance, the storage manager 140 (or the media agent 144)
may 1nstruct a client computing device 102 and secondary
storage device 108 to communicate with one another directly.
In such a case the client computing device 102 transmits the
data directly or via one or more intermediary components to
the secondary storage device 108 according to the received
instructions, and vice versa. In some such cases, the media
agent 144 may still receive, process, and/or maintain meta-
data related to the storage operations. Moreover, in these
embodiments, the payload data can flow through the media
agent 144 for the purposes of populating the index cache 153
maintained 1n the media agent database 152, but not for writ-
ing to the secondary storage device 108.

[0139] The media agent 144 and/or other components such
as the storage manager 140 may 1n some cases 1ncorporate
additional functionality, such as data classification, content
indexing, deduplication, encryption, compression, and the
like. Further details regarding these and other functions are
described below.

Distributed, Scalable Architecture

[0140] As described, certain functions of the mnformation
management system 100 can be distributed amongst various
physical and/or logical components 1n the system. For
instance, one or more of the storage manager 140, data agents
142, and media agents 144 may operate on computing devices
that are physically separate from one another. This architec-
ture can provide a number of benefits.

[0141] Forinstance, hardware and software design choices
for each distributed component can be targeted to suit its
particular function. The secondary computing devices 106 on
which the media agents 144 operate can be tailored for inter-
action with associated secondary storage devices 108 and
provide fast index cache operation, among other specific
tasks. Similarly, the client computing device(s) 102 can be
selected to effectively service the applications 110 thereon, 1n
order to efficiently produce and store primary data 112.
[0142] Moreover, 1n some cases, one or more of the indi-
vidual components 1n the information management system
100 can be distributed to multiple, separate computing
devices. As one example, for large file systems where the
amount of data stored in the management database 146 is
relatively large, the database 146 may be migrated to or
otherwise reside on a specialized database server (e.g., an
SQL server) separate from a server that implements the other
functions of the storage manager 140. This distributed con-
figuration can provide added protection because the database
146 can be protected with standard database utilities (e.g.,
SQL log shipping or database replication) independent from
other functions of the storage manager 140. The database 146
can be efliciently replicated to a remote site for use in the
event of a disaster or other data loss at the primary site. Or the
database 146 can be replicated to another computing device
within the same site, such as to a higher performance machine
in the event that a storage manager host device can no longer
service the needs of a growing information management sys-
tem 100.

[0143] The distributed architecture also provides both scal-
ability and etficient component utilization. FIG. 1D shows an
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embodiment of the information management system 100
including a plurality of client computing devices 102 and
associated data agents 142 as well as a plurality of secondary
storage computing devices 106 and associated media agents

144.

[0144] Additional components can be added or subtracted
based on the evolving needs of the information management
system 100. For instance, depending on where bottlenecks
are 1dentified, administrators can add additional client com-
puting devices 102, secondary storage computing devices
106 (and corresponding media agents 144 ), and/or secondary
storage devices 108. Moreover, where multiple fungible com-
ponents are available, load balancing can be implemented to
dynamically address 1dentified bottlenecks. As an example,
the storage manager 140 may dynamically select which
media agents 144 and/or secondary storage devices 108 to use
for storage operations based on a processing load analysis of
the media agents 144 and/or secondary storage devices 108,
respectively.

[0145] Moreover, each client computing device 102 1n
some embodiments can communicate with, among other
components, any of the media agents 144, e.g., as directed by
the storage manager 140. And each media agent 144 may be
able to communicate with, among other components, any of
the secondary storage devices 108, e.g., as directed by the
storage manager 140. Thus, operations can be routed to the
secondary storage devices 108 1n a dynamic and highly flex-
ible manner, to provide load balancing, failover, and the like.
Further examples of scalable systems capable of dynamic
storage operations, and of systems capable of performing
load balancing and fail over are provided in U.S. Pat. No.
7,246,20°7, which 1s incorporated by reference herein.

[0146] In alternative configurations, certain components
are not distributed and may instead reside and execute on the
same computing device. For example, in some embodiments,
one or more data agents 142 and the storage manager 140
operate on the same client computing device 102. In another
embodiment, one or more data agents 142 and one or more
media agents 144 operate on a single computing device.

Exemplary Types of Information Management Operations

[0147] In order to protect and leverage stored data, the
information management system 100 can be configured to
perform a variety of information management operations. As
will be described, these operations can generally include sec-
ondary copy and other data movement operations, processing
and data manipulation operations, analysis, reporting, and
management operations. The operations described herein
may be performed on any type of computing device, e.g.,
between two computers connected via a LAN, to a mobile
client telecommunications device connected to a server via a
WLAN, to any manner of client computing device coupled to
a cloud storage target, etc., without limitation.

Data Movement Operations

[0148] Data movement operations according to certain
embodiments are generally operations that involve the copy-
ing or migration of data (e.g., payload data) between different
locations 1n the information management system 100 in an
original/native and/or one or more different formats. For
example, data movement operations can include operations in
which stored data 1s copied, migrated, or otherwise trans-
ferred from one or more first storage devices to one or more
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second storage devices, such as from primary storage device
(s) 104 to secondary storage device(s) 108, from secondary
storage device(s) 108 to different secondary storage device(s)
108, from secondary storage devices 108 to primary storage
devices 104, or from primary storage device(s) 104 to differ-
ent primary storage device(s) 104.

[0149] Data movement operations can include by way of
example, backup operations, archive operations, information
lifecycle management operations such as hierarchical storage
management operations, replication operations (e.g., con-
tinuous data replication operations), snapshot operations,
deduplication or single-instancing operations, auxiliary copy
operations, and the like. As will be discussed, some of these
operations involve the copying, migration or other movement
of data, without actually creating multiple, distinct copies.
Nonetheless, some or all of these operations are referred to as
“copy” operations for simplicity.

[0150] Backup Operations

[0151] A backup operation creates a copy of a version of
data (e.g., one or more files or other data units) 1n primary data
112 at a particular point 1n time. Fach subsequent backup
copy may be maintained independently of the first. Further, a
backup copy 1n some embodiments 1s generally stored 1n a
form that 1s different than the native format, e.g., a backup
format. This can be 1n contrast to the version 1n primary data
112 from which the backup copy 1s derived, and which may
instead be stored 1n a native format of the source application
(s) 110. In various cases, backup copies can be stored 1n a
format 1n which the data 1s compressed, encrypted, dedupli-
cated, and/or otherwise modified from the original applica-
tion format. For example, a backup copy may be stored 1in a
backup format that facilitates compression and/or efficient
long-term storage.

[0152] Backup copies can have relatively long retention
periods as compared to primary data 112, and may be stored
on media with slower retrieval times than primary data 112
and certain other types of secondary copies 116. On the other
hand, backups may have relatively shorter retention periods
than some other types of secondary copies 116, such as
archive copies (described below). Backups may sometimes
be stored at an offsite location.

[0153] Backup operations can include full backups, differ-
ential backups, incremental backups, “synthetic full” back-
ups, and/or creating a “reference copy.” A full backup (or
“standard full backup”) 1n some embodiments 1s generally a
complete image of the data to be protected. However, because
full backup copies can consume a relatively large amount of
storage, 1t can be useful to use a full backup copy as a baseline
and only store changes relative to the full backup copy for
subsequent backup copies.

[0154] For instance, a differential backup operation (or
cumulative incremental backup operation) tracks and stores
changes that have occurred since the last full backup. Ditfer-
ential backups can grow quickly in size, but can provide
relatively eflicient restore times because a restore can be
completed 1n some cases using only the tull backup copy and
the latest differential copy.

[0155] An incremental backup operation generally tracks
and stores changes since the most recent backup copy of any
type, which can greatly reduce storage utilization. In some
cases, however, restore times can be relatively long 1n com-
parison to full or differential backups because completing a
restore operation may involve accessing a full backup in
addition to multiple incremental backups.
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[0156] Synthetic full backups generally consolidate data
without directly backing up data from the client computing
device. A synthetic full backup 1s created from the most recent
tull backup (1.e., standard or synthetic) and subsequent incre-
mental and/or differential backups. The resulting synthetic
full backup 1s 1dentical to what would have been created had
the last backup for the subclient been a standard full backup.
Unlike standard full, incremental, and differential backups, a
synthetic tull backup does not actually transfer data from a
client computer to the backup media, because 1t operates as a
backup consolidator. A synthetic full backup extracts the
index data of each participating subclient. Using this index
data and the previously backed up user data images, 1t builds
new full backup i1mages, one for each subclient. The new
backup 1images consolidate the index and user data stored in
the related incremental, differential, and previous full back-
ups, 1n some embodiments creating an archive file at the
subclient level.

[0157] Any of the above types of backup operations can be
at the volume-level, file-level, or block-level. Volume level
backup operations generally involve the copying of a data
volume (e.g., a logical disk or partition) as a whole. In a
file-level backup, the information management system 100
may generally track changes to individual files, and includes
copies of files 1n the backup copy. In the case of a block-level
backup, files are broken into constituent blocks, and changes
are tracked at the block-level. Upon restore, the information
management system 100 reassembles the blocks into files in
a transparent fashion.

[0158] Far less data may actually be transterred and copied
to the secondary storage devices 108 during a file-level copy
than a volume-level copy. Likewise, a block-level copy may
involve the transfer of less data than a file-level copy, resulting
in faster execution times. However, restoring a relatively
higher-granularity copy can result in longer restore times. For
instance, when restoring a block-level copy, the process of
locating constituent blocks can sometimes result in longer
restore times as compared to file-level backups. Similar to
backup operations, the other types of secondary copy opera-
tions described herein can also be implemented at either the
volume-level, file-level, or block-level.

[0159] For example, in some embodiments, a reference
copy may comprise copy(ies) of selected objects from backed
up data, typically to help organize data by keeping contextual
information from multiple sources together, and/or help
retain specific data for a longer period of time, such as for
legal hold needs. A reference copy generally maintains data
integrity, and when the data 1s restored, 1t may be viewed 1n
the same format as the source data. In some embodiments, a
reference copy 1s based on a specialized client, individual
subclient and associated information management policies
(e.g., storage policy, retention policy, etc.) that are adminis-
tered within information management system 100.
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[0161] Because backup operations generally involve main-
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