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(57) ABSTRACT 

A method and apparatus for diagnosis of a computerized 
system, the method comprising the steps of collecting one or 
more events; transforming the events to events based time 
series, said events based time series having intervals; deter 
mining Which resources of the computerized system are being 
consumed by Which events, for a ?rst predetermined time 
interval; and determining a function between the events based 
time series and one or more measurable attributes of one or 
more resources that Were consumed by the events for a second 
predetermined time interval. 
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METHOD AND APPARATUS FOR EVENT 
DIAGNOSIS IN A COMPUTERIZED SYSTEM 

BACKGROUND OF THE INVENTION 

[0001] 1. Field of the Invention 
[0002] The present invention generally relates to an appa 
ratus and a corresponding method for event diagnosis. More 
speci?cally, the present invention relates to event diagnosis in 
a computerized system using classi?cation of the different 
events in the computerized system leading to error correction 
and solving. 
[0003] 2. Discussion of the RelatedArt 
[0004] Computerized systems no longer involve a single 
closed system and the use of multi-tier software architectures 
in Which the database or the application servers are separate 
from the end user has many advantages. One bene?t is that 
maintenance of servers and databases can be performed by a 
skilled person in a remote location, While the clients andusers 
can still use the computerized system far a Way from that 
remote location. Another bene?t is the data security aspects. 
The data can be alWays backed up in a safe remote location 
While the clients and users can be located in areas Where back 
up facilities are not available or are less reliable. Another 
bene?t is the simplicity of using the same computerized 
online system for large organizations having feW remote 
branches. As a result, even the simple application consists of 
several systems (nodes) that interact via Well de?ned proto 
cols. In a non limiting example, a simple user request for a 
Web page describing product speci?cations in an e-commerce 
system may be translated by the broWsing computer program 
into an HTTP request over TCP over IP, Which incase of 
overcoming the ?re Wall and the anti-virus proxy, is load 
balanced by a load balancer and intercepted by a Web server. 
The Web server then delegates the request to a Web container 
Which translates this request to IIOP/RMI/SOAP procedure 
calls at the application server Which Will then modify them 
again to JDBC or JMS or SOAP in order to access the data 
base or MOM (Message Oriented MiddleWare) or external 
applications via EAI (Enterprise Application Integration) 
interfaces and a like. A failure at a single node or tier can 
affect another remote node or tier or even the Whole applica 
tion such that the root cause of the malfunction is indirect and 
is dif?cult to discover. A typical application may generate 
numerous log ?les that need to be looked at before revealing 
the cause of the failure, but due to the vast amount of infor 
mation gathered, cross reference betWeen all the different 
utilized resources from one hand, and all the application 
events from the other, is substantially a challenging task. 
Thus, identifying the root cause of a problem is extremely 
dif?cult and requires substantial resources. 
[0005] Computerized system failures can be divided into 
three groups. The ?rst group is a permanent failure in Which 
the computerized system error remains until the root cause for 
that error is ?xed. The second group is a speci?c circumstance 
failure in Which the computerized system error reoccurs only 
under speci?c circumstances. The third group is a single 
occurrence failure in Which the computerized system error 
occurred once or tWice. NoW available monitoring tools pro 
vide minor assistance for the ?rst and second groups and in a 
case of a single event that Was not logged no assistance for the 
third group. Furthermore, a single node monitoring tool lacks 
the ability to perform a multi-tier analysis and ignores by a 
de?nition other environmental factors. Current multi-tier 
monitoring tools are designed to address speci?c system 
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architecture and a monitoring tool for a ?rst company’s Enter 
prise Resource Planning (ERP) using a second company’s 
database installed on a third company’s server platform Will 
not be useful for other ERP applications. One example for the 
lack of capabilities of currently available assisting tools is that 
these tools focus on optimization or monitoring of only a 
single component of the computerized system, and a tool 
monitoring the databases might recommend that a given SQL 
(Structured Query Language) statement should be re-Written 
to reduce imposed I/O load While the actual problem may be 
a bottleneck I/O contention of fragmentation. 
[0006] There is therefore a need for a multi-tier monitoring 
tool Which is platform independent and softWare component 
independent and Will take under consideration substantially 
all the resources from the different tiers of the computerized 
system. The multi-tier monitoring tool Will preferably elimi 
nate the need for looking at the different log ?les of the 
different tiers of the computerized system. The monitoring 
tool Will preferably assist in analyzing the root cause of a 
failure enabling the user to manipulate the con?guration of 
the computerized system in order to prevent the same root 
cause to reoccur. The monitoring tool Will preferably alert the 
user of a possible failure before it occurred. The monitoring 
tool Will be preferably a generic and adaptive tool in such that 
a share data Which Was acquired at one environment Will be 
useful in a different environment. 

SUMMARY OF THE PRESENT INVENTION 

[0007] The present invention overcomes the disadvantages 
of the present art by providing a neW and novel method and 
apparatus for event diagnosis in computerized systems. 
[0008] In some exemplary embodiments of the present 
invention there is provided an apparatus and a method for 
event diagnosis that does not require searching of errors and 
anomalies at the different log ?les of the different parts of the 
computerized system. One bene?t of the present exemplary 
embodiment relates to error correction and error solving in 
large multi-tier computerized systems and environments. 
[0009] In some exemplary embodiments of the present 
invention the apparatus and method are using classi?cation of 
the various events in the computerized system according to 
various measurable attributes of the resource. In such a Way, 
speci?c overloads and bottlenecks in resources can be easily 
identi?ed by a person skilled in the art, and the root cause of 
a possible malfunctioning of the computerized system can 
then be solved. Another bene?t of the present invention is that 
the computerized system personnel may classify and diag 
nose substantially all the failures that may occur during the 
operation of the computerized system before their occurrence 
simply by classi?cation of the various events in the comput 
erized system according to the various measurable attribute of 
the resource. Such system can, in some exemplary embodi 
ments, be a netWork system or a combination of computerized 
and netWork systems. The classi?cation of the events is mea 
surable by the various attributes of each consumed resource. 
The measurable attributes can comprise, in some exemplary 
embodiments of the present invention: time; consumed time; 
speed; netWork speed; storage space; available space; space; 
free space; bit rate or byte rate; read or Write queue length; 
average queue length; temporary queue length; read or Write 
time; transfer time; idle time; split i/o; packets; packets 
received; packets sent; packets per sec; bandWidth; received 
bytes; page faults; available bytes; committed bytes; commit 
limit; Write copies; transition faults; cache faults; demand 
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Zero faults; pages input; page reads; pages output; pool paged; 
pool non-paged; page Writes; free system page table entries; 
cache; cache peak; pool paged resident; system code total; 
system resident code; system total resident; system total 
driver; packets received; packets sent; packets error; packets 
unknown; system driver; system resident driver; system resi 
dent cache; committed in use; processor time; user time; 
interrupt; threads; processes; system up time; alignment ?x 
ups; exception dispatches; ?oating emulations; registry quota 
in use; ?le read operations; ?le Write operations; ?le control 
operations; ?le read bytes; ?le Write bytes; ?le control bytes; 
context sWitches; system calls; ?le data operations; system up 
time; processor queue length; memory page faults; page ?le 
sys usage; page ?le sys peak; and the like. 

[0010] One or more of the said attributes can be measured 

per seconds; bytes per seconds; seconds; bytes; bytes length; 
queue length; packets and the like. 
[0011] In some exemplary embodiments of the present 
invention the apparatus and method are generating an event 
pro?le taking under consideration substantially all resources 
of the different tiers of the computeriZed system, such system 
can in some exemplary embodiments be substantially all of 
the noW knoWn or later topologies and applications. 

[0012] In another exemplary embodiments of the present 
invention there is provided an apparatus and a method for 
detecting events prior to resource malfunction, a group of 
over consuming events, a single resource bottleneck Which 
occurs When events are consuming the same resource, events 
locking situation, and a like. Such a model of event to 
resource relation is essential for automatic problem and root 
cause detection. 

[0013] Thus, in accordance With the present invention there 
is provided a method for diagnosis of a computeriZed system, 
the method is implemented Within a computing platform, the 
platform comprises one or more processing units, one or more 
storage devices; and one or more communication devices, the 
method comprising the steps of collecting events or extract 
ing data elements generated by an element of the computer 
iZed system; transforming the events or data elements to one 
or more event based time series, said one or more event based 
time series having one or more interval; determining Which 
resources of the computeriZed system is consumed by Which 
events, for a ?rst predetermined time interval; and determin 
ing a function betWeen the one or more event based time 
series and measurable attributes of the resources for the 
events for a second predetermined time interval. The method 
further comprises a step of storing events or data elements 
generated by an element of the computerized system in a 
database. The ?rst predetermined time interval is longer than 
or equal to the second predetermined time interval. The sec 
ond predetermined time interval is contained in the ?rst pre 
determined time interval. The method further comprising a 
step of determining a function betWeen the one or more event 
based time series and the measurable attributes of the 
resources for the events for a third predetermined time inter 
val. The third predetermined time interval is different from 
the second predetermined time interval. The step of determin 
ing the function betWeen the one or more event based time 
series and measurable attributes of the resources for the 
events comprises the use of minimum least square method 
step or by iteratively introducing Weights into the said step. 
The event can be an event type, and the resource can be a 
consumed resource. 
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[0014] In accordance With the present invention, there is 
also provided an apparatus for diagnosis of a computeriZed 
system, the apparatus is implemented Within a computing 
platform, the platform comprises a processing unit, a storage 
device; and a communication device, the apparatus compris 
ing a collecting module for collecting information about the 
computeriZed system; a database for storing the information 
collected by the said collecting module; and an analyZing 
module for performing event diagnosis on the information 
collected by said collecting module and stored by said data 
base. The apparatus further comprising a transforming mod 
ule for transforming the information stored on said database 
to a predetermined form to be analyZed by said analyZing 
module for further processing. The apparatus further com 
prising a data visualiZation module for receiving and present 
ing the results of the event diagnosis performed by said ana 
lyZing module. The apparatus further comprising a display 
module for vieWing the results of the event diagnosis received 
from the said data visualiZation module. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0015] The present invention Will be understood and appre 
ciated more fully from the folloWing detailed description 
taken in conjunction With the draWings. In the draWings like 
numerals refer to the same elements. 
[0016] FIG. 1 is a schematic illustration of the main com 
ponents of a multi-tier computerized system, in accordance 
With a preferred embodiment of the present invention. 
[0017] FIG. 2A illustrates a block diagram of the apparatus 
of the event diagnosis in the computeriZed system, in accor 
dance With a preferred embodiment of the present invention. 
[0018] FIG. 2B illustrates a block diagram of the method of 
operation of the event diagnosis in the computeriZed system, 
in accordance With a preferred embodiment of the present 
invention. 
[0019] FIG. 2C illustrates a block diagram of step 280 of 
FIG. 2B of the method of operation of the analyZing module 
230 of FIG. 2A, in accordance With a preferred embodiment 
of the present invention. 
[0020] FIGS. 3A, 3B are schematic illustrations of exem 
plary information recorded and stored at the database or 
repository 210 of FIG. 2, in accordance With a preferred 
embodiment of a present invention. 
[0021] FIG. 4 is a graph illustration of an exemplary con 
sumption of a resource by an event type, in accordance With a 
preferred embodiment of the present invention. 
[0022] FIG. 5 is a schematic illustration of an exemplary 
display result of the resources consumption by exemplary 
events types of the computeriZed system, in accordance With 
a preferred embodiment of the present invention. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

[0023] FIG. 1 is a schematic illustration of the main com 
ponents of a typical exemplary computeriZed system, in 
accordance With a preferred embodiment of the present 
invention, in Which the present invention can be typically 
operated. User 170 of the computeriZed system sends a 
request (not shoWn) to Web server 150. In some exemplary 
embodiments of the present invention, the user 170 is being 
monitored by user experience monitoring tool 102. The user 
170 uses output and input devices such as a keyboard, a 
mouse and a display In some exemplary embodiments of the 
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present invention, the request is a request for a Web page or 
other services and is translated by the browser to an HTTP 
(hypertext transfer protocol) request over TCP/IP (Transmis 
sion Control Protocol Internet Protocol). The exemplary 
request overcomes a ?reWall or an anti-virus proxy 160 load 
balanced by a load balancer 140 and intercepted by Web 
server 150. The Web server 150 then delegates the request to 
a Web container (not described) Which translates the request 
to IIOP or RMI or SOAP procedure calls to an application 
server 130 transported. The request is transported by the 
netWork sWitch 142 to the application server 130. Application 
server 130 transforms the request to JDBC or JMS or SOAP 
calls in order to access database 120 or MOM or external 
application via EAI interfaces and a like. Accessing storage 
110 is done by Storage Area Network (SAN) sWitch 144. 
Substantially all computerized system resources are moni 
tored by monitoring device 100 as folloWing: end user 170 
requests are monitored by user experience monitoring tool 
102, load balancer 140 is monitored by netWork monitoring 
104, Web server 150 is monitored by Web server monitor 106, 
application server is monitored by application server moni 
toring 107, database 120 is monitored by database monitoring 
108, storage 110 is monitored by storage monitoring 109. In 
some exemplary embodiments of the present invention, user 
experience monitoring tool 102 monitors the average 
response time of the requests sent by the end user 170. Sniff 
ing programs or port mirror programs can be used, in some 
exemplary embodiments of the present invention, for collect 
ing netWork traf?c, at netWork monitoring tool 104, from 
Which events or resource data can be extracted. 

[0024] Monitoring device 100 is monitoring continuously, 
in some exemplary embodiments of the present invention, the 
consumption time of the computerized system resources. At 
each computerized system node or tier the data is manipu 
lated and in?uence potentially the entire computerized sys 
tem such that, in some exemplary embodiments of the present 
invention, a failure at a single point causes a failure of the 
request of the user 170. Permanent failures Which cause the 
computerized system to stop functioning and speci?c circum 
stance failures that are a result of a speci?c chain of events 
may create substantial delay and damage. 
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[0025] FIG. 2A illustrates a block diagram of the apparatus 
of the event diagnosis in the computerized system of the 
present invention, generally referenced 200. The apparatus 
200 for diagnosis of the computerized system shoWn in asso 
ciation With FIG. 1 is preferably implemented Within a com 
puting platform. Persons skilled in the art Will appreciate that 
many different kinds of computerized systems may be diag 
nosed by the apparatus 200 and that the apparatus 200 may be 
linked locally or remotely via netWork 204 to various moni 
toring elements shoWn in association With FIG. 1. NetWork 
204 can be a packet centric data netWork, such as a Local Area 
NetWork (LAN), a Wide Area NetWork (WAN), a Wireless 
netWork and the like. In some exemplary embodiments of the 
present invention, the platform comprises a central process 
ing unit, a storage device and a communication device. The 
platform can be a personal computing device or any other 
computing device comprising said elements. The computing 
platform can be located in any section along the computerized 
system, including but not limited to any node, section, inter 
section, and also remote to said computerized system. The 
apparatus 200 of the present invention preferably comprises a 
collecting module 202 for collecting events or extracting data 
about the computerized system. Collecting module 202 is 
operative to collect events generated by an element of the 
computerized system or to extract data gathered by one or 
more monitoring tools of the computerized system. In some 
exemplary embodiments of the present invention, collecting 
events or extracting data from the computerized system can 
be performed by dedicated scripts that are implemented at 
different locations of the computerized system. Alternatively 
a snif?ng program or a port mirror program can be used for 
collecting netWork tra?ic from Which events or resource data 
can be extracted in accordance With the computerized system. 
It Will be appreciated by persons skilled in the art that the 
collecting scripts Will collect events transmitted by elements 
of the computerized system or extract data or do both, there 
fore should monitor certain nodes or connect to existing one 
or more monitoring tools at the computerized system either 
directly or using TCP/IP or any other form of connection. A 
non limiting example of a collecting script appears beloW: 

# run once : build headers 

echo “Building headers” 

echo “‘date"’ >> ${ME}.headers 

ps —ef >> ${ME}.headers 
echo “=== vrnstat —dS Disk Transfers ===” >> ${ME}.headers 
vmstat —dS l 2 >> ${ME}.headers 
echo “=== vrnstat —f forks ===” >> ${ME}.headers 

vmstat —f >> ${ME}.headers 
echo “=== vrnstat —s ===” >> ${ME}.headers 

vmstat —s >> ${ME}.headers 
echo “=== sWapinfo —mtan ===” >> ${ME}.headers 
sWapinfo —mtan >> ${ME}.headers 
echo “=== iostat ===” >> ${ME}.headers 
iostat —t l 2 >> ${ME}.headers 
echo “=== nfsstat —m ===” >> ${ME}.headers 

nfsstat —m >> ${ME}.headers 
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-continued 

echo “=== nfsstat ===” >> ${ME}.headers 

nfsstat >> ${ME}.headers 
echo “=== netstat -s ===” >> ${ME}.headers 

netstat —s >> ${ME}.headers 

for op in $options 
do 
echo “=== sar —${op ===” >> ${ME}.headers 

done 
# +++++++ 

[0026] In another exemplary embodiment of the present 
invention, the collecting module 202 can use existing tools or 
use the computerized system tools 100 of FIG. 1 in order to 
extract data generated by the monitoring tools associated With 
the computerized system. Non limiting examples for moni 
toring tools are network monitoring tool 104, Web server 
monitoring tool 106, application server monitoring tool 107, 

database monitoring tool 108, storage monitoring tool 109 
and end-user experience monitoring tool 102 of FIG. 1. The 
user experience monitoring tool 102 can be Topaz manufac 
tured by Mercury Interactive, CA, USA. The database moni 
toring tool 109 can be Quest Central manufactured by Quest 
Software, CA, USA. In other preferred alternatives of the 
present invention, database monitoring tool can be substi 
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tuted by a storage monitoring tool or used in addition thereto. 
The storage monitoring tool 109 can be SANscreen manufac 
tured by Onaro Inc, MA USA. The application server moni 
toring tool 107 can be Introscope manufactured by Computer 
Associates, NY, USA. 
[0027] A person skilled in the art Will appreciate that each 
one or any combination of the monitoring tools can be used 
for collecting events or resource data. The apparatus 200 of 
the present invention further comprises a transforming mod 
ule 220 for transforming the information stored on the data 
base or repository 210 to a predetermined meaningful math 
ematical representation form to be analyzed by analyzing 
module 230 for further processing. Transforming module 220 
transforms the computerized system events to events based 
time series. The transforming module 220, in some exem 
plary embodiments of the present invention, stores the pre 
determined representation form at the database 210. 
[0028] Computerized system for multiple users may gen 
erate feW events of the same event type therefore in some 
exemplary embodiments of the present invention, the events 
collected or data extracted by collecting module 202 are 
classi?ed by event types. Event type, in accordance With the 
preferred embodiment of the present invention, is a computer 
routine or a subroutine or a function or a set of one or more 

computer code lines that require an input data and have an 
output. Different input or output of the same subroutine or a 
function or a set of one or more computer code lines is 
referred as a different event. Alternatively, events that differ in 
their input or output but are a result of the same computer 
routine or computer function are attributed to the same event 
type. Therefore, one event can have a longer response time 
than another, but yet they are of the same event type. A person 
skilled in the art Will appreciate determining Which resource 
of the computerized system is used by Which event type 
instead of using each event for that determination. In non 
limiting examples of the present invention, event type can 
include SQL command or HTTP URL request or SAP trans 
action code. An SQL command can be “select * from table 
EMPLOYEE Where IDI? and NAME:?”. An SQL command 
can also be “select ID, NAME, DATA from Employee Where 
COMPANYI?” or “update table EMPLOYEE set NAMEI? 
Where ID:?”. An HTTP request can be any of the folloWing: 

GET hot-Web-03/cortal/servlet/CM/INTERNAL/LAYOUT?itemfid=7; 
GET /cortal/servlet/CM/ITEM/GET 
format=xml&itemitype=DOCUMENT&itemitype=BREAKINGNEWS; 
GET /cortal/servlet/CM/SESSION/GET http://hot-Web 
03/cortal/servlet/CM/INTERNAL/LAYOUT?itemfid=7; or 
POST /app—cortal/customization/customImages/layout/envelope+on.jpg. 

A SAP transaction event can be ZGM_GRANT_STATUS; 
GPVlTRUC9l4. A SAP transaction event can also be 
ME51N; PRGV156 GH or STA05; GVPX. 
[0029] In the context of the present invention, events col 
lected or data extracted can be also described as information 
collected or extracted. Sni?ing programs or port mirror pro 
grams can be used, in some exemplary embodiments of the 
present invention, for collecting netWork traf?c, from Which 
events or resource data can be extracted. 

[0030] The apparatus 200 of the present invention further 
comprises a database or repository module 210 for storing the 
information collected by extracting or collecting module 202 
or by a transforming module 220 or by an analyzing module 
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230 or by a data visualization module 240 or a combination of 
the said modules. The Database module 210 stores the infor 
mation about the event generated by the element of the com 
puterized system in a database or a repository. Any type of 
database device canbe used as the database module 210 of the 
present invention. In a non limiting example, the database 
module 210 of the present invention is an SQL generated 
database, produced and manufactured by the Microsoft Corp, 
Washington, USA. The apparatus 200 for diagnosis of the 
computerized system of the present invention further com 
prises a transforming module for transforming the at least one 
event or at least one data element to an at least one event based 
time series as further described at FIG. 2B. The apparatus 200 
further comprises an analyzing module 230 for performing 
event diagnosis of the information collected by collecting 
module 202 and stored in the database or repository module 
210 or transmitted by the transforming module 220. As fur 
ther described in greater detail in FIG. 2C the analyzing 
module 230 ?rst classi?es Which resources of the computer 
ized system are consumed by Which events, for a ?rst prede 
termined time interval. The event based time series can have 
one or more time intervals. Analyzing module 230 next deter 
mines a function betWeen the event based time series and the 
time the resource Was consumed by that event for a second 
predetermined time interval. In some exemplary embodi 
ments of the present invention, the analyzing module 230 
stores the event diagnosis analysis results or part of the results 
at the database or repository 210. In some exemplary embodi 
ments of the present invention, the apparatus 200 for diagno 
sis of the computerized system of the present invention fur 
ther comprises a data visualization module 240 for receiving 
and presenting the results of the event diagnosis performed by 
analyzing module 230. The data visualization module 240, in 
some exemplary embodiments of the present invention, stores 
the presenting results at the database 210. In some alternative 
embodiments of the present invention, the apparatus 200 
further comprises a display module (not shoWn) for vieWing 
the results of the event diagnosis received from data visual 
ization module 240 or from the database or repository 210. In 
one exemplary embodiment of the present invention the dis 
play is a computer screen or a television screen or like display 
devices. In another exemplary embodiment of the present 
invention, the display module is one or more of the comput 
erized system displays throughout Which the end user or an 
administrator or others may vieW the results of the analysis 
performed by the apparatus 200 of the present invention. In 
some exemplary embodiments of the present invention data 
visualization module 240 of FIG. 2 may prompt or alert the 
user on a display module for any anomaly of the event pro?le 
of the computerized system comparing an exact event pro?le 
function or function extrapolation, implying possible future 
malfunctioning. A person skilled in the art Will appreciate that 
the function can be any function including linear function or 
a non linear function. 

[0031] FIG. 2B illustrates a block diagram of the method of 
operation of the event diagnosis in the computerized system, 
in accordance With the preferred embodiment of the present 
invention. The method for diagnosis of a computerized sys 
tem such as the computerized system disclosed in association 
With FIG. 1 is preferably executed by the apparatus 200 of 
FIG. 2A. In step 270 the apparatus 200 of FIG. 2A collects 
information about the computerized system. In this step data 
or events generated by an element of the computerized system 
can be collected or extracted. The use of the Word extract 



US 2010/0287416 A1 

denotes extraction of information from available monitoring 
elements 100 in association With FIG. 1. The use of the Word 
collect also denotes the monitoring of different resources in 
the computerized system shoWn in FIG. 1 and collecting 
events that potentially consume such resources. In some 
exemplary embodiments of the present invention, collection 
of events or extraction of data Will only be performed on 
predetermined variables or sources available in the comput 
erized system shoWn in FIG. 1. Events are extracted either 
from the netWork snif?ng data or directly collected from log 
?les or data resources of the different tiers of the computer 
ized system. For extracting events from netWork data, a pre 
determined phrase is provided to a parser according to a 
protocol over Which the netWork data and the events are 
passed betWeen the different tiers. Analysis of the parser’s 
results provide for the event code, start time and end time 
Which then are stored at database 210 of FIG. 2A. In some 
exemplary embodiments of the present invention, the proto 
cols are HTTP, SQL*NET, IIOP, SOAP, RMI, AJP12, AJP13, 
RPC and a like. The protocols are dependant of the compo 
nents composing the different tiers of the computerized sys 
tem. In a non limiting example of the present invention, the 
parser can use the phrase GET or POST for determining the 
beginning of an HTTPl .1 event. In another non limiting 
example the parser can use the phrase SELECT or UPDATE 
for determining the beginning of an Oracle9i SQL*NET 
request. A beginning of an event of SQLServer TNS protocol 
can be the phrase EXEC or SELECT. Typically, the informa 
tion collected or extracted Will be categorized according to 
events or event types. 

[0032] The events generated by the computerized system 
are monitored constantly and time tagged according to their 
appearance (start time) and termination (end time) While the 
resources are being monitored at a predetermined time inter 
vals. A non limiting time interval is 15 seconds. In step 272 
the information collected by apparatus 200 is stored at the 
database module 210. In some alternative embodiments of the 
present invention, the step of storing the information at the 
database module Will occur after the data is transformed, 
analyzed or visualized as is describedbeloW. Next, in step 274 
the information collected or extracted is transformed to a 
predetermined form to be preferably analyzed by analyzing 
module 230 of FIG. 2A for further processing. In this step, the 
computerized system events are transformed to an event 
based time series by summing all the active executed events, 
Which belong to the same event type, Within the monitoring 
predetermined time interval for each resource. Then, for each 
time interval and for each event type the equation event type 
multiply by a constant equals to a resource consumption time 
or utilization percentage can be Written. The said sets of 
equations are to be solved by the analyzing module 230 of 
FIG. 2A. 

[0033] In step 280 the apparatus 200 of FIG. 2A performs 
an event diagnosis of the information collected by collecting 
module 202 and stored by database 210 previously trans 
formed by transforming module 220. Step 280 is described in 
details in FIG. 2C beloW. Next, in step 294 the apparatus 200 
of FIG. 2A generates a report containing results of the analy 
sis module 280. In some exemplary embodiments of the 
present invention, the results are shoWn on a display by the 
data visualization module 240 of FIG. 2A or stored at the 
database or repository 210 of FIG. 2A or are sent to a prede 
termined person, such as a user, an administrator or other 
external module for further processing. In a non limiting 
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example of the present invention the said external module is a 
resource management system, error management system and 
the like. 

[0034] FIG. 2C illustrates a block diagram of step 280 of 
FIG. 2B of the method of operation of the analyzing module 
230 of FIG. 2A. In step 282 the analyzing module 230 of FIG. 
2A classi?es Which resources of the computerized system are 
consumed by Which events, for a ?rst predetermined time 
interval. A person skilled in the art Will appreciate the various 
mathematic techniques for the said classi?cation. In a non 
limiting example the said classi?cation can be done by apply 
ing correlation techniques such as Pearson and Spearman 
correlation tests and applying a prede?ned correlation thresh 
old. The event based time series can have one or more time 
intervals. In step 284 analyzing module 230 of FIG. 2A ?nds 
for each event type the share of resource consumption for a 
second predetermined time interval. Next, in step 286 ana 
lyzing module 230 determines a function betWeen the event 
based time series and the time the resource consumed that 
event for the second predetermined time interval. The second 
predetermined time interval is contained in or equal to the ?rst 
predetermined time interval. In some exemplary embodi 
ments of the present invention, the function is a linear func 
tion. In a non limiting example, determining the linear func 
tion betWeen the at least one event based time series and the at 
least one measurable attribute of the at least one resource for 
the at least one event comprises the use of a minimum least 
square method. Minimum least square method comprises a 
step of measuring the distances betWeen the required linear 
function and all the data points. Next, the required linear 
function is modi?ed such that the sum of the measured dis 
tances betWeen the required linear function and all the data 
points is minimized. In other exemplary embodiments of the 
present invention, the function is a non linear function. Alter 
natively, determining the linear function may comprise the 
use of iteratively introducing Weights into the set of the linear 
equations Which describes the relation betWeen the event or 
event type and the resources. The Weights are the relation 
coef?cients at the said linear equations. The Weights are itera 
tively changed until a predetermined condition is satis?ed or 
the predetermined threshold is reached. Next, in step 288, the 
function is continued to be calculated for a third predeter 
mined time interval different from the second predetermined 
time interval and contained in the ?rst predetermined time 
interval such that for each time interval an event pro?le model 
can be provided determining Which event is using Which 
resource, When and hoW much of the resource is utilized by 
the event. 

[0035] FIGS. 3A, 3B are a schematic illustration of exem 
plary information recorded and stored in database or reposi 
tory 210 of FIG. 2A by the collecting data module 202 of FIG. 
2A, in accordance With a preferred embodiment of the present 
invention. As shoWn in FIG. 3A, in exemplary embodiments 
of the present invention, the information is preferably stored 
in a table form storing for each event, the event name, the 
event start time and the event end time. Each event can be 
identi?ed by a name, identifying number and a like. The 
schematic exemplary table of FIG. 3A is a non limiting 
example for storing the collected or extracted information at 
database 210 of FIG. 2A. The table titles are event name 310, 
start time 320, end time 330. Other suitable titles or headers 
may be used in similar exemplary tables and the titles or 
headers do not serve to limit the scope of the information that 
can be stored in database 210 of FIG. 2A Which is associated 
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With events collected or data extracted. The event ZGM_ 
GRANT_STARTS 312 starts to consume a resource or a 

number of resources at 12:22:43.000 (322) (12 hours, 22 
minutes, 43 seconds, 0 milliseconds) and ?nishes to use the 
said resources at 12:22:57.000 (332). At the collecting data 
step 270 ofFIG. 2B the resource or resources being consumed 
by the event ZGM_GRANT_STARTS 312 are unknown. The 
time resolution is predetermined according to the event diag 
nosis purposes, second or millisecond resolution is adequate 
for practical purposes. The same event ZGM_GRANT_ 
STARTS 312 also starts to consume a resource or resources at 

12:30:00.000 (324) and ?nishes at 12:30: 15.000 (334). 
Another non limiting example is event MESUN; 
RM_MEREQ_GUI 314 Which starts to consume a resource 
or resources at 12:22:43.000 (326) and ?nishes to use 
resources at 12:22:45.100 (336). A person skilled in the art 
appreciates classi?cation of events to event types and storing 
the information regarding event types in addition or instead of 
the information regarding the events at database 210 of FIG. 
2A. Therefore, event 310 at the schematic exemplary table of 
FIG. 3A can be referred to as event type and the non limiting 

examples: ZGM_GRANT_STARTS 312 and MESUN; 
RM_MEREQ_GUI 314 can be referred to as event types 
comprising a lot of single events generated by the computer 
ized system 
[0036] As shoWn in FIG. 3B, in exemplary embodiments of 
the present invention, the information is preferably stored in 
a table form storing for each resource, the utilization of the 
resource at a predetermined time interval. In some exemplary 
embodiments of the present invention, the time intervals, in 
Which the different resources of the computerized system are 
monitored, are constant. 

[0037] At 12:22:15 (360) (12 hours, 22 minutes, 15 sec 
onds) the CPU utilization 342 Was 76 percent. The reading 
from DISK 1 (344) Was 22 bytes per second. The Writing to 
DISK 2 (350) Was 89 bytes per second and the netWork 
transported bytes 346 Were 76 per second. Next, after 15 
seconds at 12:22:30 (362), the CPU 342 utilization Was 21 
percentages. The reading from DISK 1 (344) Was 54 bytes per 
seconds. The Writing to DISK 2 (350) Was 25 bytes per 
seconds and the netWork transported bytes per second (346) 
Were 88. 

[0038] A person skilled in the art Will appreciate the differ 
ent resources attributes that can be measured for determining 
the utilization of the said different resources. A non limiting 
example for different resources is a logical disk; a physical 
disk; a processor; a computerized system or subsystem and a 
like. A non limiting example for the different resources 
attributes is any one or combination of the folloWing: time; 
consumed time; speed; netWork speed; storage space; avail 
able space; space; free space; hit rate or byte rate; read or 
Write queue length; average queue length; temporary queue 
length; read or Write time; transfer time; idle time; split i/o; 
packets; packets received; packets sent; packets per sec; 
bandWidth; received bytes; page faults; available bytes; com 
mitted bytes; commit limit; Write copies; transition faults; 
cache faults; demand zero faults; pages input; page reads; 
pages output; pool paged; pool nonpaged; page Writes; free 
system page table entries; cache; cache peak; pool paged 
resident; system code total; system resident code; system 
total resident; system total driver; packets received; packets 
sent; packets error; packets unknoWn; system driver; system 
resident driver; system resident cache; committed in use; 
processor time; user time; interrupt; threads; processes; sys 

Nov. 11, 2010 

tem up time; alignment ?xups; exception dispatches; ?oating 
emulations; registry quota in use; ?le read operations; ?le 
Write operations; ?le control operations; ?le read bytes; ?le 
Write bytes; ?le control bytes; context sWitches; system calls: 
?le data operations; system up time; processor queue length; 
memory page faults; page ?le sys usage; page ?le sys peak; 
and the like. One or more of the said attributes can be mea 

sured per seconds; bytes per seconds; seconds; bytes; bytes 
length; queue length; packets and the like. Persons skilled in 
the art Will appreciate that any other noW available or later 
used or developed resource attributes and measurements are 
contemplated by the present invention. 
[0039] FIG. 4 is a graph shoWing an exemplary consump 
tion of a resource by an event type, generally referenced 400. 
In accordance With one exemplary embodiment of the present 
invention, a graph 400 of a resource consuming time versus 
the event response time for a speci?c event type can be plotted 
over a feW days time scale. In other embodiments of the 
present invention any time scale can be used for plotting 
graph 400. Graph 400 can typically be plotted for each event 
type generated by the computerized system. In the present 
example, graph 400 is plotted for event type ME54N;RM_ 
MEREQ_GUI 410 for consuming the CPU resource. Y-axis 
of graph 400 represents CPU utilization time 420 and X-axis 
represents the event response time 430. In the present 
example, graph 400 is plotted over a ?ve day period for 
predetermined time intervals; therefore each point represents 
the consumption of the CPU and response time of the event 
Within the ?ve day period. One point 440 represents a con 
sumption time of about 1.1 sec and a response time of about 
9 sec. Another point 450 represents a consumption time of 
about 0.7 sec and a response time of about 11 sec. In the 
present example, there is no de?ned linear relation betWeen 
over all response time 430 of event 410 and its resource 
consumption 420. It is to be noted, that step 286 of FIG. 2C of 
analyzing module 230 of FIG. 3A determines a function 
betWeen the event based time series and the time the resource 
Was consumed by that event for the second predetermined 
time interval. The second predetermined time interval is con 
tained in or equal to the ?rst predetermined time interval. A 
person skilled in the art Will appreciate that determining a 
linear function is performed intermittently rather than for the 
entire data for the entire time interval. Event diagnosis in the 
computerized system can be further understood as ?nding the 
exact event pro?le While taking into consideration substan 
tially the entire possible resources consumption across sub 
stantially all tiers of the application: client 170 of FIG. 1, 
?reWall 160 of FIG. 1, load balancer 140 of FIG. 1, Web 
servers 150 ofFIG. 1, database 120 of FIG. 1, storage 110 of 
FIG. 1, netWork and a like. Next, a model of substantially the 
entire computerized system can be made from a performance 
perspective point of vieW: What event is using What resource, 
When and hoW much of the resource is utilized by the event. 
Having exact event resource consumption pro?le for each 
time interval (second predetermined time interval, third pre 
determined time and a like) may help the user improving the 
performance of the computerized system. In some exemplary 
embodiments of the present invention the user may detect 
through receiving notice from the event diagnosis apparatus 
of the present invention that the root cause of sloW event 
response time is a malfunction of a hard disk and Will there 
after increase the hard disk throughput threshold thus solving 
the root cause. In another exemplary embodiment of the 
present invention the user may manipulate other system con 
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?guration parameters such as system cache, system paging, 
network throughput, I/O controller throughput and a like in 
order to avoid possible future malfunctioning or solve the root 
cause of existing malfunctioning or reduced performance. In 
other exemplary embodiments of the present invention data 
visualization module 240 of FIG. 2A may prompt or alert the 
user on a display module for any anomaly of the event pro?le 
of the computerized system comparing the exact event pro?le 
linear function or linear function extrapolation, implying pos 
sible future malfunctioning. In another exemplary embodi 
ments of the present invention there is provided an apparatus 
and a method for detecting phenomena such as a single over 
consuming event, a group of over consuming events, a single 
resource bottleneck Which occurs When all event are consum 

ing the same resource, events deadlock situation Which can be 
revealed When the sum of the resources’ utilization time for a 
speci?c event is less than the overall response time, and a like. 

[0040] Such a model of event to resource relation is essen 
tial for automatic problem and root-cause detection. A person 
skilled in the art Will appreciate the management and opera 
tional advantages of determining a model in a real time for 
any dynamic system. 
[0041] FIG. 5 is a schematic illustration of an exemplary 
display result of the resources consumption by substantially 
all the event types of the computerized system, generally 
referenced 500. Exemplary display 500 shoWs a graph that 
represents the consumption of a three resources’ computer 
ized system by a speci?c event type (name or ID of the event 
type is not shown) over a period of time of one hour, between 
12:12 to 13:12, on Oct. 10, 2004. Title 550 outline the date 
and the one hour period for Which graph 500 is plotted. Y axis 
represents the average response time of the speci?c event and 
the percentage of time the event Was consuming each 
resource. X axis represent the time of resource sampling. In 
the present example, more time is spent by the speci?c event 
in consuming netWork resource 542 than consuming I/O 
resource 512 or consuming of CPU resource 532. For isolat 
ing moment in time in Which the speci?c event type is over 
consuming a speci?c resource, peaks of resource consump 
tion are marked for all resources in a legend box 502. The 
legend box 502 shoWs a resource consumption peak 510 at 
12:22 shoWing a 98% U0 usage. The legend box 502 also 
shoWs a resource consumption peak 520 at 12:32 shoWing a 
97% U0 usage. Legend box 502 shoWs a resource consump 
tion peak 530 at 12:37 shoWing a 100% CPU usage, and a 
resource consumption peak 540 at 12:56 shoWing a 76% 
netWork usage. It Will be appreciated that other resource 
consumption peaks can be shoWn on legend 520 and in graph 
500. Alternatively, the legend box 502 can provide an indica 
tion about an event consumption that may cause a resource to 
peak and not indicating about unusual event consumption that 
is not causing resources’ overloads or bottlenecks. Still refer 
ring to FIG. 5 theY axis represents average response time of 
a speci?c event type 560. The stacked graphs Within the 
average response time display the distribution of the response 
time of the speci?c event type, betWeen the different 
resources from an event perspective. In other Words, the leg 
end box 502 shoWs What can be seen from a resource perspec 
tive. Generally, from an event perspective, it is possible that 
for a speci?c time frame the event Will spend an exemplary 
40% of his time in I/O consumption, instead of its exemplary 
“usual” 20%, but still such consumption is not substantially 
causing bottlenecks or malfunction to the I/O resource. HoW 
ever, there could be a time frame in Which the event spends an 
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exemplary 25% of his time in I/O consumption, but said 
exemplary 25% substantially cause the I/O resource to peak. 
[0042] In another exemplary embodiment of the present 
invention exemplary display 500 represents a graph of the 
consumption of a speci?c resource by substantially all the 
events or events type of the computerized system (not shoWn) 
over one hour betWeen 12:12 to 13:12 on Oct. 10, 2004. Title 
550 outlines the date and the one hour period for Which graph 
500 is plotted. Y axis represents the speci?c resource utiliza 
tion and each layer represents a consumption level of a single 
event or event type. In a non limiting example the consump 
tion of a ?rst event type 542 over the diagnosed period is 
loWer than the consumption of a second event type 532 and 
the consumption of a third event type 512. Peaks of the 
speci?c resource consumption are marked for all plotted 
event types in a legend box 502. A single resource bottleneck 
Which occurs When all event are consuming the same resource 
can be easily diagnosed using the exemplary embodiment. 
[0043] The person skilled in the art Will appreciate that 
What has been shoWn is not limited to the description above. 
The person skilled in the art Will appreciate that examples 
shoWn here above are in no Way limiting and are shoWn to 
better and adequately describe the present invention. Those 
skilled in the art to Which this invention pertains Will appre 
ciate the many modi?cations and other embodiments of the 
invention. It Will be apparent that the present invention is not 
limited to the speci?c embodiments disclosed and those 
modi?cations and other embodiments are intended to be 
included Within the scope of the invention. Although speci?c 
terms are employed herein, they are used in a generic and 
descriptive sense only and not for purposes of limitation. 
Persons skilled in the art Will appreciate that the present 
invention is not limited to What has been particularly shoWn 
and described hereinabove. Rather the scope of the present 
invention is de?ned only by the claims, Which folloW. 

I/We claim: 
1. A method for diagnosis of a computerized system, the 

method is implemented Within a computing platform, the 
platform comprises at least one processing unit, at least one 
storage device; and at least one communication device, the 
method comprising the steps of: 

collecting at least one event or extracting at least one data 
element generated by an element of the computerized 
system; 

transforming the at least one event or at least one data 
element to an at least one event based time series, said at 
least one event based time series having at least one 

interval; 
determining Which at least one resource of the computer 

ized system is consumed by Which of the at least one 
event, for a ?rst predetermined time interval; and 

determining a functionbetWeen the at least one event based 
time series and an at least one measurable attribute of the 
at least one resource for the at least one event for a 
second predetermined time interval. 

2. The method for diagnosis of a computerized system of 
claim 1 further comprising a step of storing the at least one 
event or at least one data element generated by an element of 
the computerized system in a database. 

3. The method for diagnosis of a computerized system of 
claim 1 Wherein the ?rst predetermined time interval is longer 
than or equal to the second predetermined time interval. 

4. The method for diagnosis of a computerized system of 
claim 1 Wherein said function is a linear function. 
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5. The method for diagnosis of a computerized system of 
claim 1 Wherein said function is a non-linear function. 

6. The method for diagnosis of a computerized system of 
claim 1 Wherein said measurable attribute comprises any on 
of the following attributes: time; consumed time; speed; net 
Work speed; storage space; available space; space; free space; 
bit rate byte rate; read or Write queue length; average queue 
length; temporary queue length; read or Write time; transfer 
time; idle time; split i/o; packets; packets received; packets 
sent; packets per see; bandWidth; received bytes; page faults; 
available bytes; committed bytes; commit limit; Write copies; 
transition faults; cache faults; demand zero faults; pages 
input; page reads; pages output: pool paged; pool non paged; 
page Writes; free system page table entries; cache; cache 
peak; pool paged resident; system code total; system resident 
code; system total resident; system total driver; packets 
received; packets sent; packets error; packets unknown; sys 
tem driver; system resident driver; system resident cache; 
committed in use; processor time; user time; interrupt; 
threads; processes; system up time; alignment ?xups; excep 
tion dispatches; ?oating emulations; registry quota in use; ?le 
read operations; ?le Write operations; ?le control operations; 
?le read bytes; ?le Write bytes; ?le control bytes; context 
sWitches; system calls; ?le data operations; system up time; 
processor queue length; memory page faults; page ?le sys 
usage; page ?le sys peak. 

7. The method for diagnosis of a computerized system of 
claim 1 Wherein the second predetermined time interval is 
contained in the ?rst predetermined time interval. 

8. The method for diagnosis of a computerized system of 
claim 1 further comprising a step of determining a function 
betWeen the at least one event based time series and the at 
least one measurable attribute of the at least one resource for 
the at least one event for a third predetermined time interval. 

9. The method for diagnosis of a computerized system of 
claim 8 Wherein the third predetermined time interval is dif 
ferent from the second predetermined time interval. 

10. The method for diagnosis of a computerized system of 
claim 1 Wherein said step of determining the function 
betWeen the at least one event based time series and at least 
one measurable attribute of the at least one resource for the at 
least one event comprises the use of minimum least square 
method step. 
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11. The method for diagnosis of a computerized system of 
claim 11 further comprising the step of iteratively introducing 
Weights into the said step of determining the function 
betWeen the at least one event based time series and at least 
one measurable attribute of the at least one resource for the at 
least one event. 

12. The method for diagnosis of a computerized system of 
claims 1 or 22 or 8 or 10 or 11 Wherein the event is an event 

type. 
13. The method of claims 1 or 8 or 10 or 11 Wherein the at 

least one resource is an at least one consumed resource. 

14. The method for diagnosis of a computerized system of 
claim 6 Wherein said measurable attribute is measured by any 
one of the folloWing: per seconds; bytes per seconds; seconds; 
bytes; bytes length; queue length; packets. 

15. An apparatus for diagnosis of a computerized system, 
the apparatus is implemented Within a computing platform, 
the platform comprises at least one processing unit, at least 
one storage device; and at least one communication device, 
the apparatus comprising: 

a collecting module for collecting information about the 
computerized system; 

a database for storing the information collected by the said 
collecting module; and 

an analyzing module for performing event diagnosis on the 
information collected by said collecting module and 
stored by said database. 

16. The apparatus of claim 15, further comprising a trans 
forming module for transforming the information stored on 
said database to a predetermined form to be analyzed by said 
analyzing module for further processing. 

17. The apparatus of claim 15, further comprising a data 
visualization module for receiving and presenting the results 
of the event diagnosis performed by said analyzing module. 

18. The apparatus of claim 16, further comprising a display 
module for vieWing the results of the event diagnosis received 
from the said data visualization module. 

19. The apparatus of claim 14 Wherein the event is an event 
type. 
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