
US 20090070163A1 

(12) Patent Application Publication (10) Pub. No.: US 2009/0070163 A1 
(19) United States 

Angel] et al. (43) Pub. Date: Mar. 12, 2009 

(54) METHOD AND APPARATUS FOR 
AUTOMATICALLY GENERATING LABOR 
STANDARDS FROM VIDEO DATA 

(76) Inventors: Robert Lee Angell, Salt Lake City, 
UT (US); James R. Kraemer, 
Santa Fe, NM (US) 

Correspondence Address: 
DUKE W. YEE 
YEE AND ASSOCIATES, P.C., P.O. BOX 802333 
DALLAS, TX 75380 (US) 

(21) App1.No.: 11/853,491 

(22) Filed: Sep. 11, 2007 

Publication Classi?cation 

(51) Int. Cl. 
G06Q 10/00 (2006.01) 
G06F 17/30 (2006.01) 
G06F 17/40 (2006.01) 

(52) U.S. Cl. .......................................................... .. 705/7 

(57) ABSTRACT 

A computer implemented method, apparatus, and computer 
usable program product for creating a labor standard for a 
task. The process automatically detects event data derived 
from a continuous video stream, Wherein the event data com 
prises metadata describing a sequence of motions for per 
forming the task, and parses the event data to identify appro 
priate event data describing a discrete set of motions from the 
sequence of motions. The process then analyzes, using an 
analysis server, the discrete set of motions to form a labor 
standard, Wherein the labor standard speci?es an optimal 
manner of performing the discrete set of motions. Thereafter, 
the process generates a set of recommendations for perform 
ing the task ef?ciently according to the labor standard. 
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METHOD AND APPARATUS FOR 
AUTOMATICALLY GENERATING LABOR 

STANDARDS FROM VIDEO DATA 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] The present invention is related to the application 
entitled Intelligent Surveillance System and Method for Inte 
grated Event Based Surveillance, application Ser. No. 
11/455,251 (?led Jun. 16, 2006), assigned to a common 
assignee, and Which is incorporated herein by reference. 

BACKGROUND OF THE INVENTION 

[0002] 1. Field of the Invention 
[0003] The present invention relates generally to an 
improved data processing system, and in particular, to a com 
puter implemented method and apparatus for generating 
labor standards. Still more particularly, the present invention 
relates to a computer implemented method, apparatus, and 
computer usable program product for utiliZing digital video 
modeling to generate labor standards from video data. 
[0004] 2. Description of the Related Art 
[0005] Labor standards are guidelines implemented by 
organiZations to standardiZe and streamline the performance 
of repetitive tasks. Labor standards describe in detail hoW one 
or more tasks of a process should be performed. 
[0006] For example, labor standards may describe the per 
formance of a discrete set of motions to complete a particular 
task, the type of tools necessary to perform the discrete set of 
motions, and an amount of time allocated to complete the 
discrete set of motions in a safe and repeatable Way. A discrete 
set of motions is one or more motions that must be performed 
to complete a task. The completion of a task requires the 
performance of a sequence of motions. The sequence of 
motions is a series of one or more discrete sets of motions. By 
implementing labor standards, tasks are performed With 
greater e?iciency. 
[0007] For example, a labor standard relating to bricklaying 
may include a description for the placement of a bricklayer’s 
feet in relation to a Wall, a mortar box, and a pile of bricks; a 
description of an optimum height for the mortar box and 
bricks in relation to the bricklayer; and the discrete set of 
motions necessary for selecting a brick, applying mortar, and 
placing the brick into the Wall. The sequence of motions 
includes the discrete set of motions relating to the selection of 
a brick, applying mortar, and placing the brick into the Wall. 
In addition, this labor standard may specify a speci?c orien 
tation of each brick in the pile of bricks, a preferred depth of 
the mortar box, and a time for completing each motion in the 
discrete set of motions. 

[0008] One currently used method for developing labor 
standards requires an industrial engineer to break the selected 
task doWn into component parts. Each component part is 
analyZed using time studies, motion studies, and Work sam 
pling. After su?icient data has been gathered, the industrial 
engineer can eliminate unnecessary motions and allocate an 
amount of time to perform the remaining motions to complete 
the task in an ef?cient manner. HoWever, this method of 
generating labor standards is time and labor intensive because 
it may require a team of industrial engineers to closely moni 
tor numerous Workers performing the task over an extended 
period of time to collect enough data to create an optimum 
labor standard. 
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[0009] Another currently used method for generating a 
labor standard involves the use of industry-speci?c standards 
to form a generic labor standard. Because every task is com 
prised of a discrete set of motions, such as picking up a 
product and putting it on a pallet, moving a pallet to a par 
ticular location, and unloading the pallet, various industries 
have compiled accepted standards describing hoW long each 
particular motion from the set of motions should take. The 
sum of the motions necessary for completing a task forms the 
generic labor standard. HoWever, this method uses industry 
standards that may fail to take into consideration particular 
details of performing the task at a given environment or under 
certain conditions. For example, the industry standards may 
not account for the fact that an older machine might take more 
time to load a product onto a pallet. Furthermore, the industry 
standards may not account for the fact that more time might 
be required to load a more fragile load or a heavier load. In 
addition, some industries may even lack industry standards 
for certain novel motions. 

[0010] The currently used methods for generating labor 
standards are impractical. Using industry standards permits 
the rapid creation of a generic labor standard. HoWever, the 
generic labor standard may be unrealistic or unusable because 
it is not customiZed to a particular task. Similarly, although 
the use of an industrial engineer to develop a labor standard by 
using time and motions studies overcomes these shortcom 
ings, these types of standards are time and labor intensive. 

SUMMARY OF THE INVENTION 

[0011] The illustrative embodiments described herein pro 
vide a computer implemented method, apparatus, and com 
puter usable program product for creating a labor standard for 
a task. The process automatically detects event data derived 
from a continuous video stream, Wherein the event data com 
prises metadata describing a sequence of motions for per 
forming a task, and parses the event data to identify appro 
priate event data describing a discrete set of motions from the 
sequence of motions. The process then analyZes, using the 
analysis server, the discrete set of motions to form a labor 
standard, Wherein the labor standard speci?es an optimal 
manner of performing the discrete set of motions. Thereafter, 
the process generates a set of recommendations for perform 
ing the task ef?ciently according to the labor standard. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0012] The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
itself, hoWever, as Well as a preferred mode of use, further 
objectives and advantages thereof, Will best be understood by 
reference to the folloWing detailed description of an illustra 
tive embodiment When read in conjunction With the accom 
panying draWings, Wherein: 
[0013] FIG. 1 is a pictorial representation of a netWork data 
processing system in Which illustrative embodiments may be 
implemented; 
[0014] FIG. 2 is a simpli?ed block diagram ofa facility in 
Which a set of sensors may be deployed for gathering event 
data in accordance With an illustrative embodiment; 

[0015] FIG. 3 is a block diagram ofa data processing sys 
tem in Which the illustrative embodiments may be imple 
mented; 
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[0016] FIG. 4 is a diagram of a smart detection system for 
generating event data in accordance with an illustrative 
embodiment of the present invention; 
[0017] FIG. 5 is a block diagram ofa data processing sys 
tem for generating labor standards in accordance with an 
illustrative embodiment; 
[0018] FIG. 6 is a block diagram ofa unifying data model 
for processing event data in accordance with an illustrative 
embodiment; 
[0019] FIG. 7 is a block diagram of data ?ow through a 
smart detection system in accordance with an illustrative 
embodiment; and 
[0020] FIG. 8 is a ?owchart of a process for generating 
labor standards in accordance with an illustrative embodi 
ment. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

[0021] With reference now to the ?gures, and in particular, 
with reference to FIGS. 1-2, exemplary diagrams of data 
processing environments are provided in which illustrative 
embodiments may be implemented. It should be appreciated 
that FIGS. 1-2 are only exemplary and are not intended to 
assert or imply any limitation with regard to the environments 
in which different embodiments may be implemented. Many 
modi?cations to the depicted environments may be made. 
[0022] FIG. 1 depicts a pictorial representation of a net 
work of data processing systems in which illustrative embodi 
ments may be implemented. Network data processing system 
100 is a network of computers in which the illustrative 
embodiments may be implemented. Network data processing 
system 100 contains network 102, which is the medium used 
to provide communications links between various devices 
and computers connected together within network data pro 
cessing system 100. Network 102 may include connections 
such as wire, wireless communication links, or ?ber optic 
cables. 
[0023] In the depicted example, server 104 and server 106 
connect to network 102 along with storage 108. In addition, 
clients 110 and 112 connect to network 102. Clients 110 and 
112 may be, for example, personal computers or network 
computers. In the depicted example, server 104 provides data, 
such as boot ?les, operating system images, and applications 
to clients 110 and 112. Clients 110 and 112 are clients to 
server 104 in this example. Network data processing system 
100 may include additional servers, clients, and other com 
puting devices not shown. 
[0024] In the depicted example, network data processing 
system 100 is the Internet with network 102 representing a 
worldwide collection of networks and gateways that use the 
Transmission Control Protocol/Internet Protocol (TCP/IP) 
suite of protocols to communicate with one another. At the 
heart of the Internet is a backbone of high-speed data com 
munication lines between major nodes or host computers, 
consisting of thousands of commercial, governmental, edu 
cational and other computer systems that route data and mes 
sages. Of course, network data processing system 100 may 
also be implemented as a number of different types of net 
works, such as for example, an intranet, a local area network 
(LAN), or a wide area network (WAN). FIG. 1 is intended as 
an example, and not as an architectural limitation for the 
different illustrative embodiments. 
[0025] Network data processing system 100 also includes 
facility 114. Facility 114 is a facility in which workers per 
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form one or more tasks of a process. The process may be the 
creation of a product. Thus, facility 114 may be, for example, 
a production plant for assembling computers. Workers within 
facility 114 may be assigned one or more discrete tasks asso 
ciated with the process of assembling computers and com 
puter components. For example, one worker may be assigned 
the task of soldering a speci?c component to a motherboard, 
whereas another worker may be assigned the task of mount 
ing the circuit board into the computer casing. The process 
may also be a service. For example, where facility 114 is a 
commercial garage, the process may be a tire rotation, oil 
change, inspection, or any other service that may be rendered 
by the employees of the garage. 
[0026] Examples of other products that may be generated at 
facility 114 include, without limitation, electronics, food 
items, automotive parts, fumiture, and tools. Additional 
examples of other services that may be provided at facility 
114 may include dry cleaning services, haircuts, gift wrap 
ping services, repair services, or any other type of service. 
[0027] Facility 114 may include one or more facilities, 
buildings, or other structures, such as parking lots. In addi 
tion, facility 114 may include any type of equipment, tool, 
vehicle, or employee for use in performing a particular pro 
cess. 

[0028] FIG. 2 depicts a simpli?ed block diagram of a facil 
ity in which illustrative embodiments may be implemented. 
In this illustrative embodiment in FIG. 2, facility 200 is a 
facility such as facility 114 in FIG. 1. In this illustrative 
example in FIG. 2, facility 200 is an industrial facility con 
?gured for the creation of product 202. Product 202 may be 
any tangible object that may be created, assembled, or pre 
pared at facility 200. For example, product 202 may include 
computers, electronics, toys, meals, buildings, containers, 
cars or any other object. However, in alternate embodiments, 
product 202 may be a service product. A service product is a 
service offered by a service provider, which is generally per 
formed and consumed at a single location. For example, 
service products may include car washes, oil changes, dry 
cleaning services, or any other similar types of services. As 
such, facility 200 may include any location in which tasks are 
performed to provide product 202. Thus, facility 200 may 
include, without limitation, residential or commercial 
garages, construction yards, training facilities, service facili 
ties, barbershops, delivery vehicles, or any other location in 
which tasks are performed. 

[0029] Facility 200 includes one or more strategically 
placed sensors for gathering event data at facility 200. Event 
data is data and metadata describing actions and events that 
occur in a facility, such as facility 200. Inparticular, event data 
includes audio and video data collected by one or more video 
cameras deployed at facility 200. For example, event data 
could describe a worker’s performance of a set of motions 
from a sequence of motions necessary for completing a task, 
an order for performing the motions, tools and equipment 
necessary for completing the task, locations for performing 
the motions, and a time for completing the motions. 
[0030] To gather event data, facility 200 includes sensor 
204. Sensor 204 is a set of one or more sensors deployed at 

facility 200 for monitoring a location, an object, or a person. 
Sensor 204 may be located internally and/or externally to 
facility 200. For example, sensor 204 may be mounted on a 
wall, a ceiling, equipment, a?ixed to a worker, or placed on 
any other strategic location within facility 200 to document 
the completion of tasks. 
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[0031] Sensor 204 may be any type of sensing device for 
gathering event data associated With the performance of a 
particular task at facility 200. Sensor 204 may include, With 
out limitation, a camera, a motion sensor device, a sonar, a 
sound recording device, an audio detection device, a voice 
recognition system, a heat sensor, a seismograph, a pressure 
sensor, a device for detecting odors, scents, and/or fragrances, 
a radio frequency identi?cation (RFID) tag reader, a global 
positioning system (GPS) receiver, and/or any other detection 
device for detecting the presence of a person, equipment, or a 
vehicle at facility 200. 
[0032] A heat sensor may be any type of knoWn or available 
sensor for detecting body heat generated by a human or ani 
mal. A heat sensor may also be a sensor for detecting heat 
generated by a vehicle, such as an automobile or a motor 
cycle. 
[0033] A motion detector may include any type of knoWn or 
available motion detector device. A motion detector device 
may include, but is not limited to, a motion detector device 
using a photo-sensor, radar or microWave radio detector, or 
ultrasonic sound Waves. 

[0034] A motion detector using ultrasonic sound Waves 
transmits or emits ultrasonic sounds Waves. The motion 
detector detects or measures the ultrasonic sound Waves that 
are re?ected back to the motion detector. If a human, an 
animal, or other object moves Within the range of the ultra 
sonic sound Waves generated by the motion detector, the 
motion detector detects a change in the echo of sound Waves 
re?ected back. This change in the echo indicates the presence 
of a human, animal, or other object moving Within the range 
of the motion detector. 
[0035] In one example, a motion detector device using a 
radar or microWave radio detector may detect motion by 
sending out a burst of microWave radio energy and detecting 
the same microWave radio Waves When the radio Waves are 

de?ected back to the motion detector. If a human, an animal, 
or other object moves into the range of the microWave radio 
energy ?eld generated by the motion detector, the amount of 
energy re?ected back to the motion detector is changed. The 
motion detector identi?es this change in re?ected energy as 
an indication of the presence of the human, the animal, or the 
other object moving Within the motion detectors range. 
[0036] A motion detector device, using a photo-sensor, 
detects motion by sending a beam of light across a space into 
a photo-sensor. The photo-sensor detects When a human, an 
animal, or object breaks or interrupts the beam of light as the 
human, the animal, or the object moves in-betWeen the source 
of the beam of light and the photo-sensor. These examples of 
motion detectors are presented for illustrative purposes only. 
A motion detector in accordance With the illustrative embodi 
ments may include any type of knoWn or available motion 
detector and is not limited to the motion detectors described 
herein. 
[0037] A pressure sensor detector may be, for example, a 
device for detecting a change in Weight or mass associated 
With the pres sure sensor. For example, if one or more pres sure 

sensors are imbedded in a sideWalk, Astroturf, or a ?oor mat, 
the pressure sensor detects a change in Weight or mass When 
a human or an animal steps on the pressure sensor. The pres 
sure sensor may also detect When a human or an animal steps 
off of the pressure sensor. In another example, one or more 
pressure sensors are embedded in a parking lot, and the pres 
sure sensors detect a Weight and/or mass associated With a 

vehicle When the vehicle is in contact With the pressure sen 
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sor. A vehicle may be in contact With one or more pressure 
sensors When the vehicle is driving over one or more pressure 
sensors and/or When a vehicle is parked on top of one or more 
pressure sensors. 

[0038] A camera may be any type of knoWn or available 
camera, including, but not limited to, a video camera for 
taking moving video images, a digital camera capable of 
taking still pictures and/or a continuous video stream, a stereo 
camera, a Web camera, and/ or any other imaging device 
capable of capturing a vieW of Whatever appears Within the 
camera’s range for remote monitoring, vieWing, or recording 
of a distant or obscured person, object, or area. A continuous 
video stream is multimedia captured by a video camera that 
may be processed to extract event data. The multimedia may 
be video, audio, or sensor data from collected by sensors. In 
addition, the multimedia may include any combination of 
video, audio, and sensor data. The continuous video data 
stream is constantly generated to capture event data about the 
environment being monitored. 
[0039] Various lenses, ?lters, and other optical devices 
such as Zoom lenses, Wide angle lenses, mirrors, prisms, and 
the like may also be used With the image capture device to 
assist in capturing the desired vieW. Devices may be ?xed in 
a particular orientation and con?guration, or it may, along 
With any optical device, be programmable in orientation, light 
sensitivity level, focus, or other parameters. Programming 
data may be provided via a computing device, such as server 
104 in FIG. 1. 

[0040] A camera may also be a stationary camera and/or a 
non-stationary camera. A non-stationary camera is a camera 
that is capable of moving and/or rotating along one or more 
directions, such as up, doWn, left, right, and/ or rotate about an 
axis of rotation. The camera may also be capable of moving to 
folloW or track a person, an animal, or an object in motion. In 
other Words, the camera may be capable of moving about an 
axis of rotation in order to keep a person or object Within a 
vieWing range of the camera lens. In this example, sensor 204 
includes non-stationary digital video cameras. 
[0041] Sensor 204 is coupled to, or in communication With, 
an analysis server on a data processing system, such as net 
Work data processing system 100 in FIG. 1. An exemplary 
analysis server is illustrated and described in greater detail in 
FIG. 5, beloW. The analysis server includes softWare for ana 
lyZing digital images and other data captured by sensor 204 to 
gather event data in facility 200. 
[0042] The audio and video data collected by sensor 204 is 
sent to smart detection softWare for processing. The smart 
detection softWare processes the information to form the 
event data. The event data includes data and metadata describ 
ing events captured by sensor 204. The event data is then sent 
to the analysis server for additional processing to form a labor 
standard associated With the generation of product 202. 
[0043] In the illustrative example in FIG. 2, sensor 204 is 
con?gured to monitor Worker 206 performing a sequence of 
motions. Worker 206 is person employed or located at facility 
200 and assigned to complete a prede?ned task. The pre 
de?ned task is associated With the generation of product 202. 
The completion of the task may require Worker 206 to operate 
equipment 208. Equipment 208 is objects usable by Worker 
206 to facilitate the completion of a task. For example, Where 
the task is the assembly electronic devices, Worker 206 may 
be an assembly line Worker and equipment 208 may include a 
soldering iron, a screWdriver, a voltmeter, or any other type of 
tool or equipment. In another example, Where the task is 
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Washing a car, then equipment 208 may include a hose, a 
sponge, a towel, or a squeegee. 

[0044] Sensor 204 may also be con?gured to monitor facil 
ity environment 210. Facility environment 210 is the ambient 
conditions of facility 200. Thus, facility environment 210 
may include, Without limitation, temperature, humidity, level 
of lighting, level of ambient noise, or any other condition of 
facility 200 that may have an effect on the completion of tasks 
by Worker 206. 
[0045] Facility 200 may also include identi?cation tag 212. 
Identi?cation tag 212 is one or more tags associated With 
objects or persons in facility 200. Thus, identi?cation tag 212 
may be utiliZed to identify an object or person and to deter 
mine a location of the object or person. For example, identi 
?cation tag 212 may be, Without limitation, a bar code pattern, 
such as a universal product code (UPC) or a European article 
number (EAN), a radio frequency identi?cation (RFID) tag, 
or other optical identi?cation tag. Identi?cation tag 212 may 
be a?ixed to or otherWise associated With Worker 206, equip 
ment 208, sensor 204, or product 202 Where product 202 is a 
tangible object. The type of identi?cation tag implemented in 
facility 200 depends upon the capabilities of the image cap 
ture device and associated data processing system to process 
the information. 
[0046] The data processing system, discussed in greater 
detail in FIG. 3 beloW, includes associated memory, Which 
may be an integral part, such as the operating memory, of the 
data processing system or externally accessible memory. 
Software for tracking objects may reside in the memory and 
run on the processor. The softWare in the data processing 
system maintains a list of all people, sensors, equipment, 
tools, and any other item of interest in facility 200. The list is 
stored in a database. The database may be any type of data 
base such as a spreadsheet, a relational database, a hierarchi 
cal database or the like. The database may be stored in the 
operating memory of the data processing system, externally 
on a secondary data storage device, locally on a recordable 
medium such as a hard drive, a ?oppy drive, a CD ROM, a 
DVD device, remotely on a storage area netWork, such as 
storage 108 in FIG. 1, or in any other type of storage device. 
[0047] The lists are updated frequently enough to provide a 
dynamic, accurate, real time listing of the people and objects 
located Within facility 200, as Well as the events that occur 
Within facility 200. The listing of people, objects, and events 
may be usable to trigger de?nable actions. For example, a 
noti?cation system having access to a list of Workers perform 
ing speci?c actions Within facility 200 may notify a Worker 
that the currently performed actions fail to comply With exist 
ing labor standards. Consequently, a Worker may immedi 
ately alter the method of performing a discrete set of motions 
for completing a task so that the task may be completed 
according to the speci?ed labor standard. 
[0048] With reference noW to FIG. 3, a block diagram of a 
data processing system is shoWn in Which illustrative embodi 
ments may be implemented. Data processing system 300 is an 
example of a computer, such as server 104 and client 110 in 
FIG. 1, in Which computer usable program code or instruc 
tions implementing the processes may be located for the 
illustrative embodiments. 
[0049] In the depicted example, data processing system 300 
employs a hub architecture including a north bridge and 
memory controller hub (NB/MCH) 302 and a south bridge 
and input/output (I/ O) controller hub (SB/ICH) 304. Process 
ing unit 306, main memory 308, and graphics processor 310 
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are coupled to north bridge and memory controller hub 302. 
Processing unit 306 may contain one or more processors and 
may even be implemented using one or more heterogeneous 
processor systems. Graphics processor 3 1 0 may be coupled to 
NB/MCH through an accelerated graphics port (AGP), for 
example. 
[0050] In the depicted example, local area netWork (LAN) 
adapter 312 is coupled to south bridge and I/O controller hub 
304 and audio adapter 316, keyboard and mouse adapter 320, 
modern 322, read only memory (ROM) 324, universal serial 
bus (U SB) and other ports 332, and PCI/PCIe devices 334 are 
coupled to south bridge and I/O controller hub 304 through 
bus 338, and hard disk drive (HDD) 326 and CD-ROM 330 
are coupled to south bridge and I/ O controller hub 304 
through bus 340. PCI/PCIe devices may include, for example, 
Ethernet adapters, add-in cards, and PC cards for notebook 
computers. PCI uses a card bus controller, While PCIe does 
not. ROM 324 may be, for example, a ?ash binary input/ 
output system (BIOS). Hard disk drive 326 and CD-ROM 330 
may use, for example, an integrated drive electronics (IDE) or 
serial advanced technology attachment (SATA) interface. A 
super I/O (SIO) device 336 may be coupled to south bridge 
and I/O controller hub 304. 

[0051] An operating system runs on processing unit 306 
and coordinates and provides control of various components 
Within data processing system 300 in FIG. 3. The operating 
system may be a commercially available operating system 
such as Microsoft® WindoWs® XP (Microsoft and WindoWs 
are trademarks of Microsoft Corporation in the United States, 
other countries, or both). An object oriented programming 
system, such as the JAVATM programming system, may run in 
conjunction With the operating system and provides calls to 
the operating system from JAVATM programs or applications 
executing on data processing system 300. JAVATM and all 
JAVATM-based trademarks are trademarks of Sun Microsys 
tems, Inc. in the United States, other countries, or both. 
[0052] Instructions for the operating system, the object 
oriented programming system, and applications or programs 
are located on storage devices, such as hard disk drive 326, 
and may be loaded into main memory 308 for execution by 
processing unit 306. The processes of the illustrative embodi 
ments may be performed by processing unit 306 using com 
puter implemented instructions, Which may be located in a 
memory such as, for example, main memory 308, read only 
memory 324, or in one or more peripheral devices. 

[0053] In some illustrative examples, data processing sys 
tem 300 may be a personal digital assistant (PDA), Which is 
generally con?gured With ?ash memory to provide non-vola 
tile memory for storing operating system ?les and/or user 
generated data. A bus system may be comprised of one or 
more buses, such as a system bus, an I/O bus and a PCI bus. Of 
course the bus system may be implemented using any type of 
communications fabric or architecture that provides for a 
transfer of data betWeen different components or devices 
attached to the fabric or architecture. A communications unit 
may include one or more devices used to transmit and receive 
data, such as a modem or a netWork adapter. Memory may be, 
for example, main memory 308 or a cache such as found in 
north bridge and memory controller hub 302. A processing 
unit may include one or more processors or CPUs. The 
depicted examples in FIGS. 1 and 3 and above-described 
examples are not meant to imply architectural limitations. For 
example, data processing system 300 may also be a tablet 
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computer, a laptop computer, or a telephone device in addi 
tion to taking the form of a PDA. 

[0054] The use of labor standards at facilities, such as facil 
ity 114 in FIG. 1, optimizes the performance of repetitive 
tasks. It Will be appreciated by one skilled in the art that the 
Words “optimize”, “optimization” and other related terms are 
terms of art that refer to improvements in speed and/ or e?i 
ciency, and do not purport to indicate that a process has 
achieved, or is capable of achieving, an “optimal” orperfectly 
speedy and/or perfectly e?icient state. Optimization of the 
manner in Which a task is completed may, for example, reduce 
the amount of time required to complete the task, decrease the 
number of people needed for performing a task, increase the 
amount of revenue generated from a process, or decrease the 
amount of money spent to complete a process. 

[0055] Thus, an optimal manner for performing a discrete 
set of motions is the manner in Which the discrete set of 
motions is performed in order to satisfy one or more speci?ed 
criteria or conditions. The prede?ned criteria or conditions 
may be, for example, a cost or a time. Changing conditions 
may rede?ne the optimal manner of performing the discrete 
set of motions. For example, to minimize costs, the optimal 
manner for Workers to Wash a car is the manner of Washing 
cars the uses the least amount of supplies. HoWever, in special 
circumstances, such as on days Where a long line of customers 
are Waiting to have their cars Washed, the optimal manner of 
Washing cars is the manner of Washing cars that alloWs Work 
ers to Wash the cars in the least amount of time, irrespective of 
the amount of supplies used. 
[0056] The optimal manner may be an optimal sequence for 
performing a discrete set of motions.An optimal sequence for 
performing a discrete set of motions is the sequence of per 
forming each motion in the discrete set of motions that satis 
?es a prede?ned condition. The prede?ned condition may 
include, Without limitation, a cost, a time, or an acceptable 
rate of failure. For example, the task may be the attachment of 
a metal bracket to a piece of Wood. The prede?ned condition 
may state that the bracket is to be attached in the least amount 
of time. Thus, the optimal sequence for performing this task 
may require a Worker to pick up a screW With the non-domi 
nant hand While simultaneously picking up a screWdriver 
With the dominant hand. Further, the optimal sequence may 
require the Worker to simultaneously move both the screW 
driver and the screW to the bracket, and then tighten the screW 
With the screWdriver. If, hoWever, the Worker picked up the 
screW With the dominant hand, then the Worker Would have 
had to sWitch the screW from the dominant hand to the non 
dominant hand in order to retrieve a screWdriver before 
screWing the screW. This sequence of motions requires the 
Worker to perform additional motions, thereby increasing the 
amount of time to perform the task. As such, Where the pre 
de?ned condition requires the Worker to attach the bracket in 
the shortest amount of time, the ?rst sequence of motions is 
the optimal sequence for performing a discrete set of motions 
to complete the task. 
[0057] Therefore, the aspects of the illustrative embodi 
ments recognize that it is advantageous to establish a labor 
standard that takes into account as much information regard 
ing the manner in Which Workers perform a sequence of 
motions to complete a task. A labor standard is a detailed set 
of instructions specifying an optimal manner for performing 
a discrete set of motions to complete a task. The labor stan 
dard may specify an amount of time to complete one or more 
discrete sets of motions that form the sequence of motions. In 
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addition, the labor standards may specify a type of person for 
completing a task, or the manner in Which a particular tool is 
used during the completion of the task. Further, the labor 
standards may specify an optimal sequence for performing 
the discrete set of motions. 

[0058] A labor standard may also de?ne a fatigue factor. A 
fatigue factor is an indicator of a Worker’s acceptable level of 
decreased productivity experienced during the course of com 
pleting repetitive tasks. For example, muscle fatigue and lack 
of concentration may prevent a Worker from performing a 
discrete set of motions in the time allocated by the labor 
standard. A fatigue factor may be used to modify the amount 
of time allocated to a Worker to complete the discrete set of 
tasks. For example, a Worker moving boxes from one pallet to 
another may be allocated tWenty seconds to move a box in the 
?rst hour of Work. The fatigue factor may be used to modify 
the labor standard to alloW the Worker thirty seconds to move 
each box by the fourth hour of Work. 
[0059] Therefore, the illustrative embodiments described 
herein provide a computer implemented method, apparatus, 
and computer usable program product for creating a labor 
standard for a task. The process automatically detects event 
data derived from a continuous video stream, Wherein the 
event data comprises metadata describing a sequence of 
motions for performing a task, and parses the event data to 
identify appropriate event data describing a discrete set of 
motions from the sequence of motions. The process then 
analyzes, using the analysis server, the discrete set of motions 
to form a labor standard, Wherein the labor standards specify 
an optimal manner of performing the discrete set of motions. 
Thereafter, the process generates a set of recommendations 
for performing the task e?iciently according to the labor 
standard. 

[0060] Processing or parsing event data may include, but is 
not limited to, formatting the event data for utilization and/or 
analysis in one or more data models, comparing the event data 
to a data model and/ or ?ltering the event data for relevant data 
elements to identify the appropriate event data. Appropriate 
event data is event data that describes the motions that form 
the discrete set of motions used to generating a labor standard. 
Appropriate event data may be determined based upon a 
prede?ned set of motions. For example, a task may require a 
Worker to remove a nail from a pouch of nails, align the nail 
to a particular point on a piece of Wood, and drive the nail into 
the Wood With a hammer Wielded by the other hand. If a 
Worker completes the task in the manner described above, 
then the event data describing this prede?ned set of motions is 
appropriate event data. If, hoWever, the Worker accidentally 
drops the hammer before the nail is driven into the piece of 
Wood, then the event data describing the motions associated 
With the dropping and recovering of the hammer are not 
appropriate event data. 
[0061] Event data collected from a set of sensors in a detec 
tion system is used to form a labor standard for performing a 
task. The set of sensors, Which may be one or more sensors, is 
con?gured to monitor an environment, such as facility 200 in 
FIG. 2. Event data is data relating to the completion of tasks 
by Workers and is gathered and analyzed in real time. Event 
data is data that has been processed or ?ltered for analysis in 
a data model. For example, a data model may not be capable 
of analyzing raW or unprocessed video images captured by a 
camera. The video images may need to be processed into data 
and/or metadata describing the contents of the video images 
before a data model may be used to organize, structure, or 
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otherwise manipulate data and/or metadata. The video 
images converted to data and/or metadata that are ready for 
processing or analysis in a set of data models is an example of 
event data. 

[0062] The event data is analyZed using one or more data 
models in a set of data models to automatically detect event 
data derived from a continuous video stream. The event data 
may describe, for example, the motions performed by a 
Worker to complete a task, the tools and equipment used in 
performing the motions, or the ambient conditions existing at 
the time the Worker Was completing the task. The event data 
may be further processed in one or more data models in the set 
of data models to form a labor standard. 
[0063] A set of data models includes one or more data 
models. A data model is a model for structuring, de?ning, 
organizing, imposing limitations or constraints, and/or other 
Wise manipulating data and metadata to produce a result. A 
data model may be generated using any type of modeling 
method or simulation including, but not limited to, a statisti 
cal method, a data mining method, a causal model, a math 
ematical model, a behavioral model, a psychological model, 
a sociological model, or a simulation model. 

[0064] As used herein, the term “set” includes one or more. 
For example, a set of motion detectors may include a single 
motion detector or tWo or more motion detectors. In one 

embodiment, the detectors include a set of one or more cam 
eras located externally to the facility. Video images received 
from the set of cameras are used for gathering event data 
occurring Within a facility, such as facility 200 in FIG. 2. 
[0065] Turning noW to FIG. 4, a diagram of a smart detec 
tion system is depicted in accordance With an illustrative 
embodiment. System 400 is a system, such as netWork data 
processing system 100 in FIG. 1. System 400 incorporates 
multiple independently developed event analysis technolo 
gies in a common framework. An event analysis technology is 
a collection of hardWare and/or softWare usable to capture and 
analyZe event data. For example, an event analysis technol 
ogy may be the combination of a video camera and facial 
recognition softWare. Images of faces captured by the video 
camera are analyZed by the facial recognition softWare to 
identify the subjects of the images. 
[0066] Smart detection, also knoWn as smart surveillance, 
is the use of computer vision and pattern recognition tech 
nologies to analyZe detection data gathered from situated 
cameras and microphones. The analysis of the detection data 
generates events of interest in the environment. For example, 
an event of interest at a departure drop off area in an airport 
includes “cars that stop in the loading Zone for extended 
periods of time.” As smart detection technologies have 
matured, they have typically been deployed as isolated appli 
cations, Which provide a particular set of functionalities. 
[0067] Smart detection system 400 is a smart detection 
system architecture for analyZing video images captured by a 
camera and/or audio captured by an audio detection device. 
Smart detection system 400 includes softWare for analyZing 
audio/video data 404. In this example, smart detection system 
400 processes audio/video data 404 for an industrial Worker 
into data and metadata to form query and retrieval services 
425. Smart detection system 400 may be implemented using 
any knoWn or available softWare for performing voice analy 
sis, facial recognition, license plate recognition, and sound 
analysis. In this example, smart detection system 400 is 
implemented as IBM® smart surveillance system (S3) soft 
Ware. 
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[0068] An audio/video capture device is any type of knoWn 
or available device for capturing video images and/or captur 
ing audio. The audio/video capture device may be, but is not 
limited to, a digital video camera, a microphone, a Web cam 
era, or any other device for capturing sound and/or video 
images. For example, the audio/video capture device may be 
implemented as sensor 204 in FIG. 2. 

[0069] Audio/video data 404 is detection data captured by 
the audio/video capture devices. Audio/video data 404 may 
be a sound ?le, a media ?le, a moving video ?le, a media ?le, 
a still picture, a set of still pictures, or any other form of image 
data and/or audio data. Audio/video data 404 may also be 
referred to as detection data. Audio/video data 404 may 
include images of a person’s face, an image of a part or 
portion of a car, an image of a license plate on a car, and/or one 
or more images shoWing a person’s behavior. For example, a 
set of images corresponding to the motions undertaken to 
complete a task may be captured, processed, and analyZed to 
form a labor standard. 

[0070] In this example, the architecture of smart detection 
system 400 is adapted to satisfy tWo principles. 1) Openness: 
The system permits integration of both analysis and retrieval 
softWare made by third parties. In one embodiment, the sys 
tem is designed using approved standards and commercial 
off-the-shelf (COTS) components. 2) Extensibility: The sys 
tem should have internal structures and interfaces that Will 
permit the functionality of the system to be extended over a 
period of time. 
[0071] The architecture enables the use of multiple inde 
pendently developed event analysis technologies in a com 
mon frameWork. The events from all these technologies are 
cross indexed into a common repository or multi-mode event 
database 402 alloWing for correlation across multiple audio/ 
video capture devices and event types. 

[0072] Smart detection system 400 includes the folloWing 
illustrative technologies integrated into a single system. 
License plate recognition technology 408 may be deployed at 
the entrance to a facility Where license plate recognition tech 
nology 408 catalogs a license plate of each of the arriving and 
departing vehicles in a parking lot or roadWay associated With 
the facility. For example, license plate recognition technology 
408 may be implemented to track movement of vehicles used 
in the performance of tasks, such as delivery of objects or 
people from one location to another. 

[0073] Behavior analysis technology 406 detects and tracks 
moving objects and classi?es the objects into a number of 
prede?ned categories. As used herein, an object may be a 
human Worker or an item, such as equipment or tools usable 
by the Worker to perform a given task. Behavior analysis 
technology 406 could be deployed on various cameras over 
looking a parking lot, a perimeter, or inside a facility. 

[0074] Face detection/recognition technology 412 may be 
deployed at entry Ways to capture and recogniZe faces. Badge 
reading technology 414 may be employed to read badges. 
Radar analytics technology 416 may be employed to deter 
mine the presence of objects. 
[0075] Events from access control technologies can also be 
integrated into smart detection system 400. The data gathered 
from behavior analysis technology 406, license plate recog 
nition 408, Face detection/recognition technology 412, badge 
reader technology 414, radar analytics technology 416, and 
any other video/audio data received from a camera or other 
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video/audio capture device is received by smart detection 
system 400 for processing into query and retrieval services 
425. 
[0076] The events from all the above surveillance technolo 
gies are cross indexed into a single repository, such as multi 
mode event database 402. In such a repository, a simple time 
range query across the modalities Will extract license plate 
information, vehicle appearance information, badge informa 
tion, and face appearance information, thus permitting an 
analyst to easily correlate these attributes. The architecture of 
smart detection system 400 also includes one or more smart 

surveillance engines (SSEs) 418, Which house event detec 
tion technologies. 
[0077] Smart detection system 400 further includes 
middleWare for large scale surveillance (MILS) 420 and 421, 
Which provides infrastructure for indexing, retrieving, and 
managing event metadata. 
[0078] In this example, audio/video data 404 is received 
from a variety of audio/video capture devices, such as sensor 
204 in FIG. 2, and processed in smart surveillance engine 
418. Each smart surveillance engine 418 is operable to gen 
erate real time alerts and generic event metadata. The meta 
data generated by smart surveillance engine 418 may be 
represented using extensible markup language @(ML). The 
XML documents include a set of ?elds Which are common to 
all engines and others Which are speci?c to the particular type 
of analysis being performed by smart surveillance engine 
418. In this example, the metadata generated by smart sur 
veillance engine 418 is transferred to a backend middleWare 
for large scale surveillance 420. This may be accomplished 
via the use of, e. g., Web services data ingest application pro 
gram interfaces (APIs) provided by middleWare for large 
scale surveillance 420. The XML metadata is received by 
middleWare for large scale surveillance 420 and indexed into 
prede?ned tables in multi-mode event database 402. This may 
be accomplished using, for example, and Without limitation, 
the DBZTM XML extender, if an IBM® DBZTM database is 
employed. This permits for fast searching using primary keys. 
MiddleWare for large scale surveillance 421 provides a num 
ber of query and retrieval services 425 based on the types of 
metadata available in the database. Query and retrieval ser 
vices 425 may include, for example, event broWsing, event 
search, real time event alert, or pattern discovery event inter 
pretation. Each event has a reference to the original media 
resource, such as, Without limitation, a link to the video ?le. 
This alloWs a user to vieW the video associated With a 
retrieved event. 

[0079] Smart detection system 400 provides an open and 
extensible architecture for smart video surveillance. smart 
surveillance engine 418 preferably provide a plug and play 
frameWork for video analytics. The event metadata generated 
by smart surveillance engine 418 may be sent to multi-mode 
event database 402 as XML ?les. Web services API’s in 
middleWare for large scale surveillance 420 permit for easy 
integration and extensibility of the metadata. Query and 
retrieval services 425, such as, for example, event broWsing 
and real time alerts, may use structure query language (SQL) 
or similar query language through Web services interfaces to 
access the event metadata from multi-mode event database 
402. 

[0080] The smart surveillance engine (SSE) 418 may be 
implemented as a C++ based frameWork for performing real 
time event analysis. Smart surveillance engine 418 is capable 
of supporting a variety of video/ image analysis technologies 
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and other types of sensor analysis technologies. Smart sur 
veillance engine 418 provides at least the folloWing support 
functionalities for the core analysis components. The support 
functionalities are provided to programmers or users through 
a plurality of interfaces employed by smart surveillance 
engine 418. These interfaces are illustratively described 
beloW. 
[0081] Standard plug-in interfaces are provided. Any event 
analysis component, Which complies With the interfaces 
de?ned by smart surveillance engine 418 can be plugged into 
smart surveillance engine 418. The de?nitions include stan 
dard Ways of passing data into the analysis components and 
standard Ways of getting the results from the analysis com 
ponents. Extensible metadata interfaces are provided. Smart 
surveillance engine 418 provides metadata extensibility. For 
example, consider a behavior analysis application Which uses 
detection and tracking technology. Assume that the default 
metadata generated by this component is object trajectory and 
siZe. If the designer noW Wishes to add color of the object into 
the metadata, smart surveillance engine 418 enables this by 
providing a Way to extend the creation of the appropriate 
XML structures for transmission to the backend (MILS) sys 
tem 420. 

[0082] Real time alerts are highly application-dependent. 
For example, While a person loitering may require an alert in 
one application, the absence of a guard at a speci?ed location 
may require an alert in a different application. Smart surveil 
lance engine 418 provides an easy real time alert interfaces 
mechanism for developers to plug-in for application speci?c 
alerts. Smart surveillance engine 418 provides standard Ways 
of accessing event metadata in memory and standardized 
Ways of generating and transmitting alerts to the backend 
(MILS) system 420. 
[0083] In many applications, users Will need the use of 
multiple basic real time alerts in a spatio-temporal sequence 
to compose an event that is relevant in the user’s application 
context. Smart surveillance engine 418 provides a simple 
mechanism for composing compound alerts via compound 
alert interfaces. In many applications, the real time event 
metadata and alerts are used to actuate alarms, visualiZe posi 
tions of objects on an integrated display, and control cameras 
to get better surveillance data. Smart surveillance engine 418 
provides developers With an easy Way to plug-in actuation 
modules, Which can be driven from both the basic event 
metadata and by user de?ned alerts using real time actuation 
interfaces. 
[0084] Using database communication interfaces, smart 
surveillance engine 418 also hides the complexity of trans 
mitting information from the analysis engines to the multi 
mode event database 402 by providing simple calls to initiate 
the transfer of information. 
[0085] The IBM middleWare for large scale surveillance 
(MILS) 420 and 421 may include a J2EETM frame Work built 
around IBM’s DBZTM and IBM WebSphereTM application 
server platforms. MiddleWare for large scale surveillance 420 
supports the indexing and retrieval of spatio-temporal event 
metadata. MiddleWare for large scale surveillance 420 also 
provides analysis engines With the folloWing support func 
tionalities via standard Web service interfaces using XML 
documents. 
[0086] MiddleWare for large scale surveillance 420 and 421 
provide metadata ingestion services. These are Web service 
calls, Which alloW an engine to ingest events into middleWare 
for large scale surveillance 420 and 421 system. There are tWo 
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categories of ingestion services. 1) Index Ingestion Services 
This permits for the ingestion of metadata that is searchable 
through SQL like queries. The metadata ingested through this 
service is indexed into tables, Which permit content based 
searches, such as provided by middleWare for large scale 
surveillance 420. 2) Event Ingestion Services: This permits 
for the ingestion of events detected in smart surveillance 
engine 418, such as provided by middleWare for large scale 
surveillance 421. For example, a loitering alert that is 
detected can be transmitted to the backend along With several 
parameters of the alert. These events can also be retrieved by 
the user but only by the limited set of attributes provided by 
the event parameters. 
[0087] MiddleWare for large scale surveillance 420 and/or 
421 provides schema management services. Schema man 
agement services are Web services Which permit a developer 
to manage their oWn metadata schema. A developer can create 
a neW schema or extend the base middleWare for large scale 
surveillance schema to accommodate the metadata produced 
by their analytical engine. In addition, system management 
services are provided by middleWare for large scale surveil 
lance 420 and/or 421. 

[0088] The schema management services of middleWare 
for large scale surveillance 420 and 421 provide the ability to 
add a neW type of analytics to enhance situation aWareness 
through cross correlation. For example, a labor standard for 
creating a product or performing a service may change over 
time. These changes may be brought about by the develop 
ment of neW equipment, tools, or an evolution of the product 
or service. Thus, it is important to permit smart detection 
system 400 to add neW types of analytics and cross correlate 
the existing analytics With the neW analytics. To add/register 
a neW type of sensor and/or analytics to increase situation 
aWareness, a developer can develop neW analytics and plug 
them into smart surveillance engine 418, and employ middle 
Ware for large scale surveillance schema management service 
to register neW intelligent tags generated by the neW smart 
surveillance engine analytics. After the registration process, 
the data generated by the neW analytics is immediately avail 
able for cross correlating With existing index data. 
[0089] System management services provide a number of 
facilities needed to manage smart detection system 400 
including: 1) Camera Management Services: These services 
include the functions of adding or deleting a camera from a 
middleWare for large scale surveillance system, adding or 
deleting a map from a middleWare for large scale surveillance 
system, associating a camera With a speci?c location on a 
map, adding or deleting vieWs associated With a camera, 
assigning a camera to a speci?c middleWare for large scale 
surveillance server and a variety of other functionalities 
needed to manage the system. 2) Engine Management Ser 
vices These services include functions for starting and stop 
ping an engine associated With a camera, con?guring an 
engine associated With a camera, setting alerts on an engine 
and other associated functionalities. 3) User Management 
Services: These services include adding and deleting users to 
a system, associating selected cameras to a vieWer, associat 
ing selected search and event vieWing capacities With a user 
and associating video vieWing privileges With a user. 4) Con 
tent Based Search Services: These services permit a user to 
search through an event archive using a plurality of types of 
queries. 
[0090] For the content based search services (4), the types 
of queries may include: A) Search by Time retrieves all events 
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from query and retrieval services 425 that occurred during a 
speci?ed time interval. B) Search by Object Presence 
retrieves the last one hundred events from a live system. C) 
Search by Object SiZe retrieves events Where the maximum 
object siZe matches the speci?ed range. D) Search by Object 
Type retrieves all objects of a speci?ed type. E) Search by 
Object Speed retrieves all objects moving Within a speci?ed 
velocity range. F) Search by Object Color retrieves all objects 
Within a speci?ed color range. G) Search by Object Location 
retrieves all objects Within a speci?ed bounding box in a 
camera vieW. H) Search by Activity Duration retrieves all 
events from query and retrieval services 425 With durations 
Within the speci?ed range. I) Composite Search combines one 
or more of the above capabilities. Other system management 
services may also be employed. 
[0091] Referring noW to FIG. 5, a block diagram of a data 
processing system for analyZing event data for use in gener 
ating a set of recommendations for performing a task accord 
ing to a labor standard is shoWn in accordance With an illus 
trative embodiment. Data processing system 500 is a data 
processing system, such as data processing system 100 in 
FIG. 1 and data processing system 300 in FIG. 3. 
[0092] Analysis server 502 is any type of knoWn or avail 
able server for analyZing event data to form labor standard 
504. Labor standard 504 is a model, set of de?nitions, sug 
gestions, or parameters for performing a discrete set of 
motions for completing a task. Labor standard 504 may 
include speci?cations for performing a discrete set of 
motions. The speci?cations may require that the set of 
motions be performed in a particular order, Within a pre 
de?ned amount of time, using a speci?ed tool or equipment, 
or in some other prede?ned manner. Labor standard 504 may 
specify Working conditions that may promote the productiv 
ity of a Worker. 
[0093] For example, a Worker assigned a task to shovel dirt 
may be provided With a large shovel under the assumption 
that a larger shovel reduces the number of repetitive shoveling 
motions that the Worker is required to make in any given day. 
HoWever, the increased Weight of each shovelful of dirt may 
quickly tire the Worker out and prevent the Worker from 
completing the task altogether. A Worker provided With a 
smaller shovel may be required to perform more shoveling 
motions, but may be able to complete the task. 
[0094] Analysis server 502 is also operable to generate a set 
of recommendations 506 for performing a task ef?ciently 
according to the labor standard. Set of recommendations 506 
is one or more recommendations that may be generated in 
response to analyZing the event data describing the perfor 
mance of a discrete set of motions for completing a task. Set 
of recommendations 506 may take the form of text, graphics, 
video clips, or diagrams illustrating the proper method of 
performing a discrete set of motions to complete a task. In 
addition, set of recommendations 506 may include statistics 
describing, for example, the amount of time allocated for 
performing each motion from the discrete set of motions, the 
optimum ambient conditions to promote completion of the 
task, and an acceptable fatigue factor. 
[0095] Set of recommendations 506 may be generated by at 
least one of analysis server 502 or a human user. In other 
Words, set of recommendations 506 may be generated by 
either analysis server 502 or a human user, or both. 

[0096] In one embodiment, set of recommendations 506 
may be presented directly to a Worker at a facility, such as 
Worker 206 in facility 200 in FIG. 2. For example, a Worker 
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performing a discrete set of motions to complete a task may 
be monitored by a video camera. Analysis server 502, ana 
lyZing the event data derived from the video data captured by 
the video camera may determine that the Worker is improp 
erly performing a discrete set of motions to complete the task. 
Analysis server 502 may generate a notice, Which may take 
the form of an audible or visual cue, notifying the Worker that 
the Worker is not complying With labor standard 504. 

[0097] Performing a task e?iciently according to the labor 
standard means performing a discrete set of motions speci?ed 
by the labor standard Within the prescribed limitations. For 
example, if the labor standard speci?es that a task is to be 
completed Within a prede?ned amount of time, then perform 
ing the task ef?ciently according to the labor standard 
requires that the Worker completes the task Within the pre 
de?ned amount of time. 

[0098] Analysis server 502 may be a server, such as server 
104 in FIG. 1 or data processing system 300 in FIG. 3. 
Analysis server 502 includes set of data models 508 for 
detecting, parsing, and analyZing event data that form a dis 
crete set of motions. Set of data models 508 is one or more 
data models created a priori or pre-generated for use in pro 
cessing event data 510 to form labor standard 504. Set of data 
models 508 includes one or more data models for mining 
event data, identifying events of interest, and generating sta 
tistics associated With the completion of tasks. Set of data 
models 508 may be generated using statistical, data mining, 
and simulation or modeling techniques. In this example, set of 
data models 508 includes, but is not limited to, unifying data 
models, system data models, event data models, and/or user 
data models. These data models are discussed in greater detail 
in FIG. 6 beloW. 

[0099] Pro?le data 512 is data relating to one or more 
Workers of a facility, such as facility 200 in FIG. 2. For 
example, pro?le data 512 may relate to a Worker’s physical 
characteristics, such as height, Weight, and age. Pro?le data 
512 may also include information relating to other attributes, 
such as a Work schedule, knoWn physical limitations that may 
prevent the performance of certain tasks, lists of certi?cations 
obtained, and previous job descriptions. In other Words, pro 
?le data 512, as it relates to Workers of a facility, includes any 
data that could be taken into consideration in identifying 
Workers for performing certain tasks. Pro?le data 512 may 
also include a customiZed labor standard associated With 
individual Workers that accounts for the strengths and Weak 
nesses of each Worker. For example, an able bodied Worker 
may have a stricter labor standard, Whereas a Worker having 
suffered an injury may have a more relaxed labor standard 
that permits more time to complete tasks. 

[0100] Pro?le data 512 is stored in storage device 514. 
Storage device 514 is one or more storage devices for storing 
data, such as storage 108 in FIG. 1 and hard disk drive 326 in 
FIG. 3. 

[0101] Event data 510 is data or metadata describing the 
manner in Which Workers complete tasks in a particular loca 
tion, such as facility 200 in FIG. 2. Processing event data 510 
may include, but is not limited to, parsing event data 510 for 
appropriate data elements and, in some instances, combining 
event data 510 With pro?le data 512. In addition, processing 
event data 510 may include comparing event data 510 to 
baseline or comparison models, and/or formatting event data 
510 for utiliZation and/ or analysis in one or more data models 
in a set of data models 508 to form a labor standard. Event 
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data 510 is analyZed and/or further processed using one or 
more data models in a set of data models 508 to form a labor 
standard. 
[0102] Analysis server 502 analyZes event data 510 
describing a discrete set of motions to form labor standard 
504. In one embodiment, analysis server 502 performs this 
analysis by collecting statistics relating to the performance of 
a discrete set of motions by various Workers repetitively com 
pleting the same task to form a generic labor standard. In 
another embodiment, analysis server 502 performs the analy 
sis of event data 510 relating to the performance of a task by 
a single Worker for generating a labor standard speci?c as to 
that particular Worker. 
[0103] Analysis server 502 may also determine an accept 
able fatigue factor for the completion of a particular task. 
Analysis server 502 may determine this fatigue factor by 
analyZing event data 510 associated With repetitive perfor 
mance of a discrete set of motions by one or more Workers at 
a facility. Analysis server 502 may generate statistics describ 
ing, for example, an optimum amount of time for breaks 
based on an amount of time Worked. Or, in another embodi 
ment, analysis server 502 may generate statistics indicating 
an acceptable decrease in productivity in relation to hours 
Worked, products created, ambient condition of a facility, or 
any other factor. 
[0104] Turning noW to FIG. 6, a block diagram ofa unify 
ing data model for processing event data is depicted in accor 
dance With an illustrative embodiment. The event data gen 
erated by a smart detection system may be processed by one 
or more data models in a set of data models, such as set of data 
models 508 in FIG. 5, to identify patterns in the events. 
Unifying data model 600 is an example of a data model for 
processing event data. 
[0105] In this example, unifying data model 600 has three 
types of data models, namely, 1) system data models 602, 
Which captures the speci?cation of a given monitoring sys 
tem, including details like geographic location of the system, 
number of cameras deployed in the system, physical layout of 
the monitored space, and other details regarding the facility; 
2) user data models 604 models users, privileges, and user 
functionality; and 3) event data models 606, Which captures 
the events that occur in a speci?c sensor or Zone in the moni 
tored space. Each of these data models is described beloW. 
[0106] System data models 602 has a number of compo 
nents. These may include sensor/camera data models 608. 
The most fundamental component of this sensor/ camera data 
models 608 is a vieW. A vieW is de?ned as some particular 
placement and con?guration, such as a location, orientation, 
and/or parameters, of a sensor. In the case of a camera, a vieW 
Would include the values of the pan, tilt, and Zoom param 
eters, any lens and camera settings, and position of the cam 
era. A ?xed camera can have multiple vieWs. The vieW “Id” 
may be used as a primary key to distinguish betWeen events 
being generated by different sensors.A single sensor can have 
multiple vieWs. Sensors in the same geographical vicinity are 
grouped into clusters, Which are further grouped under a root 
cluster. There is one root cluster per middleWare for large 
scale surveillance server. 

[0107] Engine data models 610 provides a comprehensive 
security solution Which utiliZes a Wide range of event detec 
tion technologies. Engine data models 610 captures at least 
some of the folloWing information about the analytical 
engines: Engine Identi?er: A unique identi?er assigned to 
each engine; Engine Type: This denotes the type of analytic 
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being performed by the engine, for example, face detection, 
behavior analysis, and/or LPR; and Engine Con?guration: 
This captures the con?guration parameters for a particular 
engine. 
[0108] User data models 604 captures the privileges of a 
given user. These may include selective access to camera 
vieWs; selective access to camera/engine con?guration and 
system management functionality; and selective access to 
search and query functions. 
[0109] Event data models 606 represents the events that 
occur Within a space that may be monitored by one or more 
cameras or other sensors. Event data models may incorporate 
time line data models 612 for associating the events With a 
time. By associating the events With a time, an integrated 
event may be de?ned. An integrated event is an event that may 
include multiple sub-events. Time line data models 612 uses 
time as a primary synchronization mechanism for events that 
occur in the real World, Which is monitored through sensors. 
The basic middleWare for large scale surveillance schema 
alloWs multiple layers of annotations for a given time span. 
[0110] Turning noW to FIG. 7, a process for generating 
event data by a smart detection system is depicted in accor 
dance With an illustrative embodiment. The process in FIG. 7 
may be implemented by a smart detection system, such as 
smart detection system 400 in FIG. 4. 
[0111] The process begins by receiving detection data from 
a set of cameras (step 702). The process analyZes the detec 
tion data using multiple analytical technologies to detect 
events (step 704). The multiple technologies may include, for 
example, a behavior analysis engine, a license plate recogni 
tion engine, a face recognition engine, a badge reader engine, 
and/ or a radar analytic engine. 
[0112] Events are cross correlated in a unifying data model 
to identify appropriate event data describing a discrete set of 
motions for performing a task (step 706). Cross correlating 
provides integrated situation aWareness across the multiple 
analytical technologies. The cross correlating may include 
correlating events to a time line to associate events to de?ne 
an integrated event. The appropriate event data is indexed and 
stored in a repository, such as a database (step 708) With the 
process terminating thereafter. 
[0113] In the example in FIG. 7, the database canbe queried 
to determine an integrated event that matches the query. This 
includes employing cross correlated information from a plu 
rality of information technologies and/or sources. NeW ana 
lytical technologies may also be registered. The neW analyti 
cal technologies can employ models and cross correlate With 
existing analytical technologies to provide a dynamically 
con?gurable surveillance system. 
[0114] In this example, detection data is received from a set 
of cameras. HoWever, in other embodiments, detection data 
may come from other detection devices, such as, Without 
limitation, a badge reader, a microphone, a motion detector, a 
heat sensor, or a radar. 

[0115] Turning noW to FIG. 8, a process for generating a set 
of recommendations for performing a task according to a 
labor standard is depicted in accordance With an illustrative 
embodiment. This process may be implemented by an analy 
sis server, such as analysis server 502 in FIG. 5. 
[0116] The process begins by detecting event data describ 
ing a sequence of motions for performing a task (step 802). 
The data, Which may originate from a set of sensors, such as 
sensors 204 in FIG. 2, is stored in a data storage device. The 
data storage device may be a relational database, a multi 
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modal database, or any other data storage device. The event 
data includes metadata describing events occurring at a facil 
ity, such as facility 200 in FIG. 2. Event data may include data 
describing the manner in Which tasks are completed. For 
example, the event data may describe the various motions 
performed by a Worker to complete a task, the type of tools or 
equipment that may have been used and the manner in Which 
they Were used. 
[0117] The process then parses the event data to identify 
appropriate event data describing a discrete set of motions 
from the sequence of motions (step 804). Thereafter, the 
process analyZes the discrete set of motions to form a labor 
standard (step 806). Once the labor standard is formed, the 
process generates a set of recommendations for performing 
the task according to the labor standards (step 808) and the 
process terminates thereafter. 
[0118] The ?oWcharts and block diagrams in the different 
depicted embodiments illustrate the architecture, functional 
ity, and operation of some possible implementations of meth 
ods, apparatus, and computer program products. In this 
regard, each block in the ?owchart or block diagrams may 
represent a module, segment, or portion of code, Which com 
prises one or more executable instructions for implementing 
the speci?ed function or functions. In some alternative imple 
mentations, the function or functions noted in the block may 
occur out of the order noted in the ?gures. For example, in 
some cases, tWo blocks shoWn in succession may be executed 
substantially concurrently, or the blocks may sometimes be 
executed in the reverse order, depending upon the function 
ality involved. 
[0119] The illustrative embodiments described herein pro 
vide a computer implemented method, apparatus, and com 
puter usable program product for creating a labor standard for 
a task. The process automatically detects event data derived 
from a continuous video stream, Wherein the event data com 
prises metadata describing a sequence of motions for per 
forming a task, and parses the event data to identify appro 
priate event data describing a discrete set of motions from the 
sequence of motions. The process then analyZes, using the 
analysis server, the discrete set of motions to form a labor 
standard, Wherein the labor standards specify a preferred 
manner of performing the discrete set of motions. Thereafter, 
the process generates a set of recommendations for perform 
ing the task e?iciently according to the labor standard, Which 
may then result in increased pro?ts, employee productivity, 
and employee satisfaction 
[0120] Using the method and apparatus disclosed herein, 
labor standards may be generated from event data captured by 
a set of sensors. The event data includes video data derived 
from a continuous video stream. The use of an analysis server 
to analyZe the event data to form the labor standards obviates 
the need for a user to analyZe Workers performing a sequence 
of motions for completing a task. Additionally, the process 
described above may be used to provide instantaneous feed 
back in the form of recommendations to assist a user in 
performing a task according to the labor standards. Further, 
labor standards derived in this manner are tailored for a spe 
ci?c process and takes into account factors such as Worker 
fatigue, equipment malfunction, or other occurrences that 
may reduce the effectiveness of a Worker’s ability to complete 
a task. 

[0121] The invention can take the form of an entirely hard 
Ware embodiment, an entirely softWare embodiment or an 
embodiment containing both hardWare and softWare ele 
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ments. In a preferred embodiment, the invention is imple 
mented in software, which includes but is not limited to 
?rmware, resident software, microcode, etc. 
[0122] Furthermore, the invention can take the form of a 
computer program product accessible from a computer-us 
able or computer-readable medium providing program code 
for use by or in connection with a computer or any instruction 
execution system. For the purposes of this description, a 
computer-usable or computer-readable medium can be any 
tangible apparatus that can contain, store, communicate, 
propagate, or transport the program for use by or in connec 
tion with the instruction execution system, apparatus, or 
device. 
[0123] The medium canbe an electronic, magnetic, optical, 
electromagnetic, infrared, or semiconductor system (or appa 
ratus or device) or a propagation medium. Examples of a 
computer-readable medium include a semiconductor or solid 
state memory, magnetic tape, a removable computer diskette, 
a random access memory (RAM), a read-only memory 
(ROM), a rigid magnetic disk and an optical disk. Current 
examples of optical disks include compact disk-read only 
memory (CD-ROM), compact disk-read/write (CD-R/W) 
and DVD. 
[0124] Further, a computer storage medium may contain or 
store a computer readable program code such that when the 
computer readable program code is executed on a computer, 
the execution of this computer readable program code causes 
the computer to transmit another computer readable program 
code over a communications link. This communications link 
may use a medium that is, for example without limitation, 
physical or wireless. 
[0125] A data processing system suitable for storing and/or 
executing program code will include at least one processor 
coupled directly or indirectly to memory elements through a 
system bus. The memory elements can include local memory 
employed during actual execution of the program code, bulk 
storage, and cache memories which provide temporary stor 
age of at least some program code in order to reduce the 
number of times code must be retrieved from bulk storage 
during execution. 
[0126] Input/output or I/O devices (including but not lim 
ited to keyboards, displays, pointing devices, etc.) can be 
coupled to the system either directly or through intervening 
l/O controllers. 
[0127] Network adapters may also be coupled to the system 
to enable the data processing system to become coupled to 
other data processing systems or remote printers or storage 
devices through intervening private or public networks. 
Modems, cable modem and Ethernet cards are just a few of 
the currently available types of network adapters. 
[0128] The description of the present invention has been 
presented for purposes of illustration and description, and is 
not intended to be exhaustive or limited to the invention in the 
form disclosed. Many modi?cations and variations will be 
apparent to those of ordinary skill in the art. The embodiment 
was chosen and described in order to best explain the prin 
ciples of the invention, the practical application, and to enable 
others of ordinary skill in the art to understand the invention 
for various embodiments with various modi?cations as are 
suited to the particular use contemplated. 

What is claimed is: 
1. A computer implemented method for generating a set of 

recommendations for performing a task according to a labor 
standard, the computer implemented method comprising: 
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automatically detecting event data derived from a continu 
ous video stream, wherein the event data comprises 
metadata describing a sequence of motions for perform 
ing the task; 

parsing the event data to identify appropriate event data 
describing a discrete set of motions from the sequence of 
motions; 

analyZing, using an analysis server, the discrete set of 
motions to form a labor standard, wherein the labor 
standard speci?es an optimal manner of performing the 
discrete set of motions; and 

generating a set of recommendations for performing the 
task e?iciently according to the labor standard. 

2. The computer implemented method of claim 1, wherein 
the set of recommendations speci?es a time for performing 
the discrete set of motions. 

3. The computer implemented method of claim 1, wherein 
the set of recommendations identi?es a person for performing 
the discrete set of motions. 

4. The computer implemented method of claim 1, wherein 
the optimal manner is an optimal sequence for performing the 
discrete set of motions. 

5. The computer implemented method of claim 1, wherein 
the set of recommendations identi?es a set of tools for per 
forming the discrete set of motions. 

6. The computer implemented method of claim 1, wherein 
the set of recommendations are generated by at least one of 
the analysis server and a human user. 

7. The computer implemented method of claim 1, further 
comprising: 

receiving the video data from a set of sensors associated 
with a facility; 

analyZing the video data to identify the event data, wherein 
analyZing the video data comprises generating the meta 
data describing the sequence of motions for performing 
the task. 

8. The computer implemented method of claim 7, wherein 
the set of sensors comprises a set of digital video cameras. 

9. The computer implemented method of claim 1, wherein 
parsing the event data further comprises: 

processing the event data using at least one of a statistical 
method, a data mining method, a causal model, a math 
ematical model, or a simulation model. 

10. A computer program product comprising: 
a computer usable medium including computer usable pro 
gram code for generating a set of recommendations for 
performing a task according to a labor standard, the 
computer program product comprising: 

computer usable program code for automatically detecting 
event data derived from a continuous video stream, 
wherein the event data comprises metadata describing a 
sequence of motions for performing the task; 

computer usable program code for parsing the event data to 
identify appropriate event data describing a discrete set 
of motions from the sequence of motions; 

computer usable program code for analyZing, using an 
analysis server, the discrete set of motions to form a 
labor standard, wherein the labor standard speci?es an 
optimal manner of performing the discrete set of 
motions; and 

computer usable program code for generating a set of rec 
ommendations for performing the task e?iciently 
according to the labor standard. 
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11. The computer program product of claim 10, wherein 
the set of recommendations speci?es a time for performing 
the discrete set of motions. 

12. The computer program product of claim 10, Wherein 
the set of recommendations identi?es a person forperforming 
the discrete set of motions. 

13. The computer program product of claim 10, Wherein 
the optimal manner is an optimal sequence for performing the 
discrete set of motions. 

14. The computer program product of claim 10, Wherein 
the set of recommendations identi?es a set of tools for per 
forming the discrete set of motions. 

15. The computer program product of claim 10, Wherein 
the set of recommendations are generated by at least one of 
the analysis server and a human user. 

16. The computer program product of claim 10, further 
comprising: 

computer usable program code for receiving the video data 
from a set of sensors associated With a facility; and 

computer usable program code for analyZing the video data 
to identify the event data, Wherein analyZing the video 
data comprises generating the metadata describing the 
sequence motions for performing the task. 

17. The computer program product of claim 16, Wherein 
the set of sensors comprises a set of digital video cameras. 
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18. The computer program product of claim 10, Wherein 
the computer usable program code for parsing the event data 
further comprises: 
Computer usable program code for processing the event 

data using at least one of a statistical method, a data 
mining method, a causal model, a mathematical model, 
or a simulation model. 

19. A system for generating a set of recommendations for 
performing a task according to a labor standard, the system 
comprising: 

a database, Wherein the database stores event data collected 
by a set of sensors; and 

an analysis server, Wherein the analysis server automati 
cally detects event data derived from a continuous video 
stream, Wherein the event data comprises metadata 
describing a sequence of motions for performing the 
task; parses the event data to identify appropriate event 
data describing a discrete set of motions from the 
sequence of motions; analyZes the discrete set of 
motions to form a labor standard, Wherein the labor 
standard speci?es an optimal manner of performing the 
discrete set of motions; and generates a set of recom 
mendations for performing the task e?iciently according 
to the labor standard. 

20. The system of claim 19, Wherein the set of sensors 
comprises a set of digital video cameras. 

* * * * * 
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