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PART-OF-SPEECH TAGGING USING LATENT 
ANALOGY 

COPYRIGHT NOTICES 

[0001] A portion of the disclosure of this patent document 
contains material Which is subject to copyright protection. 
The copyright oWner has no objection to the facsimile repro 
duction by anyone of the patent document or the patent dis 
closure, as it appears in the Patent and Trademark O?ice 
patent ?le or records, but otherWise reserves all copyright 
rights Whatsoever. Copyright @2007, Apple Inc., All Rights 
Reserved. 

FIELD OF THE INVENTION 

[0002] The present invention relates generally to language 
processing. More particularly, this invention relates to auto 
matic discovery of the syntactic structure in language. 

BACKGROUND 

[0003] Part-of-speech (“POS”) tagging is used in many 
natural language processing (“NLP”) tasks. As POS tags 
augment the information contained Within Words by indicat 
ing some of the structure inherent in language, their accuracy 
is often critical to NLP applications. In text-to-speech (TTS) 
synthesis POS information is often relied upon to determine 
hoW to pronounce a Word properly. A Word may be pro 
nounced differently depending on a part of speech and/or a 
tense. For example, a Word “read” may be pronounced dif 
ferently depending on a tense. A Word “advocate” may be 
pronounced differently depending on Whether the Word 
“advocate” is a noun or verb. 

[0004] POS tags may help to decide Whether the synthe 
siZed Word should be accented or not. For example, a noun 
may be accented more than a verb. Accordingly, POS tags 
may greatly in?uence hoW natural synthetic speech sounds. 
Typically, a POS tag is assigned to a Word based on the local 
information contained in a text. For example, to assign a POS 
tag to a Word in the text, adjacent Words are typically consid 
ered. 
[0005] Conceptually, the POS tags may be assigned to 
Words in a text according to predetermined rules. For 
example, if a determiner, such as “the” or “a”, precedes a 
Word in the text, than the Word may be assigned an adjective 
or a noun tag. In another example, if Word “to” precedes a 
Word in the text, than the Word may be assigned a verb tag. 
[0006] In the past, numerous rules Were manually gener 
ated for the POS tagging. An ansWer to one rule, hoWever, 
may con?ict With the ansWer to another rule. Accordingly, the 
POS tagging may strongly depend on hoW the rules are 
ordered. Accordingly, the accuracy of the POS tagging by 
rules may be poor. 
[0007] Current methods of POS tagging involve sophisti 
cated statistical models, such as maximum entropy Markov 
models (“MEMMs”) and conditional random ?elds 
(“CRFs”). Both types of modeling rely on a set of feature 
functions to ensure that important characteristics of the 
empirical training distribution are re?ected in the trained 
model. These types of modeling, hoWever, may suffer directly 
or indirectly from the so-called “label bias problem”, 
Whereby certain characteristics are unduly favored over other 
characteristics. 
[0008] Hence, the tagging accuracy of both MEMMs and 
CRFs may depend on hoW many feature functions are 
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selected and hoW relevant they are to the task at hand. Such 
selection may require application-speci?c linguistic knoWl 
edge, complicating deployment across different applications. 
Moreover, it is basically impossible to specify a set of feature 
functions that Will Work Well in every environment. For 
example, a set of feature functions that is selected for the POS 
tagging of the text from the Wall Street Journal may not be 
appropriate for the POS tagging of the text from the Word 
Book Encyclopedia, or from a Web blog. Typically, the accu 
racy of both MEMMs and CRFs may increase as the number 
of feature functions increases. Increasing the number of fea 
ture functions to assign POS tags to Words in the text dramati 
cally increases the processing time and/or Work load on the 
processing resources and may be very expensive. 

SUMMARY OF THE DESCRIPTION 

[0009] Methods and apparatuses to assign part-of-speech 
tags to Words are described. An input sequence of Words, for 
example, a sentence, is received. A global fabric of a training 
corpus containing training sequences of Words is analyZed in 
a vector space. The vector space may include a latent seman 
tic (“LS”) space. Global semantic information associated 
With the input sequence of Words is extracted based on the 
analyZing. A part-of-speech (“POS”) tag is assigned to a Word 
of the input sequence based on POS tags from Words in 
training sequences that are identi?ed using the global seman 
tic information. In one embodiment, analyZing of the global 
fabric of the training corpus is performed using a latent 
semantic mapping. In one embodiment, the global semantic 
information is used to identify Which training sequences from 
the training corpus are globally relevant. In one embodiment, 
the characteristics of the Words of the identi?ed training 
sequences that are globally relevant to the input sequence are 
obtained. In one embodiment, the characteristics of the Words 
of the training sequences that are globally relevant to the input 
sequence include part-of-speech characteristics. 
[0010] In one embodiment, an input sequence of Words is 
mapped into a vector space. The vector space may include 
representations of a plurality of training sequences of Words. 
A neighborhood associated With the input sequence may be 
formed in the vector space. The neighborhood may represent 
one or more training sequences of the corpus that are globally 
relevant to the input sequence. A part-of-speech tag to assign 
to a Word of the input sequence may be determined based on 
characteristics of the Words of the training sequences from the 
neighborhood. 
[0011] In one embodiment, an input sequence is mapped 
into a vector space, for example, a LS space. The vector space 
may include representations of a plurality of training 
sequences of Words . A closeness measure betWeen each of the 
training sequences and the input sequence may be determined 
in the vector space. One or more training sequences may be 
selected out of the plurality of the training sequences based on 
the closeness measure, to form the neighborhood of the input 
sequence in the vector space. The neighborhood may repre 
sent one or more training sequences of a training corpus that 
are globally relevant to the input sequence. A part-of-speech 
tag to assign to the Word of the input sequence may be deter 
mined based on one or more part-of-speech characteristics of 
Words from the training sequences represented in the neigh 
borhood. 
[0012] In one embodiment, an input sequence is mapped 
into a vector space, for example, a LS space. The vector space 
may include representations of a plurality of training 
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sequences of Words. A neighborhood of the input sequence in 
the vector space is formed. The neighborhood of the input 
sequence in the vector space may contain representations of 
the training sequences that are globally relevant to the input 
sentence. In one embodiment, determination is made Whether 
a training sequence in the neighborhood contains a Word that 
is similar to an input Word of the input sequence. One or more 
sub-sequences of the training sequence that contain one or 
more Words that are similar to the input Words of the input 
sequence are determined. The one or more sub-sequences that 
contain the Words that are similar to the input Words may be 
aligned to obtain one or more part-of-speech characteristics. 
One or more part-of-speech tags to assign to one or more 
Words of the input sequence may be determined based on the 
one or more par‘t-of-speech characteristics. 

[0013] Other features Will be apparent from the accompa 
nying draWings and from the detailed description Which fol 
loWs. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0014] The present invention is illustrated by Way of 
example and not limitation in the ?gures of the accompanying 
draWings in Which like references indicate similar elements. 
[0015] FIG. 1A shoWs a block diagram of a data processing 
system to assign par‘t-of-speech (“POS”) tags to Words to 
perform natural language processing according to one 
embodiment of invention. 
[0016] FIG. 1B shoWs a block diagram illustrating a data 
processing system to assign POS tags to Words to perform 
natural language processing according to another embodi 
ment of the invention. 
[0017] FIG. 2 shoWs an overvieW of one embodiment of a 
vector space. 
[0018] FIG. 3 shoWs a schematic that illustrates one 
embodiment of forming a matrix W using a training corpus 
and a set of n-grams. 
[0019] FIG. 4 illustrates one embodiment of a matrix W 
that has entries that re?ect the extent to Which each n-gram 
appears in the training corpus. 
[0020] FIG. 5A shoWs a diagram that illustrates a singular 
value decomposition (“SVD”) of a matrix W to construct a 
vector space according to one embodiment of invention. 
[0021] FIG. 6 shoWs a schematic that illustrates mapping of 
an input sequence of Words into a vector space according to 
one embodiment of the invention. 
[0022] FIG. 7 shoWs an example of sentence neighborhood 
according to one embodiment of the invention. 
[0023] FIG. 8 shoWs an example of one embodiment of 
sequence alignment. 
[0024] FIG. 9 shoWs a ?owchart ofa method to assign POS 
tags to Words of an input text using latent analogy according 
to one embodiment of the invention. 
[0025] FIG. 10 shoWs a ?owchart of one embodiment of a 
method to assign POS tags to Words. 
[0026] FIG. 11 shoWs a ?oWchart of one embodiment of a 
method to form a neighborhood to assign POS tags to Words. 
[0027] FIG. 12 shoWs a ?oWchart of one embodiment of a 
method to align sub-sequences to assign POS tags to Words. 

DETAILED DESCRIPTION 

[0028] The subject invention Will be described With refer 
ences to numerous details set forth beloW, and the accompa 
nying draWings Will illustrate the invention. The folloWing 
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description and draWings are illustrative of the invention and 
are not to be construed as limiting the invention. Numerous 
speci?c details are described to provide a thorough under 
standing of the present invention. HoWever, in certain 
instances, Well knoWn or conventional details are not 
described in order to not unnecessarily obscure the present 
invention in detail. 

[0029] Reference throughout the speci?cation to “one 
embodiment”, “another embodiment”, or “an embodiment” 
means that a particular feature, structure, or characteristic 
described in connection With the embodiment is included in at 
least one embodiment of the present invention. Thus, the 
appearance of the phrases “in one embodiment” or “in an 
embodiment” in various places throughout the speci?cation 
are not necessarily all referring to the same embodiment. 
Furthermore, the particular features, structures, or character 
istics may be combined in any suitable manner in one or more 
embodiments. 
[0030] Methods and apparatuses to assign part-of-speech 
(“POS”) tags to Words using a latent analogy and a system 
having a computer readable medium containing executable 
program code to assign par‘t-of-speech tags to Words using a 
latent analogy are described beloW. Other methods and other 
features are also described. A machine-readable medium may 
include any mechanism for storing information in a form 
readable by a machine (e.g., a computer). For example, a 
machine-readable medium includes read only memory 
(“ROM”); random access memory (“RAM”); magnetic disk 
storage media; optical storage media; and ?ash memory 
devices. 

[0031] FIG. 1A shoWs a block diagram 100 ofa data pro 
cessing system to assign POS tags to Words to perform natural 
language processing according to one embodiment of inven 
tion. Data processing system 113 includes a processing unit 
101 that may include a microprocessor, such as an Intel Pen 
tium® microprocessor, Motorola PoWer PC® microproces 
sor, Intel CoreTM Duo processor, AMD AthlonTM processor, 
AMD TurionTM processor, AMD SempronTM processor, and 
any other microprocessor. Processing unit 101 may include a 
personal computer (PC), such as a Macintosh® (from Apple 
Inc. of Cuper‘tino, Calif.), WindoWs®-based PC (from 
Microsoft Corporation of Redmond, Wash.), or one of a Wide 
variety of hardWare platforms that run the UNIX operating 
system or other operating systems. For one embodiment, 
processing unit 101 includes a general purpose data process 
ing system based on the PoWerPC®, Intel CoreTM Duo, AMD 
AthlonTM, AMD TurionTM processor, AMD SempronTM, HP 
PavilionTM PC, HP CompaqTM PC, and any other processor 
families. Processing unit 101 may be a conventional micro 
processor such as an Intel Pentium microprocessor or 
Motorola PoWer PC microprocessor. 
[0032] As shoWn in FIG. 1A, memory 102 is coupled to the 
processing unit 101 by a bus 103. Memory 102 can be 
dynamic random access memory (DRAM) and can also 
include static random access memory (SRAM). A bus 103 
couples processing unit 101 to the memory 102 and also to 
non-volatile storage 107 and to display controller 104 and to 
the input/output (I/O) controller 108. Display controller 104 
controls in the conventional manner a display on a display 
device 105 Which can be a cathode ray tube (CRT) or liquid 
crystal display (LCD). The input/output devices 110 can 
include a keyboard, disk drives, printers, a scanner, and other 
input and output devices, including a mouse or other pointing 
device. One or more input devices 110, such as a scanner, 
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keyboard, mouse or other pointing device can be used to input 
a text for speech synthesis. The display controller 104 and the 
I/O controller 108 can be implemented With conventional 
Well knoWn technology. An audio output 109, for example, 
one or more speakers may be coupled to an I/O controller 108 
to produce speech. The non-volatile storage 107 is often a 
magnetic hard disk, an optical disk, or another form of storage 
for large amounts of data. Some of this data is often Written, 
by a direct memory access process, into memory 102 during 
execution of softWare in the data processing system 113. One 
of skill in the art Will immediately recogniZe that the terms 
“computer-readable medium” and “machine-readable 
medium” include any type of storage device that is accessible 
by the processing unit 101. A data processing system 113 can 
interface to external systems through a modem or netWork 
interface 112. It Will be appreciated that the modem or net 
Work interface 112 can be considered to be part of the data 
processing system 113. This interface 112 can be an analog 
modem, ISDN modem, cable modem, token ring interface, 
satellite transmission interface, or other interfaces for cou 
pling a data processing system to other data processing sys 
tems. 

[0033] It Will be appreciated that data processing system 
113 is one example of many possible data processing systems 
Which have different architectures. For example, personal 
computers based on an Intel microprocessor often have mul 
tiple buses, one of Which can be an input/output (I/O) bus for 
the peripherals and one that directly connects the processing 
unit 101 and the memory 102 (often referred to as a memory 
bus). The buses are connected together through bridge com 
ponents that perform any necessary translation due to differ 
ing bus protocols. 
[0034] NetWork computers are another type of data pro 
cessing system that can be used With the embodiments of the 
present invention. NetWork computers do not usually include 
a hard disk or other mass storage, and the executable pro 
grams are loaded from a netWork connection into the memory 
102 for execution by the processing unit 101. A Web TV 
system, Which is knoWn in the art, is also considered to be a 
data processing system according to the embodiments of the 
present invention, but it may lack some of the features shoWn 
in FIG. 1A, such as certain input or output devices. A typical 
data processing system Will usually include at least a proces 
sor, memory, and a bus coupling the memory to the processor. 

[0035] It Will also be appreciated that the data processing 
system 113 is controlled by operating system softWare Which 
includes a ?le management system, such as a disk operating 
system, Which is part of the operating system softWare. One 
example of operating system softWare is the family of oper 
ating systems knoWn as Macintosh® Operating System (Mac 
OS®) or Mac OS X® from Apple Inc. of Cupertino, Calif. 
Another example of operating system softWare is the family 
of operating systems knoWn as Windows@ from Microsoft 
Corporation of Redmond, Wash., and their associated ?le 
management systems. The ?le management system is typi 
cally stored in the non-volatile storage 107 and causes the 
processing unit 1 01 to execute the various acts required by the 
operating system to input and output data and to store data in 
memory, including storing ?les on the non-volatile storage 
107. 

[0036] FIG. 1B shoWs a block diagram illustrating a data 
processing system 120 to assign POS tags to Words to perform 
natural language processing according to another embodi 
ment of the invention. As shoWn in FIG. 1B, the POS tags are 
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assigned to Words to perform a concatenative text-to-speech 
(“TTS”) synthesis. A text analyZing unit 122 receives a text 
input 121, for example, one or more sentences, paragraphs, 
and the like, and analyZes the text to extract Words according 
to one embodiment of the invention. AnalyZing unit 122 
determines characteristics of a Word, for example a pitch, 
duration, accent, and part-of-speech characteristic according 
to one embodiment of the invention. The part-of-speech char 
acteristic typically de?nes Whether a Word in a sentence is, for 
example, a noun, verb, adjective, preposition, and/or the like. 
The POS characteristics may be very informative, and some 
times are the only Way to distinguish a Word from the Word 
candidates for speech synthesis. In one embodiment, analyZ 
ing unit 122 determines input Word’s characteristics, such as 
a pitch, duration, and/or accent based on the POS character 
istic of the input Word. In one embodiment, analyZing unit 
122 analyZes text input 121 to determine a POS characteristic 
of a Word of input text 121 using a latent semantic analogy, as 
described in further details beloW With respect to FIGS. 2-12. 
[0037] As shoWn in FIG. 1B, system 120 includes a training 
corpus 123 that contains a pool of training Words and training 
Word sequences. Training corpus 123 may be stored in a 
memory incorporated into text analyZing unit 122, and/ or be 
stored in a separate entity coupled to text analyZing unit 122. 
In one embodiment, text analyZing unit 122 determines a POS 
characteristic of a Word from input text 121 by selecting one 
or more Word sequences from the training corpus 123 using 
latent semantic analogy, as described beloW. In one embodi 
ment, text analyZing unit 122 assigns POS tags to input Words 
of input text 121 as described in further details beloW. Gen 
erally, the text analyZing unit, such as text analyZing unit 122, 
may assign POS tags to input Words of the input text, such as 
input text 121, for many natural language processing (“NLP”) 
applications, for example, from loW-level applications, such 
as grammar checking and text chunking, to high-level appli 
cations, such as text-to-speech synthesis (“TTS”) (as shoWn 
in FIG. 1B), speech recognition and machine translation 
applications. 
[0038] As shoWn in FIG. 1B, text analyZing unit 122 passes 
extracted Words having assigned POS tags to processing unit 
124. In one embodiment, processing unit 124 concatenates 
extracted Words together, smoothes the transitions betWeen 
the concatenated Words, and passes the concatenated Words to 
a speech generating unit 125 to enable the generation of a 
naturaliZed audio output 126, for example, an utterance, spo 
ken paragraph, and the like. 
[0039] Given a natural language sentence comprising Z 
Words, POS tagging aims at annotating each observed Word 
Wl- With some suitable part-of-speech pi, (each typically asso 
ciated With a particular state si, léiéz). Representing the 
overall sequence of Words by W and the corresponding 
sequence of POS by P, typical statistical models try to maxi 
miZe the conditional probability Pr (P/W) over all possible 
POS sequences P. 
[0040] Maximum entropy models such as MEMMs and 
CRFs approach this problem by considering state-observa 
tion transition distributions expressed as log-linear models of 
the form: 
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Which represent the probability of moving from state sl- to 
state sl.+1 conditioned upon observation Wi. In expression (1), 
fk(Cl-, W1) is a feature function of the current observation and 
any entity belonging to the appropriate clique C,- of the under 
lying undirected graph, kk is a parameter to be estimated, and 
Z(S, W) is a normalization factor. Each feature function 
expresses some characteristic of the empirical training distri 
bution, Which is deemed important to require of the trained 
model as Well. For natural language, hoWever, it is essentially 
impossible to achieve a systematic and exhaustive determi 
nation of empirical importance. In practice, this means that 
the accuracy of models like expression (1) is largely contin 
gent on the pertinence of the feature functions selected for the 
particular task at hand. 
[0041] The usual Way out of this dilemma is to throW in as 
many feature functions as computational resources Will 
alloW. Even so, due to the intrinsic lopsided sparsity of lan 
guage, many distributional aspects Will still be missing. And 
therefore, in those speci?c contexts Where they happen to 
matter, this may result in erroneous tagging. Consider, for 
example, the sentence: 

Jet streams bloW in the troposphere. (2) 

The correct tagging for sentence (2) Would read as folloWs: 

jet/NN streaIns/NNS bloW/VBP in/IN the/DT tropo 
sphere/NN (3) 

[0042] In expression (3) POS tag “NN” may indicate a noun 
singular, POS tag “NNS” may indicate a noun With a plural, 
POS tag “VBP” may indicate a verb in present tense, and POS 
tag “IN” may indicate a preposition. POS tags are knoWn to 
one of ordinary skill in the art of natural language processing. 

[0043] The CRE model provides, hoWever, the folloWing 
POS tagging: 

jet/NN streams/VBZ bloW/NN in/IN the/DT tropo 
sphere/NN (4) 

[0044] As expression (4) indicates, CRF model incorrectly 
resolves the inherent POS ambiguity in the sub-sequence 
“streams bloW.”As shoWn in (4), Word “streams” is assigned 
a tag VBZ that is third person verb instead of tag NN, as 
shoWn in (3) Word “bloW” is assigned a tag NN instead of tag 
VBP, as shoWn in (3). The problem is that from purely a 
syntactic vieWpoint both interpretations are perfectly accept 
able (a frequent situation due to the many dual noun-verb 
possibilities in English). 
[0045] What Would clearly help in this case is taking into 
account the semantic information available. Indeed the Word 
“troposphere,” for example, Would seem to make the verbal 
usage of “bloW” substantially more likely. That is, the seman 
tic of the sentence (2) can be used to disambiguate betWeen 
tWo sequences of Words, such as sequence (3) and sequence 
(4). The semantic information may include a general topic of 
the sentence and meaning of the Words in the sentence. 

[0046] For example, the semantic information may be 
obtained from determination Whether Words “jet” and 
“streams” mostly co-occur in a database, such that Word “jet” 
is in most of the times accompanied by Word “streams” and 
vice versa. If the Words “jet” and “streams” mostly co-occur, 
then it means that “jet stream” is a compound. That is, the 
meaning of the Words “jet” and “streams” in the input sen 
tence (2) can be determined. The POS tags may be assigned to 
Words “jet” and “streams” based on the determined meaning 
of the Words, and/or the general topic of the sentence. Tagging 
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using latent analogy may be an attempt to systematically 
generaliZe this observation, as described in further detail 
beloW. 
[0047] Semantic information can be extracted from an 
analysis of the global fabric of the training corpus of Word 
sequences. In one embodiment, the analysis of the global 
fabric of the training corpus is performed using latent seman 
tic mapping. For each sequence of Words under consideration, 
a neighborhood of globally relevant training Word sequences 
may be generated. For example, the neighborhood of the 
globally relevant training Word sequences may be the training 
sequences that belong to the same general topic, as the 
sequence of Words under consideration. 
[0048] The POS characteristics of the Words of the globally 
relevant training Word sequences from the neighborhood may 
be extracted. The POS characteristics of the globally relevant 
training sequences may be used to assign POS tags to the 
Words of the sequence under consideration. The POS disam 
biguation may emerge automatically as a by-product of latent 
semantic mapping (“LSM”)-based semantic consistency, 
Which practically bypasses the need for an explicit linguistic 
knoWledge. Additionally, POS tagging using latent analogy 
takes substantially less time than currently available methods, 
such as MEMMs and CRFs, described above. 
[0049] FIG. 9 shoWs a ?owchart of a method to assign POS 
tags to Words of an input text using latent analogy according 
to one embodiment of the invention. Method 900 begins With 
operation 901 that includes receiving an input sequence of 
Words, as described above With respect to FIG. 1B. In one 
embodiment, an input sequence of Words may be a sentence, 
paragraph, or any other sequence of Words. Method 900 con 
tinues With operation 902 that involves analyZing a global 
fabric of a training corpus having training sequences of Words 
in a vector space, for example, a latent semantic (“LS”) space. 

[0050] In one embodiment, the analysis of the global fabric 
of the training corpus is performed using latent semantic 
mapping. In one embodiment, the analyZing of the global 
fabric of the training corpus in the vector space comprises 
mapping the input sequence into the vector space, and form 
ing a neighborhood associated With the input sequence in the 
vector space. In one embodiment, the neighborhood associ 
ated With the input sequence of Words in the vector space 
represents one or more training sequences that are globally 
relevant to the input sequence, as described in further detail 
beloW. In one embodiment, the one or more training 
sequences that are globally relevant to the input sequence are 
the training sentences that have the substantially the same 
general topic, as the input sequence of Words. In one embodi 
ment, the analyZing of the global fabric of the training corpus 
in the vector space comprises determining a closeness mea 
sure betWeen the training sequences and the input sequence in 
the vector space, as described in further detail beloW. 

[0051] FIG. 2 shoWs an overvieW 200 of one embodiment 
of a vector space. As shoWn in FIG. 2, a training corpus 201 
includes a collection T of N training sequences of Words (for 
example, sentences) hj 207, Where N may be any number. In 
one embodiment, N ranges from about 100 to about 50,000. 
As shoWn in FIG. 2, a set V 203 associated With training 
corpus 201 includes M n-grams gi 209 observed in the col 
lection T including proper markers for punctuation, etc, 
Where M may be any number. In one embodiment, M ranges 
from about 1,000 to about 1,000,000. Typically, n-grams gi 
209 are Words, and strings of Words, such as bigrams, tri 
grams, and the like. N-grams are knoWn to one of ordinary 
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skill in the art of language processing. In one embodiment, the 
set V 203 includes the underlying vocabulary (e. g., Words) if 
n:l. In one embodiment, each Word in the N training 
sequences of Words hj 207 has been annotated With a POS tag. 
As shoWn in FIG. 2, the training corpus 201 and an associated 
set V 203 of M n-grams gi observed in the training corpus T 
201 are mapped into a vector space L 205, Whereby each 
sequence hj in a collection T and each n-gram gi in set V 203 
is represented by a vector. 
[0052] As shoWn in FIG. 2, vector space 205 includes vec 
tor representations of training sequences of Words hj 207, 
such as a vector representation 211 illustrated by a cross, and 
vector representations of n-grams gi 209, such as a vector 
representation 213 illustrated by a circle. The continuous 
vector space L 205 is semantic in nature, because the “close 
ness” of vectors in the space L 205 is determined by the global 
pattern of the language used in the training corpus 201, as 
opposed to local speci?c constructs. For example, tWo Words 
Whose representations are “close” (in some suitable metric) 
tend to appear in the same kind of sentences, Whether or not 
they actually occur Within identical Word contexts in those 
sentences. TWo Word sequences (e.g., sentences) Whose rep 
resentations are “close” tend to convey the same semantic 
meaning, Whether or not they contain substantially the same 
Word constructs. More generally, Word and sentence vectors 
213 and 211 associated With Words 209 and sentences 207 
that are semantically linked are also “close” in the space L 
205. In one embodiment, vector space L 205 is a latent seman 

tic (“LS”) space. 
[0053] FIG. 3 illustrates one embodiment of forming a 
matrix W using a training corpus and a set of n-grams. For an 
example shoWn in FIG. 3 n-grams are Words (n:l). In one 
embodiment, matrix W is formed to contain elements that 
re?ect hoW many times each n-gram from set 203 appears in 
the training corpus T 201. As shoWn in FIG. 3, matrix W may 
be constructed such that each unit of training data, for 
example, the Words of sentence “The cat ate the cheese” may 
be arranged in a column 301.As shoWn in FIG. 3, counts 305, 
307, 309, and 311 re?ect the extent to Which each Word 
appears in the sentence “The cat ate the cheese”. As shoWn in 
FIG. 3, count 311 re?ects the fact that Word “the” appears in 
the sentence tWice, and counts 305, 307, and 309 re?ect the 
fact that corresponding Words “cat”, “ate” and “cheese” 
appear in the sentence once. 
[0054] FIG. 4 illustrates one embodiment of a matrix W 
that has entries that re?ect the extent to Which each n-gram 
from set 203 appears in the training corpus T 201. As shoWn 
in FIG. 4, matrix W contains (M><N) entries Wij that may 
re?ect the extent to Which each n-gram gi 207 E V 203 
appeared in each sentence hj 2076 T 201. As shoWn in FIG. 
4, l to N columns of matrix W, such as column 401, corre 
spond to sequences of Words hj 207, for example, sentences. 
As shoWn in FIG. 4, l to M roWs ofmatrix W, such as roW 402, 
correspond to n-grams gi 207, for example, Words, bigrams, 
such as “Hong Kong” and trigrams, such as “NeWYork City”. 
[0055] Each entry Wy- of matrix W may be expressed as 
folloWs: 

(5) 

Where cy- is the number of times gl- occurs in sentence hj, nj is 
the total number of n-grams present in this sentence, and 61-, is 
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the normaliZed entropy of g, inV 203. The global Weighting 
implied by 1-6,, re?ects the fact that tWo n-grams appearing 
With the same count in a particular sentence do not necessarily 
convey the same amount of information; this is subordinated 
to the distribution of the n- grams in the entire set V 203. That 
means, for example, that for a Word like ‘the’, Which occurs in 
almost every sentence, normaliZed entropy el- Would be very 
close to 1, Which means that global Weighting implied by 1-6, 
Would be very close to Zero, and therefore may be not infor 
mative. For a Word that has normaliZed entropy el- close to 
Zero, global Weighting implied by 1-61. Would be close to one, 
meaning that this Word may be informative. 
[0056] FIG. 5A shoWs a diagram that illustrates a singular 
value decomposition (“SVD”) of a matrix W, as shoWn in 
FIG. 4 to construct a vector space 205, as shoWn in FIG. 2 
according to one embodiment of invention. A singular value 
decomposition (“SVD”) of (M><N) matrix W reads as fol 
loWs: 

WIU s VT, (6) 

Where U is the (M><R) left singular matrix 503 With roW 
vectors ul- (léiéM), S is the (R><R) diagonal matrix 505 of 
singular values s1§s2§ . . . ZsRZO, V is the (N><R) right 
singular matrix 507 With roW vectors vJ (l éj EN), Wherein 
R<<M, N is the order of the decomposition, and T denotes 
matrix transposition. Both left and right singular matrices U 
503 andV 507 are column-orthonormal, i.e., UTUIVTVIIR 
(the identity matrix of order R). Thus, the column vectors of 
matrices U and V each de?ne an orthomormal basis for the 
space of dimension R spanned by the (R-dimensional) ui’s 
and vj’s. This space may be referred as a vector space, such as 
vector space 205 of FIG. 2. In one embodiment, vector space 
L 205 is a latent semantic space. 

[0057] The basic idea behind (6) is that the rank-R decom 
position captures the major structural associations in W and 
ignores higher order effects. Hence, the relative positions of 
the sentence vector representations (anchors) in the vector 
space re?ect a parsimonious encoding of the semantic con 
cepts used in the training data. This means that any input 
sequence of Words; e.g., a sentence, mapped onto a vector 
space “close” (in some suitable metric) to a particular sen 
tence anchor Would be expected to be closely related to the 
corresponding training sentence, and any training sequence 
of Words (e. g., sentence) Whose representation (“anchor”) is 
“close” to a vector representation of input sequence of Words 
in the space L Would tend to be related to this input sentence. 
This offers a basis for determining sentence neighborhoods. 

[0058] Referring back to FIG. 9, method 900 continues 
With operation 903 that involves extracting global semantic 
information associated With the input sequence of Words 
based on the analyZing. The global semantic information may 
be, for example, at least a surface meaning of the input sen 
tence, such as a topic of the input sentence, and meanings of 
the Words in the input sentence. In one embodiment, the 
global semantic information associated With the input 
sequence of Words is used to identify Which one or more 
Words of the training sequences from the training corpus are 
globally relevant to the input sequence. Method 900 contin 
ues With operation 904 that involves identifying one or more 
Words in the training sequences of Words in the vector space 
that are associated With the global semantic information. In 
one embodiment, the identi?ed training sequences of Words 
are globally semantically relevant to the input sequence of 
Words. Method 900 continues With operation 905 that 
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involves assigning a part-of-speech tag to a Word of the input 
sequence based on POS tags from the identi?ed one or more 
Words in the training sequences. 
[0059] FIG. 6 illustrates mapping of an input sequence of 
Words into a vector space according to one embodiment of the 
invention. As shoWn in FIG. 6, vector space L 205 includes 
vector representations of training sequences of Words hj, such 
as vector representation 211 illustrated by a cross, and vector 
representations of n-grams gi of the set V, such as a vector 
representation 213 illustrated by a circle. TWo Word 
sequences (e.g., sentences) Whose representations are “close” 
in space 603 tend to convey the substantially the same seman 
tic meaning. As shoWn in FIG. 6, an input sequence of Words 
hp 601 is mapped into vector space 205. The mapping of the 
input sequence 601 into vector space 205 encodes the seman 
tic information. That is, the position of the input sequence 609 
in vector space 205 is driven by the meaning of the input 
sentence, and therefore may fall into a cluster (not shoWn) in 
the vector space 205 that de?nes the topic of the input sen 
tence 609.As shoWn in FIG. 6, aneighborhood 611 associated 
With the input sequence 601 in the vector space 205 is formed. 
Neighborhood 611 represents one or more training sequences 
of Words that are globally relevant, for example, have the 
substantially similar topic as the input sequence 601. As 
shoWn in FIG. 6, neighborhood 611 includes vector represen 
tations such as a vector representation 604, of training 
sequences that are globally relevant to the input sequence, as 
described in further detail beloW. That is, mapping of the input 
sequence 601 to the LS space 205 is performed to evaluate 
Which training sequences from the training corpus are glo 
bally relevant to the input sentence 601. 
[0060] FIG. 5B is a diagram similar to the diagram of FIG. 
5A that illustrates mapping of an input sequence of Words 
(e.g., a sentence) into a latent semantic mapping (“LSM”) 
vector space according to one embodiment of the invention. 
An input sequence not seen in the training corpus, for 
example sentence hp (Where p>N) may be mapped into a 
vector space 603 of FIG. 6 as folloWs. For each n-gram in 
training corpus ‘ 201, the Weighted counts Wl-P With jrp are 
computed according to expression (5) for sentence hp. The 
resulting feature vector, a column vector of dimension M, can 
be thought of as an additional (N +1) column 512 of the matrix 
W 511. 

[0061] In one embodiment, if the input sequence of Words 
is globally relevant to training sequences of Words, for 
example, the input sentence has substantially the same style, 
general topic, matrices U 513 and S 514 Will be substantially 
similar to matrices U 503 and S 505. Therefore, assuming the 
matrices U and S do not change appreciably, so that matrix U 
513 is substantially similar to matrix U 503, and matrix S 514 
is substantially similar to matrix S 505, the SVD expansion 
(6) Will read as folloWs: 

Where the R-dimensional vector v T acts as an additional 

(N+l) column 516 of the matrix V . This in turn leads to the 
de?nition: 

VPQQSIBPTU (3) 

[0062] FIG. 10 shoWs a ?owchart of one embodiment of a 
method to assign POS tags to Words. Method 1000 begins 
With operation 1001 that involves receiving a sequence of 
Words (e.g., a sentence), as described above. At operation 
1002 the received sequence is mapped into a vector space, as 
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described above. In one embodiment, the vector space is an 
LSM space. In one embodiment, the vector space includes 
representations of a plurality of training sequences of Words 
from a training corpus, as described above. Next, method 
1000 continues With operation 1003 that involves forming a 
neighborhood associated With the received sequence of Words 
in the vector space to obtain POS characteristics, for example, 
POS values. In one embodiment, the neighborhood is associ 
ated With one or more training sequences that are globally 
relevant to the received sequence. 
[0063] In one embodiment, one or more training sequences 
that are globally relevant to the received sequence of Words 
are selected from the plurality of training sequences selected 
to form the neighborhood, and the training sequences that are 
not globally relevant to the received sequence of Words are 
rejected. In one embodiment, a closeness measure, for 
example, a distance, betWeen representations of a training 
sequence of the plurality of the training sequences and the 
input sequence in the vector space is determined to form the 
neighborhood. A training sequence may be selected out of the 
plurality of the training sequences based on the closeness 
measure, as described in further detail beloW. Next, at opera 
tion 1004, a POS tag is assigned to a Word of the received 
sequence based on the POS characteristics (e.g., POS values) 
obtained from the neighborhood. 
[0064] Referring back to FIG. 6, neighborhood 611 is 
formed based on a closeness measure betWeen vector repre 
sentations of the input sequence 609 and training sequence in 
vector space 205. In one embodiment, the closeness measure 
is associated With a distance betWeen vector representations 
of the input sequence 609 and each of the training sequences 
211 in vector space 205. As shoWn in FIG. 6, closeness 
measures 602 and 603 betWeen vector representations of each 
of the training sequence and input sequence 609 in vector 
space 205 are determined. As shoWn in FIG. 6, training 
sequence 604 is selected for neighborhood 611, and training 
sequence 211 is not selected based on the closeness measure. 
The closeness measure determines global relevance of the 
each of the training sequences to the input sequence. 
[0065] In one embodiment, each of the closeness measures 
602 and 603 are compared to a predetermined threshold. The 
training sequence may be selected if the closeness measure 
602 exceeds the predetermined threshold. The training 
sequence 211 may be rej ected if closeness measure 603 is less 
or equal to the predetermined threshold. The predetermined 
threshold may be chosen depending on a particular applica 
tion or task at hand. In another embodiment, to form neigh 
borhood 611, the training sequences are ranked according to 
their closeness measures to the input sequence in vector space 
205. The training sequence that has a rank equal or higher 
than a predetermined rank may be selected to form neighbor 
hood 611, and the training sequence that has the rank loWer 
than the predetermined rank may be rejected. The predeter 
mined rank may be any number 2, 3, . . . N and may be chosen 
according to a particular application or task at hand. 
[0066] Referring back to expression (8), it remains to 
specify a suitable closeness measure to compare VP to each of 
the vfs. In one embodiment, the closeness measure is a Euclid 
ian distance betWeen vector representation VP of the input 
sequence and each of the vector representations of the 
training sequences. In another embodiment, the closeness 
measure is the cosine of the angle betWeen them (“cosine 
distance”). For example, for each of the training sequences 
the closeness measure to the vector representation of the input 
sequence 609 may be calculated as folloWs: 
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for any léjéN. Using (9), all training sentences can be 
ranked in decreasing order of closeness to the representation 
of the input sentence 609. The associated sentence neighbor 
hood 609 may be formed by retaining only those training 
sequences Whose closeness measure is higher than a prede 
termined threshold. 

[0067] FIG. 7 shoWs an example of sentence neighborhood 
according to one embodiment of the invention. As shoWn in 
FIG. 7, a Table I (701) contains an actual sentence neighbor 
hood for an example input sentence (2). As shoWn in Table I, 
a sentence neighborhood, such as neighborhood 611, 
includes training sentences that are globally relevant to an 
input sentence, such as input sentence “Jet streams bloW in the 
troposphere”. As shoWn in FIG. 7, training sentences are 
grouped according to reference Words that are substantially 
the same as the Words from the input sentence. Group 701 
includes training sentences having Word “jet” from input 
sequence (2), group 702 includes training sentences having 
Word “streams” from input sequence (2), group 703 includes 
training sentences having Word “bloW” from input sequence 
(2), and group 704 includes training sentences having Word 
“troposphere” from input sequence (2). 
[0068] FIG. 11 shoWs a ?owchart of one embodiment of a 
method to form a neighborhood to assign POS tags to Words. 
Method starts With operation 1101 that involves mapping an 
input sequence of Words into a vector space containing one or 
more vector representations of training sequences of Words. 
Next, at operation 1102 a determination is made Whether a 
closeness measure of a vector representation of the training 
sequence of Words in the vector space exceeds a predeter 
mined threshold. If the closeness measure of the vector rep 
resentation of the training sequence of Words in the vector 
space exceeds the predetermined threshold, the training 
sequence is retained at operation 11103. If the closeness 
measure of the vector representation of the training sequence 
of Words in the vector space is less than the predetermined 
threshold, the training sequence is disregarded at operation 
1110. That is, the training sequence of Words that is globally 
not relevant to the input sequence of Words is disregarded. 
[0069] Next, a determination is made Whether closeness 
measures of vector representations of all training sequences 
have been checked at operation 1104. If not all training 
sequences have been checked, the operation 1102 method 
1100 returns to operation 1102. If closeness measures of 
vector representations of all training sequences have been 
checked, method 1100 continues With operation 1105 that 
involves forming a neighborhood in the vector space that 
includes representations of the retained training sequences. 
Next, at operation 1106, a determination is made Whether a 
training sequence represented in the neighborhood contains a 
Word that is substantially similar to (e.g., the same as) the 
Word of the input sequence of Words. Next, operation 1107 is 
performed that includes forming one or more sub-sequences 
of the training sequence having vector representation in the 
neighborhood. The sub-sequences contain the Words that are 
substantially similar to the Words of the input sequence. Next, 
one or more sub-sequences are aligned at operation 1108 to 
obtain one or more POS characteristics (e.g., values) of the 
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Words from the sub-sequences. Method 1100 continues With 
operation 1109 that involves determining a POS tag for the 
Word from the input sequence based on the obtained POS 
characteristics (e.g., POS values). 
[0070] Referring back to FIG. 6, as set forth above, neigh 
borhood 611 represents labeled training sequences of Words 
having POS tags. Therefore, associated POS sequences are 
readily available from the labeled training corpus. In prin 
ciple, each of these POS sequences contains at least one 
sub-sequence Which is germane to the input sentence. Thus, 
the ?nal POS sequence can be assembled by judicious align 
ment of appropriate POS sub-sequences from the sentence 
neighborhood. 
[0071] FIG. 8 illustrates an example of one embodiment of 
sequence alignment. Referring to example input sentence (2), 
and proceeding Word by Word, the POS sub-sequences from 
entries in the sentence neighborhood, for example, as shoWn 
in FIG. 7, are collected in table 801.As shoWn in table 801, the 
POS sub-sequences contain the relevant reference Words, 
such as “jet”, “streams”, “bloW”, “in”, and “troposphere” 
from the input sequence of Words (2). It may be necessary to 
retain only (2K+l) POS in each sub-sequence, centered 
around that of the current input Word. That is, around each 
Word of the input sentence the sub-sentences may be selected 
out of globally relevant training sentences, Which contain that 
Word of the input sentence. K is referred as the siZe of the local 
scope. For example shoWn in FIG. 8, the local scope is set to 
K:2. Proceeding left-to-right along the input sentence, such 
as sentence (2), We thus obtain a set of POS characteristics, 
such as a POS value 803, for each Word, Where each POS 
value is substantially consistent With global semantic infor 
mation extracted from the training corpus and germane to the 
input sentence, such as sentence (2).A POS tag for each of the 
Words of the input sentence is determined based on POS 
characteristics of the Words from the sub-sequences con 
tained in the neighborhood, such as neighborhood 611. In one 
embodiment, a POS tag for each of the Words of the input 
sentence is determined by computing the maximum likeli 
hood estimate for every Word of the input sentence using the 
obtained POS value counts from, for example, table 801. The 
resulting POS tags, such as POS tag 804, for each of the Words 
from the input sequence are shoWn in table 802. 
[0072] The ?nal POS sequence may read as folloWs: 

Jet/NN streaIns/NNS bloW/VBP in/IN the/DT tropo 
sphere/NN (10) 

[0073] In one embodiment, When the number of one POS 
values and the number of another POS values that label the 
Words from the sub-sequences are substantially equal, for 
example, When 50% of the POS values represent nouns and 
50% of POS values represent verbs, then the statistics from 
the Whole training corpus can be used to determine the proper 
POS tag for the input Word. A comparison With (3) and (4) 
shoWs that POS tagging using latent analogy is able to satis 
factorily resolve the inherent POS ambiguity discussed pre 
viously. This bodes Well for its general deployability across a 
Wide range of applications. 
[0074] FIG. 12 shoWs a ?owchart of one embodiment of a 
method 1200 to align sub-sequences to assign POS tags to 
Words. At operation 1201 a training corpus that includes one 
or more training sequences of Words having POS character 
istics (e.g., POS values) is provided, as described above. 
Method 1200 continues With operation 1202 that involves 
receiving a sequence of input Words, as described above. At 
operation 1203 the sequence of input Words is mapped in a 
vector space, for example, a LS space, as described above. 
The closeness of each of the training sequences to the 
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