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A commerce graph API system for a multi-platform e-com-
merce distribution system. The system includes one or more
processors and a memory device storing a set of instructions
that, when executed by the one or more processors, causes
the one or more processors to: for mncoming order transac-
tion data from one or more third party applications, ingest
order transaction data from the one or more third party
applications and convert the order transaction data into a
unified order schema; for outgoing order write back data to
an e-commerce platform of product origin, convert the order
transaction data in the umified order schema into a platform
specific format expected by the e-commerce platiorm of
product origin; for incoming order write back data from the
e-commerce platform of product origin, convert the order
transaction data from the platform specific format of the
e-commerce platform of product origin into the unified order
schema; and for outgoing order transaction data to the one
or more third party applications, translate the order trans-
action data in the unified order schema into a format
expected by the one or more third party applications.
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COMMERCE GRAPH API SYSTEM AND
METHOD FOR MULTI-PLATFORM
E-COMMERCE DISTRIBUTION SYSTEM

BACKGROUND

Technical Field

[0001] The present disclosure generally relates to e-com-
merce systems and methods, and particularly, to headless
multi-platform e-commerce systems and methods.

Description of the Related Art

[0002] The world of commerce has been revolutionized
over the past few decades with the growth of the Internet and
the development of electronic commerce (“e-commerce™).
In this regard, it 1s now possible to purchase a product
on-line through a website, using, for example, a desktop
computer, or through mobile applications (*apps™), using a
smart phone or other portable computing device (e.g., phab-
let, tablet, portable digital assistant, and the like). A website
or mobile app may be the presentation layer of the e-com-
merce “front end.”

[0003] 'Typically, this e-commerce “front end” incorpo-
rates manual user mput (e.g., typing interface, touchscreen,
mouse, and the like). Additionally, there are a few e-com-
merce “front ends” that enable voice interaction for e-com-
merce purchases (e.g., Amazon or Google Home). These
various apps (e.g., website, mobile, voice and the like)
utilize underlying sets of technological architectures that
provide configurations and unique functionality to enable a
transaction. These technological architectures, which are
generally referred to as e-commerce platforms, are each
highly limited and narrowly focused implementations for
very specific criteria.

[0004] E-commerce platforms were a significant advance-
ment 1n the world of commerce because they allowed people
to exchange goods and services using the Internet. However,
the rapid growth and limited front end capabilities of these
e-commerce platforms have resulted in highly siloed and
ocified e-commerce systems that only function for within
specific parameters. Generally speaking, these e-commerce
platforms store product information, and surface almost
exclusively 1n the form of a website or mobile application to
facilitate a transaction.

[0005] As defined herein, a merchant 1s a company that
sells a product on-line 1n some manner (1.e., an on-line store
owner). Almost all on-line commerce 1s conducted through
the e-commerce platforms described above. Typically, a
merchant sells several different products. The merchant
uploads the necessary product information into the e-com-
merce platform, and the product information 1s published to
the merchant’s website. For example, a company like NIKE
(for the sake of example) would be considered a merchant.
The XYZ company might use an e-commerce platform, such
as Magento, to manage their products. In this manner, XYZ
uploads the necessary product information to Magento, and
the product information 1s published to the XY Z’s website.
A consumer can then go to www.xyz.com to browse prod-
ucts and make purchases. This 1s representative of the way
that ecommerce works today and has worked for 20 years.

[0006] Credit card processing for these types of e-com-
merce platform transactions 1s usually performed by a third
party, not the e-commerce platform. Such credit card pro-

Oct. 17,2019

cessing companies include Stripe, Authorize.net, PayPal,
and others. These transaction systems contain no product
data and have no integration into ecommerce platforms.

[0007] However, the e-commerce platiorms that are used
today have many technological problems and/or limitations
from the viewpoint of on-line merchants. These merchants
have many products that they want to sell. However, the
merchants wind up spending an undesirably large amount of
time and money managing their e-commerce platiforms,
optimizing their website, and advertising on the Internet.
These activities are generally referred to as digital merchan-
dising. Unfortunately, all of the products the merchant 1s
managing at their selected e-commerce platform are distrib-
uted to one “store.” Accordingly, for the XYZ company,
their products are only distributed to www.xyz.com.

[0008] An on-line merchant may market and advertise
their products 1n different locations throughout the Internet,
but all of the users are directed back to the on-line mer-
chant’s website 1n order to make the purchase. This “single
location 1ssue” 1s a significant technological problem 1n
digital retail. Due to this single location limitation, an
on-line merchant 1s only able to have its store i one digital
location.

[0009] In physical retail, merchants acknowledge that
business success may be greatly aflfected by the number of
locations of retail stores and the geographical locations of
the retail stores. In the physical world, “brick and mortar”
merchants solve the 1ssue of distribution by opening more
stores, by opening stores 1n more prime locations, or by
finding other stores that will carry their products. However,
in the digital world, merchants have not yet determined how
to have more stores throughout the Internet due to the
technological obstacles that stand 1n the way of such devel-
opment. Several app developers have attempted, albeit
unsuccesstully, to bring more commerce ability to their
experiences. While some apps have been able to create
interactive images from multiple on-line retail locations or
merchants, these have not been fully functional stores

embedded in different environments on the World Wide
Web.

[0010] 'Typically, many applications 1n today’s world are
monetized either by subscription revenues or through adver-
tising. In this regard, application developers and companies
are always looking for new and unique ways to monetize.
Currently, some application developers and companies have
been more successiul 1n monetizing, while other applica-
tions have been less successtul. Today’s applications gen-
erate a majority of their advertising revenue by marketing a
product 1 a rich and engaging way, even though their
e-commerce transaction methodology 1s typically cumber-
some (e.g., watch a video, swipe up, view a page, add the
product to a virtual shopping cart (“‘cart’”), sign 1n or create
an account, fill out shipping details, billing details, and
complete the purchase). Traditionally, the advertising rev-
enue 1s captured through views or clicks. It 1s not tied to
actual conversions or purchases. Further, within those appli-
cations there 1s a high rate of drop off once a click out
happens, and an even higher rate of abandonment when
someone has to sign in, or checkout as a guest, on that
unfamiliar website.

[0011] There 1s a continuing need 1n the art for an under-

lying retail technology that provides a seamless buying
experience native to any type of application on the Internet
and their various manifestations.
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[0012] In some implementations of the multi-platform
e-commerce distribution system, on-line merchants are pro-
vided with a “plug-1n” (1.e., a software component that adds
a specific feature to an existing computer program) that
opens up an entire distribution network for the on-line
merchants’ products that they are then able to leverage. In
this manner, on-line merchants can create more instances of
their own stores throughout the Internet on different prop-
erties.

[0013] Additionally, various applications can now °‘sell
product on-line” without having to go through the techno-
logical impediment of actual inventory purchases and physi-
cal transter of products from warehouse to warehouse before
a transaction takes place. Accordingly, by using an imple-
mentation of the multi-platform e-commerce distribution
system, one merchant with a single store may now have
thousands of different opportunities for consumers to buy
their product, no matter where the consumers might be on
the Internet or even 1n physical retail locations purchasing
digitally. In various implementations, a product may be
defined as any type of saleable products or services that may
be physical, virtual, downloadable, intangible, licensable
(e.g., software or software as a service), experiential, as well
as other products or services, and the like. These on-line
retail stores may be created by app developers. As defined
herein, an app developer 1s any company, individual, or
group of individuals that creates an application that exists on
the internet. This application can be a web, mobile, AR, VR,
voice, social, robotic, gaming, or other type of app on any
and all platiorms.

[0014] A processor-enabled commerce graph API system
for a multi-platform e-commerce distribution system may be
summarized as including one or more processors and a
memory device storing a set of instructions that when
executed by the one or more processors, causes the one or
more processors to take that following actions: for incoming,
order transaction data from one or more third party appli-
cations, 1ngest order transaction data from the one or more
third party applications and convert the order transaction
data into a unified order schema; for outgoing order write
back data to an e-commerce platform of product origin,
convert the order transaction data in the unified order
schema into a platform specific format expected by the
e-commerce platform of product origin; for incoming order
write back data from the e-commerce platiorm of product
origin, convert the order transaction data from the platform
specific format of the e commerce platform of product origin
into the umified order schema; and for outgoing order
transaction data to the one or more third party applications,
translate the order transaction data in the unified order
schema into a format expected by the one or more third party
applications.

[0015] Insome implementations, the commerce graph API
system further includes a checkout API that has a check-out
cart system and an order submission system. In another
aspect of some implementations of the commerce graph API
system, the check-out cart system of the checkout API
creates a virtual check-out cart and facilitates a transaction
with the one or more third-party applications. In still another
aspect of some implementations of the commerce graph API
system, the order submission system of the checkout API
facilitates writing an order back to an e-commerce platform
of product origin. In yet another aspect of some 1implemen-

Oct. 17,2019

tations of the commerce graph API system, the order sub-
mission system of the checkout API receives dynamic tax
and shipping data from a third-party service or an e-com-
merce platform when pricing of the virtual check-out cart 1s
initiated via direct integration with tax and shipping APIs. In
another aspect of some implementations of the commerce
graph API system, the order submission system of the
checkout API generates an external asynchronous cart asso-
ciated with a receiving e-commerce platiorm of product
origin 1 addition to the virtual check-out cart, wherein
actions taken 1n a checkout flow 1n the virtual check-out cart
result 1n matching actions being performed on the external
asynchronous cart associated with the receiving e-commerce
platform.

[0016] Insome implementations, the commerce graph API
system tracks order status of products in submitted orders
and provides order status notification to product purchasers.
In another aspect of some implementations of the commerce
graph API system, when an order 1s received from a pur-
chaser via a third-party application, the order is translated
into the unified order schema used by the e-commerce
platform of product origin, and then the order in the unified
order schema 1s re-translated 1nto an individual e-commerce
format expected by the e-commerce platform of product
origin to fulfill the order. In still another aspect of some
implementations of the commerce graph API system, the
product inventory status of a product 1s updated after the
received order for the product has been fulfilled. In yet
another aspect of some implementations of the commerce
graph API system, 1f a product becomes out of stock on an
e-commerce platform of product origin, then an equivalent
product offer mn a product repository 1s correspondingly
marked as out of stock on all third-party applications linked
to the product repository where the product was previously
purchasable.

[0017] In another implementation, the processor-enabled
commerce graph API system for a multi-platform e-com-
merce distribution system may be summarized as including
one or more processors and a memory device storing a set
of instructions that when executed by the one or more
processors, causes the one or more processors to take that
following actions: for incoming order transaction data from
an application, ingest order transaction data from the appli-
cation and convert the order transaction data into a unified
order schema; for outgoing order write back data to multiple
e-commerce platforms of product origin, convert the order
transaction data in the unified order schema into platform-
specific formats expected by the e-commerce platforms of
product origin; for incoming order write back data from the
e-commerce platforms of product origin, convert the order
transaction data from the multiple platform-specific formats
of the e-commerce platforms of product origin into the
unified order schema; and for outgoing order transaction
data to the application, translate the order transaction data 1n
the unified order schema into a format expected by the
application; wherein the commerce graph API system
includes an order submission system that enables concurrent
multi-merchant on-line shopping during which products
from multiple merchants associated with different e-com-
merce platforms of product origin are concurrently selected
to a single virtual shopping cart.

[0018] In still another implementation, the processor-en-
abled commerce graph API system for a multi-platiorm
e-commerce distribution system may be summarized as
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including one or more processors and a memory device
storing a set of instructions that when executed by the one
Oor more processors, causes the one or more processors to
take that following actions: for incoming order transaction
data from multiple third party applications, ingest order
transaction data from one or more third party applications
and convert the order transaction data into a unified order
schema; for outgoing order write back data to an e-com-
merce platform of product origin, convert the order trans-
action data in the unified order schema into a platform
specific format expected by the e-commerce platform of
product origin; for incoming order write back data from the
e-commerce platform of product origin, convert the order
transaction data from the platform specific format of the
e-commerce platiorm of product origin into the unified order
schema; and for outgoing order transaction data to the
multiple third party applications, translate the order trans-
action data in the unified order schema into a format
expected by the one or more third party applications;
wherein the commerce graph API system includes an order
submission system that enables concurrent multi merchant
on line shopping 1n which products from multiple merchants
are purchasable with a single order check out transaction.

[0019] Insomeimplementations, the commerce graph API
system creates a single point of entry for merchants for
distribution to the third-party applications on the Internet. In
another aspect of some implementations, the commerce
graph API system creates access to a single distribution
house 1n the digital world for third-party application devel-
opers and end purchasers. In still another aspect of some
implementations, the commerce graph API system enables
merchants to individually modily rates of revenue being
offered to third-party application developers that helped
generate the transaction between the third-party application
developers. In yet another aspect of some 1implementations,
the commerce graph API system enables merchants to set
default rates of revenue being offered to third-party appli-
cation developers that helped generate the transaction
between the third-party application developers, and enables
merchants to set custom rates of revenue being offered to
third-party application developers that helped generate the
transaction between the third-party application developers
for specific products.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0020] In the drawings, identical reference numbers 1den-
tify similar elements or acts. The sizes and relative positions
of elements in the drawings are not necessarily drawn to
scale. For example, the shapes of various elements and
angles are not necessarily drawn to scale, and some of these
clements are arbitrarily enlarged and positioned to improve
drawing legibility. Further, the particular shapes of the
clements as drawn are not necessarily intended to convey
any information regarding the actual shape of the particular
clements, and have been solely selected for ease of recog-
nition 1n the drawings.

[0021] FIG. 1 1s a schematic diagram that shows on-line
merchants connecting to e-commerce functionality through
legacy prior art e-commerce platforms 1n the way that these
systems generally work today.

[0022] FIG. 2A 1s a schematic diagram of an implemen-
tation of the multi-platform e-commerce distribution system
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that 1s positioned between on-line merchants on one side and
consumers (e.g., website, mobile, and various other appli-
cations) on the other side.

[0023] FIG. 2B 1s a schematic diagram of three sections of
the multi-platform e-commerce distribution system: the syn-
chronization service system, the product distribution plat-
form, and the commerce graph Application

[0024] Program Interface, which are all positioned
between e-commerce platforms on one side and consumers
on the other side, according to one implementation of the
disclosed embodiments.

[0025] FIGS. 3A, 3B, and 3C are schematic diagrams of
sample product schema for the multi-platform e-commerce
distribution system 1n which the different superscripts cor-
respond to values that are being cross-translated by the
system.

[0026] FIG. 4 1s a schematic diagram of the product
distribution platform section of the multi-platiorm e-com-
merce distribution system, which shows the microservices
architecture, according to one implementation of the dis-
closed embodiments.

[0027] FIG. 5 1s a logical diagram of transactional infor-
mation for an “order write-back” in the multi-platform
e-commerce distribution system, according to one imple-
mentation of the disclosed embodiments.

[0028] FIG. 6 1s a block diagram of an example processor-
based device used to implement one or more of the elec-
tronic devices described herein.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

[0029] Persons of ordinary skill in the art will understand
that the present disclosure 1s illustrative only and not in any
way limiting. Fach of the features and teachings disclosed
herein can be utilized separately or in conjunction with other
features and teachings to provide a system and method for
a Headless multi-platform e-commerce distribution system.
Representative examples utilizing many of these additional
features and teachings, both separately and 1n combination,
are described in further detail with reference to the attached
figures. This detailed description 1s merely intended to teach
a person of skill in the art further details for practicing
aspects of the present teachings, and 1s not intended to limait
the scope of the claims. Therefore, combinations of features
disclosed 1n the detailed description may not be necessary to
practice the teachings in the broadest sense, and are instead
taught merely to describe particularly representative
examples of the present teachings.

[0030] Some portions of the detailed descriptions herein
are presented in terms of algorithms and symbolic repre-
sentations of operations on data bits within a computer
memory. These algorithmic descriptions and representations
are the means used by those skilled in the data processing
arts to most effectively convey the substance of their work
to others skilled in the art. An algorithm i1s here, and
generally, conceived to be a self-consistent sequence of steps
leading to a desired result. The steps are those requiring
physical manipulations of physical quantities. Usually,
though not necessarily, these quantities take the form of
clectrical or magnetic signals capable of being stored, trans-
terred, combined, compared, and otherwise manipulated. It
has proven convenient at times, principally for reasons of
common usage, to refer to these signals as bits, values,
clements, symbols, characters, terms, numbers, or the like.
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[0031] It should be borne 1n mind, however, that all of
these and similar terms are to be associated with the appro-
priate physical quantities, and are merely convenient labels
applied to these quantities. Unless specifically stated other-
wise as apparent from the below discussion, 1t 1s appreciated
that throughout the description, discussions utilizing terms
such as ““processing,” “computing,” “calculating,” “deter-
mining,” “displaying,” “configuring,” or the like, refer to the
actions and processes of a computer system, or similar
electronic computing device, that mamipulate and transform
data represented as physical (electronic) quantities within
the computer system’s registers and memories 1nto other
data similarly represented as physical quantities within the
computer system memories or registers or other such infor-
mation storage, transmission or display devices.

[0032] Moreover, the various features of the representa-
tive examples and the dependent claims may be combined in
ways that are not specifically and explicitly enumerated in
order to provide additional useful embodiments of the
present teachings. It 1s also expressly noted that all value
ranges or indications of groups of entities disclose every
possible intermediate value or intermediate entity for the
purpose of original disclosure, as well as for the purpose of
restricting the claimed subject matter. It 1s also expressly
noted that the dimensions and the shapes of the components
shown 1n the figures are designed to help to understand how
the present teachings are practiced, but not intended to limit
the dimensions and the shapes shown 1n the examples.

[0033] Unless the context requires otherwise, throughout
the specification and claims which follow, the word “com-
prise” and variations thereof, such as “comprises” and
“comprising,” are to be construed in an open, 1nclusive
sense, that 1s, as “including, but not limited to.” Reference
throughout this specification to “one implementation™ or “an
implementation” means that a particular feature, structures,
or characteristics may be combined 1n any suitable manner
In one or more implementations.

[0034] As used in this specification and the appended
claims, the singular forms ““a,” “an,” and *“the” include plural
referents unless the content clearly dictates otherwise. It
should also be noted that the term “or” 1s generally
employed 1n i1ts broadest sense, that 1s, as meaning “and/or”
unless the content clearly dictates otherwise. The headings
and Abstract of the Disclosure provided herein are for
convenience only and do not interpret the scope or meaning

of the implementations.

[0035] FIG. 1 shows on-line merchants connecting to
e-commerce functionality through legacy e-commerce plat-
forms. As such, FIG. 1 shows the prior art e-commerce
transaction configuration.

[0036] FIGS. 2A, 2B, and 3 present illustrative diagrams
of a headless multi-platform e-commerce distribution sys-
tem 100. Referring now to FIG. 2A, an implementation of
the multi-platform e-commerce distribution system 100 1s
shown that 1s positioned between on-line merchants 120 on
one side and consumers 140 (e.g., applications and appli-
cation developers through which end customers purchase
products) on the other side. The applications 140 include, by
way of example only, and not by way of limitation: website
and mobile applications, social media applications 150,
virtual reality applications 160, augmented reality applica-
tions 170, voice applications 180, and other applications
190. In some implementations, as shown in FIG. 2B, the
three sections of the multi-platform e-commerce distribution
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system 100 include a synchronization service system 200, a
product distribution platform 300, and an application pro-
gram 1nterface 400 (i1.e., commerce graph). The three sec-
tions of the multi-platform e-commerce distribution system
100 are all positioned between e-commerce platforms 500
on one side and consumers 140 (e.g., applications and
application developers through which end customers pur-
chase products) on the other side. As also shown 1n FIG. 2B,
the product distribution platform 300 includes a product
database 310 and an operational database 320, as well as a
tax information component 330, a shipping information
component 340, a currency information component 350, and
a payment mformation component 360.

[0037] As described above, there are many diflerent
e-commerce platforms including, by way of example only,
and not by way of limitation: Shopify; Magento 1; Magento
2; Bigcommerce; Woocommerce; Ecwid; Lightspeed;
Hybris; Demandware (Salesforce Commerce); Spree Com-
merce; 3D Cart; JigoShop; Kartrocket; Zepo; CoreCom-
merce; xCart; Websphere Commerce (IBM); ATG (Oracle
Commerce); Volusion; PrestaShop; Intershop; Etsy; Hand-
shake; SendOwl; Odoo; StoreHippo; Shoper; AliExpress;
Adobe Business Catalyst; and ePages.

[0038] FEach of these different e-commerce platforms has
a different architecture, database structure, and method for
extracting data, as well as other nuances unique to 1its
system’s architecture and maturity. Many of these different
e-commerce platiforms are old and archaic. Additionally, the
different e-commerce platforms do not work well with
others and, more significantly, there are a large number of
different e-commerce platforms.

[0039] Notably, each of the different e-commerce plat-
forms listed above allows for “integrations” to be built into
the platform. Such integrations provide access into the
e-commerce platforms and the data inside of the e-com-
merce platforms. In some implementations of the headless
multi-platform e-commerce distribution system 100, the
system 1ntegrates mnto many or all of the e-commerce
platforms and leverages the cumulative eflect of what may
be accomplished with access to this magnitude of data in the
e-commerce transaction marketplace.

[0040] In some implementations, the synchronization ser-
vice system 200 of the headless multi-platform e-commerce
distribution system 100 facilitates (1) the bi-directional
“data translation™ (1.e., “product ingestion”), and (2) the
“order write-back.” In other implementations, the synchro-
nization service system 200 of the headless multi-platform
e-commerce distribution system 100 facilitates single direc-
tion data translation in either (1) from the one or more
merchants to the one or more e-commerce platforms, or (2)
from the one or more e-commerce platforms to the one or
more merchants. Notably, the synchronization service sys-
tem 200 of the headless multi-platform e-commerce distri-
bution system 100 provides unique new capabilities 1n the
e-commerce transaction marketplace. In one or more 1mple-
mentations, the synchronization service system 200 of the
headless multi-platform e-commerce distribution system
100 1s dedicated to the timing and translation activities of
data extraction from all the different e-commerce platiforms
into a format the product distribution platform 400 can
ingest. This translation layer exists in the synchronization
service system 200 to streamline operations of the headless
multi-platform e-commerce distribution system 100.
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[0041] Regardless of the structure of the data, the fre-
quency ol updates provided, or the number of different
e-commerce platforms used, all of the relevant data that exits
the synchronization service system 200 of the headless
multi-platform e-commerce distribution system 100 then
enters the repository of the product distribution platform 300
and 1s ready for consumption and utilization by the rest of
the system. In this regard, the synchronization service sys-
tem 200 acts as a bi-directional translation layer for order
data coming into (1.e., ingestion) the headless multi-platform
e-commerce distribution system 100 and exiting (1.e., order
write-back) the headless multi-platiorm e-commerce distri-
bution system 100.

[0042] When orders are created by the headless multi-
platform e-commerce distribution system 100 (coming from
an app via order write-back) the synchronization service
system 200 translates these orders back into the format
expected by the e-commerce platform of origin, before
submitting them. This 1s the bi-directional nature of the
synchronization service system 200 and the headless multi-
platform e-commerce distribution system 100 in general. As
these orders progress through the acceptance and fulfillment
processes within the e-commerce platform of origin, the
synchronization service system 200 of the headless multi-
plattorm e-commerce distribution system 100 receives
updated order data and translates this order data back into
the order schema of the headless multi-platform e-commerce
distribution system 100 before updating the order records of

the headless multi-platform e-commerce distribution system
100.

[0043] The product distribution platform 300 of the head-

less multi-platform e-commerce distribution system 100
utilizes a custom marketplace schema that features a top-
level product wrapper that contains all of the relevant
information associated with that product. The top-level
product wrapper 1s the source of basic metadata, minimum
and maximum prices, and all possible product options like
sizes, colors, materials, versions, or combinations thereotf.
The top-level product wrapper 1s not purchasable 1tself, but
the merchant offers nested within the top-level product
wrapper are the purchasable offer entities. Each nested offer
1s a product that may be made available by a merchant and
1s existent within the top-level product. A nested offer may
contain product options and variants that are not available 1n
other offers nested under the same top-level product wrap-
per. The offer entities consist of the vaniations of the product
that a merchant 120 1s actively selling. Two or more mer-
chants 120 can sell the same variant combinations, com-
pletely different variations, or a mix of both. Additionally,
merchants 120 can price their products independently of
each other. The end developer may then determine which
offer or offers to display or purchase.

[0044] Significantly, the product offers within the headless
multi-platform e-commerce distribution system 100 are con-
stantly updated, as their equivalent entities on the source
e-commerce platform are updated. In some 1mplementa-
tions, the headless multi-platform e-commerce distribution
system 100 uses event listeners to help facilitate the updat-
ing. In other implementations, event listeners are not used by
the headless multi-platform e-commerce distribution system
100 1n the updating process. As such, a merchant 120 1s not
required to take any action to update the information asso-
ciated with their product once 1t has been published within
the headless multi-platiorm e-commerce distribution system

Oct. 17,2019

100. In this manner, when a merchant 120 modifies a
product on the source e-commerce platform, the product
offer on the headless multi-platform e-commerce distribu-
tion system 100 1s updated automatically to retlect those
changes. Additionally, if a product becomes out of stock on
the source e-commerce platform, then the equivalent prod-
uct offer on the headless multi-platform e-commerce distri-
bution system 100 1s also marked as out of stock, and will
no longer be purchasable.

[0045] As described above and shown 1n FIGS. 3A, 3B,
and 3C, the product schema of the headless multi-platiorm
e-commerce distribution system 100 1s normalized. Accord-
ingly, regardless of the source of the product data, the
product data 1s always translated into a single format. Thus,
a developer only has to integrate with the schema of the
headless multi-platform e-commerce distribution system
100, and then the developer can interface with all of the
merchants 120 and the associated e-commerce platforms.
Additionally, the headless multi-platform e-commerce dis-
tribution system 100 provides the technological improve-
ment to developers of not requiring them to alter their
codebases when the external platform data formats are
updated or deprecated.

[0046] In some implementations, the product schema of
the headless multi-platform e-commerce distribution system
100 1s marketplace oriented such that 1t enables multiple
merchants 120 to sell the same product. In such an 1mple-
mentation, a product at the top level 1s simply a data wrapper
that contains basic product data and one or more nested
product offers. These nested product offers are the purchas-
able entities 1n the headless multi-platform e-commerce
distribution system 100. If two or more merchants 120 sell
the same 1tem, their items will be listed as offers of the top
level product.

[0047] Accordingly, a developer does not need to search
the product catalog for duplicate products. The developer
can compare offers across multiple merchants 120 and
choose which offer(s) they want to make available 1n their
application. Additionally, the product schema of the headless
multi-platform e-commerce distribution system 100 sepa-
rates variants from SKUSs (Stock Keeping Units), and pro-
visions them 1n an easily consumable format. As defined
herein, vaniants are the individual descriptors of a product
like sizes, colors, materials, versions, or combinations
thereof, while SKUs are the combinations of variants that
together represent an 1tem. The top level product wrapper
lists all possible variants across all offers. The individual
offers then list all possible variants for that offer.

[0048] By using the headless multi-platform e-commerce
distribution system 100, a developer may immediately dis-
cover and consume all possible product variations without
needing to dive 1nto the nested product offers. Additionally,
by using the headless multi-platiorm e-commerce distribu-
tion system 100, a developer 1s not required to parse variants
from SKU data. The requirement of parsing variants from
SKU data was a common technological limitation of previ-
ous attempts to work across e-commerce platiforms.

[0049] Product level variants are a collection of all pos-
sible product varnations across all merchant offers for a
single product. At a top level, variants are options that may
include but are not limited to sizes, colors, materials, ver-
sions, or combinations thereof. Within each variant 1s a
collection of variant values such as small, medium, and
large; or black, grey, and white. Making these variants
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available at the product level allows the developer to dis-
cover all possible variants without needing to iterate through
the nested product offers.

[0050] Oflers are a collection of a merchant’s offerings of
a product. Each offer 1s self-contained with all possible
information about the product nested within 1t. Regarding
another parameter, offer level variants are similar to product
level variations; however, the collection 1s limited to only
the product varniations offered by a single merchant for a
single product. Offer level variants allow a developer to
enable option selection, and from there SKU composition,
within their app. SKU composition 1s the process of com-
bining variants to discover the SKU that matches the
selected variants exactly. Regarding still another parameter,
offer SKUs are combinations of vanants that together equal
a real product. Offer SKUs map directly to the purchasable
entities on the external e-commerce platforms. When exter-
nal orders are written back to the e-commerce platiform, it 1s
these SKUSs that are being purchased.

[0051] In some implementations, the headless multi-plat-
form e-commerce distribution system 100 enables the merg-
ing of product data. Data merging 1s the process of deter-
mining 1f two products are the same. When a product 1s
ingested for the first time 1nto the headless multi-platform
e-commerce distribution system 100, the product 1s com-
pared to existing products already 1n the repository of the
headless multi-platform e-commerce distribution system
100. If a match 1s found, the product 1s added as an
additional offer under the existing top-level product wrap-
per. I a match 1s not found, a new top-level product wrapper
1s created with the source product becoming the first offer of
that product. A combination of product properties are used
to determine 1f two products are the same. These include, by
way ol example only, and not by way of limitation: name,
SKU (Stock Keeping Unit), brand, variation types, GTIN
(Global Trade Item Number), ASIN (Amazon Standard
Identification Number), UPC (Universal Product Code),
EAN (European Article Number), JAN (Japanese Article

Number), and media elements.

[0052] In one or more implementations, the headless
multi-platform e-commerce distribution system 100 ingests
three-dimensional spatial data. In such an 1implementation,
the headless multi-platform e-commerce distribution system
100 collects all media elements during product ingestion,
which can include both video and 1image elements, related to
a product and 1its variants. Using these media elements, the
headless multi-platform e-commerce distribution system
100 builds a visual profile of an individual product. This
visual profile ultimately serves (but 1s not limited to) two
primary purposes, product recognition and 3D 1mage com-
position.

[0053] Product Recognition 1s the ability to determine
what product or products are present 1n an 1image or video.
To achieve this functionality, a product’s visual profile i1s
used to train machine learning algorithms how to recognize
a product. The larger and more diverse the collection of
product media 1s, the better the machine learning algorithms
can be trained. The marketplace product schema used by the
headless multi-platform e-commerce distribution system
100 provides technological advantages in this regard, since
the system 100 has multiple merchants selling the same
product. Accordingly, the headless multi-platform e-com-
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merce distribution system 100 1s able to collect a broader
array ol product media, since most merchants use product
media that 1s umique.

[0054] Three-dimensional (3D) image composition 1s the
ability to compose a 3D rendering of a product using the
media elements collected for that product. This process
involves training machine learning algorithms to build a 3D
profile using the available media and then, essentially, fill in
the gaps to complete the full 3D rendering. Since application
developers collect spatial data on products 1n the physical
world, the headless multi-platform e-commerce distribution
system 100 1s able to facilitate the recognition of products
using the collected 3D spatial data.

[0055] In another implementation, users of applications
associated with the headless multi-platform e-commerce
distribution system 100 are another source of product media
clements. Again, these product media elements may be used
to train both product recognition and 3D 1image composition
machine learning algorithms. In still another implementa-
tion, the headless multi-platform e-commerce distribution
system 100 may incorporate 3D 1mage scanning, associate
with third-party partners, or provide merchants with the
tools to scan their product catalog. These types of actual 3D
product scanning are another source of 3D product data.

[0056] Advantageously, the headless multi-platiorm
e-commerce distribution system 100 consumes all of the
relevant product catalog data and transactional data due to
the product ingestion and the positioning of the system 100
between on-line merchants 120 and applications 140. Others
have attempted to obtain some of this data by “scraping” the
information from websites without permission, or purchas-
ing scraped information from others. However, this type of
scraped 1information 1s undesirable for a variety of reasons.
In this regard, scraped information 1s typically incomplete,
outdated, and/or 1naccurate. In fact, some scraped data from
industry leaders 1s known to be accurate less than 50% of the
time. Additionally, scraped information only attempts to
provide product catalog data. Scraped information does not
provide transactional data.

[0057] In contrast, the headless multi-platform e-com-
merce distribution system 100 provides access to instant,
clean, accurate, product data, as well as transactional data.
For example, one reason that scraped information is often
outdated and inaccurate 1s that retailers change product
information all the time, such as when a product’s price
changes or a product goes out of stock. Scraped information
then becomes 1naccurate whenever a change 1s made. Addi-
tionally, there are no notification systems to notily everyone
that the scraped information has been changed, particularly
since 1mnformation “scraping” often occurs in an unauthor-
1zed manner. In 1implementations of the headless multi-
platform e-commerce distribution system 100, the product
catalog information 1s linked and automatically updated 1n
the repository of the product distribution platform. Thus, the
headless multi-platform e-commerce distribution system
100 automatically knows of an updated price, new 1mage,
stock quantities by size or color, or even new products.

[0058] Referring now to FIG. 4, the headless multi-plat-
form e-commerce distribution system 100 also includes a
product distribution platform 300, as was previously dis-
cussed with respect to FIG. 2B. The product distribution
plattorm 300 of the headless multi-platform e-commerce
distribution system 100 1s built with a microservices archi-
tecture. As shown in FIG. 4, the architecture of the system
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100 includes several different components, such as API
service component 303, synchronization service component
310, merchant service component 315, catalog service com-
ponent 320, user service component 325, app service com-
ponent 330, notification service component 335, billing
service component 340, tax service component 345, fulfill-
ment service component 350, order service component 355,
and compliance service component 360.

[0059] The API service component 305 of the headless
multi-platform e-commerce distribution system 100 1s the
gateway to the API. The API service component 305 is
responsible for authorization/security and request routing. In
some 1mplementations, the API service component 305 1s
powered by Zuul (Netflix). In this regard, all authorized
incoming requests are inspected and routed to the correct
microservice by the API service component 305.

[0060] The synchronization service component 310 of the
product distribution platform 300 i1s a bi-directional trans-
lation layer that (1) translates any incoming data into the
equivalent schemas of the headless multi-platform e-com-
merce distribution system 100 and (2) translates any outgo-
ing data of the headless multi-platiorm e-commerce distri-
bution system 100 into the equivalent external schemas. The
core functionalities of “product ingestion™ and “order write-
back™ are found 1n this service.

[0061] In one aspect of the headless multi-platform e-com-
merce distribution system 100, the merchant service com-
ponent 315 of the product distribution platform 300 main-
tains data related to merchants and their external stores.
Additionally, the merchant service component 315 makes
this data accessible to other services through internal APIs.
[0062] In another aspect of the headless multi-platform
e-commerce distribution system 100, the catalog service
component 320 of the product distribution platform 300
maintains and makes accessible all product and taxonomy
related data. In some 1implementations of the headless multi-
platform e-commerce distribution system 100, the catalog
service component 320 1s the only entry point to the product
repository.

[0063] In still another aspect, the user service component
325 of the product distribution platform 300 maintains all
accounts and account related data of the headless multi-
platform e-commerce distribution system 100. Additionally,
the user service component 325 of the product distribution
platform 300 1s responsible for defining a user’s permis-
sions. The defining of user permissions acts to limit the
scope of the user’s access to the services of the headless
multi-platform e-commerce distribution system 100.

[0064] In yet another aspect, the app service component
330 of the product distribution platform 300 1s responsible
for maintaining and authorizing developers and their appli-
cations with the headless multi-platiorm e-commerce distri-
bution system 100.

[0065] In some implementations, the notification service
component 335 of the product distribution platform 300 is
responsible for all notifications in the headless multi-plat-
form e-commerce distribution system 100. In this regard, all
app notifications, email notifications, SMS notifications, and
push notifications are managed by the notification service
component 335 of the product distribution platform 300.

[0066] In another aspect of some implementations, the
billing service component 340 of the product distribution
plattorm 300 maintains the relationships of merchants to
their payout methods, and users to their payment methods,
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in the headless multi-platform e-commerce distribution sys-
tem 100. All transactions and disbursements in the headless
multi-platform e-commerce distribution system 100 are
facilitated by this service.

[0067] In still another aspect of some implementations, the
tax service component 345 of the product distribution plat-
form 300 1s responsible for maintaining merchant provided
tax nexuses/rates. Additionally, the tax service component
345 of the product distribution platform 300 1s also respon-
sible for interacting with third-party tax services to provide
automated tax rates. Furthermore, the tax service component
345 of the product distribution platform 300 1s also respon-
sible for inspecting virtual shopping carts to provide accu-
rate tax data during the checkout process.

[0068] In yet another aspect of some implementations, the
fulfillment service component 350 of the product distribu-
tion platform 300 1s responsible for maintaining merchant
provided shipping methods/rates. Additionally, the fulfill-
ment service component 350 of the product distribution
platform 300 1s also responsible for interacting with third-
party fulfillment services to provide automated shipping
methods/rates. Furthermore, the fulfillment service compo-
nent 350 of the product distribution platform 300 also
inspects carts and provides a list of available shipping
methods/rates during the checkout process.

[0069] In another aspect of the headless multi-platiorm
e-commerce distribution system 100, the order service com-
ponent 355 of the product distribution platform 300 powers
the Checkout API. Additionally, the order service compo-
nent 355 of the product distribution platform 300 1s respon-
sible for cart creation and order submission, as well as
ongoing order updates.

[0070] In still another aspect, the compliance service com-
ponent 360 of the product distribution platform 300 1s
responsible for preventing sanctioned entities from interact-
ing with the headless multi-platform e-commerce distribu-
tion system 100. This service pulls data directly from the
United Nations Sanctions List and validates both merchants
and users of the headless multi-platform e-commerce dis-
tribution system 100 against this data during registration and
ongoing activities.

[0071] Notably, the product distribution platform 300 of
the headless multi-platiform e-commerce distribution system
100 acts as a repository of buyable products. The repository
of buyable products 1n the product distribution platform 300
contains top-level product wrappers, which includes product
type characteristics such as simple, configurable, batched,
downloadable, and virtual. Significantly, the product distri-
bution platform 300 of the headless multi-platform e-com-
merce distribution system 100 acts as a repository of “buy-
able” products, not merely product catalog data. A repository
of product catalog data 1s interesting for activities such as
advertising, however, for the products to be “buyable”
products, many surrounding services, e€.g., fulfillment, tax,
merchant info, and the like are required for those products
to be buyable.

[0072] Referring again to FIG. 2B, the headless multi-
platform e-commerce distribution system 100 also includes
a commerce graph (API) 400. The commerce graph (API)
400 of the headless multi-platiorm e-commerce distribution
system 100 1s a single interface for any and all applications
on the Internet to access products of the system 100. In some
implementations of the headless multi-platform e-commerce
distribution system 100, Internet applications (and their
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developers) are customers of the system 100. Accordingly,
these customers consider the commerce graph (API) 400 to
be the product they seek to purchase. In this regard, the
commerce graph (API) 400 1s a series of endpoints that
enable developers to perform end-to-end product transac-
tions. This includes the ability to render full product details,
provide a cart experience, submit orders, and track the status
of submitted orders. The components of the commerce graph
(API) 400 include the catalog API, checkout API, cart, order

submission, and order status.

[0073] The catalog API contains all of the relevant data
and details about a given product in the headless multi-
platform e-commerce distribution system 100. The catalog
API 1s also reterred to as the “product catalog” of the
headless multi-platform e-commerce distribution system
100. The applications can request bits of data from the
catalog API. The checkout API of the headless multi-
platform e-commerce distribution system 100 includes a cart
component and an order submission component. The cart
component of the checkout API 1s used to create a cart and
facilitate a transaction with an application. The creation of a
cart by the checkout API 1s an intermediate step that 1s taken
before an order may be accepted. The order submission
component of the checkout API facilitates the ability to write
the order back to the e-commerce platform of origin.

[0074] Additionally, the order status component of the
headless multi-platform e-commerce distribution system
100 enables application developers with the data needed to
provide order status to their users. Status data from the order
status components may include, by way of example only,
and not by way of limitation: order placed, order accepted,
shipped, 1n transit, delivered, rejected, cancelled, returned,
and the like. These types of order status data operate like
notifications to the developer. The order state tells the
system 100 how far along the order 1s i1n the fulfillment
process. The fulfillment tracking data gives insight into the
tracking numbers generated by the shipping company, and
estimated delivery dates. In some implementations of the
headless multi-platform e-commerce distribution system
100, order tracking employs the use of event listeners that
are registered through e-commerce platforms, and notifies
the system 100 whenever an order 1s updated.

[0075] The commerce graph (API) 400 of the headless

multi-platform e-commerce distribution system 100 1s a
unified API that collects data across all integrated platforms.
The collected data 1s then normalized 1into unified schemas,
in which one 1s a product schema and one 1s an order
schema. The data normalization process occurs anytime data
originating from an external e-commerce platform 1s sent
into the headless multi-platform e-commerce distribution
system 100 or data originating from the headless multi-
platform e-commerce distribution system 100 1s sent into an
external e-commerce platiorm.

[0076] Due to the unified data format that 1s created by the
headless multi-platform e-commerce distribution system
100, application developers interacting with the commerce
graph (API) 400 only need to integrate with one unified
schema regardless of the original source or destination of the
data. This 1s a major technological improvement over prior
techniques 1n which custom integration was required from
ecach combination of (1) original data source (2) data desti-
nation, and (3) product data. Accordingly, through the use of
the headless multi-platiorm e-commerce distribution system
100, product data that originated on the e-commerce plat-
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form of Magento will appear in an identical format to
product data that originated from the e-commerce platform
of Shopily, and the like, across all supported e-commerce
platforms.

[0077] Significantly, as the external e-commerce plat-
forms (e.g., Magento, Shopity, and the like) update and
retire their own APIs, the headless multi-platform e-com-
merce distribution system 100 performs the necessary
actions to keep the integrations updated and performing. In
this manner, application developers that are interacting with
the commerce graph (API) 400 of the headless multi-
platform e-commerce distribution system 100 do not need to
modity their integrations over time as the external e-com-
merce platforms change. Instead, the headless multi-plat-
form e-commerce distribution system 100 provides the
technological improvement of accounting for updates to the
integrations within the commerce graph (API) 400 so further
actions are not required by the application developers.

[0078] Without the unified data format created by the
headless multi-platform e-commerce distribution system
100, an application developer would be required to write
separate code for each e-commerce platform included by
their application. Beyond the activities required for the
initial integrations, an application developer would also be
required to keep updating their code base for each platform
over time as the e-commerce platforms updated and retired

their own APIs.

[0079] As shown in FIG. 5, the commerce graph (API)
400 of the headless multi-platiorm e-commerce distribution
system 100 also enables “order write-back.” The “order
write-back” feature 1s what enables purchases to occur that
are located on third-party applications. Without the “order
write-back” feature, all a merchant may do 1s advertise
within an application and redirect a potential purchaser back
to a different application. By enabling the “order write-back™
feature, the headless multi-platform e-commerce distribu-
tion system 100 becomes an engine of commerce.

[0080] Accordingly, the “order write-back™ feature
increases the conversion from purchase initiation to pur-
chase completion, which adds new value to media entities.
This increase in conversion changes the value exchange
between internet properties, individuals, and sellers of
goods. In this regard, the “order write-back™ feature of the
headless multi-platform e-commerce distribution system
100 enables a mere advertising scheme to be converted 1nto
a multi-platform e-commerce marketplace.

[0081] In the headless multi-platiorm e-commerce distri-
bution system 100, there are two separate techniques for
performing “order write-back™ on the platform. The first
“order write-back™ method involves translating the order
data from the headless multi-platform e-commerce distribu-
tion system 100 into the unique schema of the receiving
e-commerce platform and directly submitting this data as a
new order 1n one request. Since only one request 1s being
made to the receiving e-commerce platform, all dynamic tax
and shipping data must be obtained from third-party services
at the time of cart pricing. To support this acquisition of the
dynamic tax and shipping data, the headless multi-platiorm
e-commerce distribution system 100 has direct integrations
with tax and shipping APIs that are accessed each time the
virtual shopping cart of the headless multi-platform e-com-
merce distribution system 100 1s priced.

[0082] In another implementation of the headless multi-
platform e-commerce distribution system 100, “order write-
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back™ 1s performed on the platform by asynchronously
creating and modifying an external cart on the receiving
e-commerce platform during the checkout experience on the

system 100. In this implementation, every action taken 1n the
checkout flow of the headless multi-platform e-commerce

distribution system 100, results in an immediate matching

action being performed on the receiving e-commerce plat-
form. This method enables the headless multi-platform
e-commerce distribution system 100 to collect dynamic tax
and shipping data directly from the receiving e-commerce
platform without the need to rely on third-party services.

[0083] Accordingly, when a cart of the headless multi-
platform e-commerce distribution system 100 1s submuitted,
the “customer selected” or “default payment method™ 1s
authorized for the total amount of the order. Upon a suc-
cessiul response that the order was accepted by the receiving
e-commerce platform, the payment authorization 1s captured
and the customer 1s charged. If the capture of the payment
authorization fails and subsequent retries fail, an order
cancellation request 1s sent to the receiving e-commerce
platform that automatically cancels the order. Finally, upon
successiul order payment, the funds are dispersed between
the merchant, the application developer, and the headless
multi-platform e-commerce distribution system 100. In the
event of an order return within a pre-established remorse
period, the dispersal of funds may be reversed.

[0084] Notably, 1n some implementations of the headless
multi-platform e-commerce distribution system 100, event
listeners are registered on the receiving e-commerce plat-
form to enable the headless multi-platiorm e-commerce
distribution system 100 to fully track the status and pro-
gression of each order as orders are fulfilled. The order
records of the headless multi-platform e-commerce distri-
bution system 100 are updated each time the external order
1s modified. Through this type of procedure using the
headless multi-platform e-commerce distribution system
100, data such as shipment tracking numbers and order
status may be made available to application developers and
end customers.

[0085] The headless multi-platform e-commerce distribu-
tion system 100 provides seamless API integration. In this
regard, the headless multi-platform e-commerce distribution
system 100 collects and maintains accurate data 1n a uniform
format across all platforms, which 1s the most complex
aspect of the “order write-back™ feature. Each e-commerce
platform has unique requirements that must be met before an
order will be accepted. Accordingly, the required data is
collected during the checkout process 1n the headless multi-
platform e-commerce distribution system 100 and/or from
existing account configurations in the headless multi-plat-
form e-commerce distribution system 100. The required data
1s then seamlessly interfaced with the unique platiorm
schemas, all while maintaining a consistent user experience
on the headless multi-platform e-commerce distribution
system 100.

[0086] Receiving e-commerce platforms that accept
orders 1n just one request requires the additional actions by
the headless multi-platform e-commerce distribution system
100 of obtaining real-time shipping and tax rates on the fly
while pricing the cart in order to generate and submit
accurate price data. To receiving e-commerce platforms that
support the external cart method, the headless multi-plat-
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form e-commerce distribution system 100 maintains a con-
sistent state, and submits data at each step 1n the checkout
flow.

[0087] In some implementations, the headless multi-plat-
form e-commerce distribution system 100 creates and main-
tains an asynchronous external cart that maps to an internal
cart 1n headless multi-platform e-commerce distribution
system 100. In such an implementation, each call made to
the cart endpoint 1n the headless multi-platform e-commerce
distribution system 100 results 1n an immediate call in the
background to the equivalent endpoint in the receiving
e-commerce platform. In one example, when a request 1s
made to create a new empty cart in the headless multi-
platform e-commerce distribution system 100, an asynchro-
nous request 1s made to create a new empty cart in the
rece1ving e-commerce platiform (e.g., Shopily). The headless
multi-platform e-commerce distribution system 100 then
maintains a connection with that new external cart, and as
additional requests are performed on the internal cart of the
headless multi-platform e-commerce distribution system
100 (1.e., adding a product to the cart), that same action 1s
performed on the external cart. Specifically, the data i1s
translated from the unified schema of the headless multi-
platform e-commerce distribution system 100 into the
unique schema of the receiving e-commerce platform (e.g.,
Shopily). The technological improvement of this process 1s
that the headless multi-platform e-commerce distribution
system 100 can obtain accurate pricing and shipping data
directly from the external cart, instead of being required to
interact with third-party shipping and tax API’s to obtain

that data.

[0088] This process of creating and maintaining an asyn-
chronous external cart using the headless multi-platiorm
e-commerce distribution system 100 1s shown 1n FIG. 5. At
502, the user of the application 140 instructs the multi-
platform distribution system 100 to create an internal cart on
the multi-platform distribution system 100. At 504, the
multi-platform distribution system 100 asynchronously
instructs the receiving e-commerce platform 500 to create an
external cart. At 506, the receiving e-commerce platiorm
500 sends an external cart ID back to the multi-platform
distribution system 100. At 508, the multi-platform distri-
bution system 100 then sends the created cart information to
the application 140.

[0089] At 510, the user of the application 140 instructs the
multi-platform distribution system 100 to add a product to
the internal cart on the multi-platform distribution system
100. At 512, the multi-platiorm distribution system 100
asynchronously 1nstructs the receiving e-commerce platiorm
500 to add a product to the external cart. At 514, the
rece1ving e-commerce platform 500 sends a confirmation of
the product addition to the external cart back to the multi-
platform distribution system 100. At 516, the multi-platform
distribution system 100 then sends the confirmation of the
product addition back to the application 140.

[0090] At 518, the user of the application 140 instructs the
multi-platform distribution system 100 to set the shipping
address for the product on the multi-platform distribution
system 100. At 520, the multi-platform distribution system
100 asynchronously instructs the receiving e-commerce
platform 500 to set the shipping address for the product on
the external cart. At 522, the receiving e-commerce platform
500 sends a confirmation of setting the shipping address for
the product back to the multi-platform distribution system
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100. At 524, the multi-platform distribution system 100 then
sends the confirmation of setting the shipping address for the
product back to the application 140.

[0091] At 526, the user of the application 140 instructs the
multi-platform distribution system 100 to set the billing
address for the product on the multi-platform distribution
system 100. At 528, the multi-platform distribution system
100 asynchronously instructs the receiving e-commerce
platform 500 to set the billing address for the product on the
external cart. At 530, the receiving e-commerce platiform
500 sends a confirmation of setting the billing address for the
product back to the multi-platform distribution system 100.
At 532, the multi-platform distribution system 100 then
sends the confirmation of setting the billing address for the
product back to the application 140.

[0092] At 534, the user of the application 140 instructs the
multi-platform distribution system 100 to request available
shipping methods for the product on the multi-platiorm
distribution system 100. At 536, the multi-platform distri-
bution system 100 asynchronously instructs the receiving
e-commerce platform 500 to request available shipping
methods for the product on the external cart. At 538, the
receiving e-commerce platform 500 sends back the available
shipping methods for the product back to the multi-platiorm
distribution system 100. At 540, the multi-platform distri-
bution system 100 then sends back the available shipping
methods for the product back to the application 140.

[0093] At 542, the user of the application 140 instructs the
multi-platform distribution system 100 to set the shipping
method for the product on the multi-platform distribution
system 100. At 544, the multi-platform distribution system
100 asynchronously instructs the receiving e-commerce
platform 500 to set the shipping method for the product on
the external cart. At 546, the receiving e-commerce platform
500 sends a confirmation of setting the shipping method for
the product back to the multi-platiorm distribution system
100. At 548, the multi-platform distribution system 100 then
sends the confirmation of setting the shipping method for the
product back to the application 140.

[0094] At 550, the user of the application 140 instructs the
multi-platform distribution system 100 to request the cart
price for the product on the multi-platform distribution
system 100. At 552, the multi-platform distribution system
100 asynchronously instructs the receiving e-commerce
platform 500 to request the cart price for the product on the
external cart. At 554, the receiving e-commerce platiform
500 sends a confirmation of requesting the cart price for the
product back to the multi-platform distribution system 100.
At 556, the multi-platform distribution system 100 then
sends the confirmation of requesting the cart price for the
product back to the application 140.

[0095] At 550, the user of the application 140 instructs the
multi-platform distribution system 100 to request the cart
completion for the product on the multi-platform distribu-
tion system 100. At 560, the multi-platform distribution
system 100 instructs payment system 700 to authorize
payment for the product on the internal cart. At 562, the
payment system 700 sends payment authorization results for
the product in the internal cart back to the multi-platform
distribution system 100. At 564, the multi-platform distri-
bution system 100 then sends a submit order instruction to
the receiving e-commerce platform 500. At 566, the receiv-
ing e-commerce platform 500 then sends order submission
results back to the multi-platform distribution system 100.
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At 568, the multi-platform distribution system 100 sends a
request to the payment system 700 to capture payment for
the product on the internal cart. At 570, the payment system
700 sends payment capture results for the product in the
internal cart back to the multi-platform distribution system
100. Finally, at 5§72 the multi-platform distribution system
100 then sends the order back to the application 140.

[0096] In another implementation of the headless multi-
platform e-commerce distribution system 100 configured to
interface with a receiving e-commerce platform 500 that
does not support an asynchronous external cart, the system
100 enables merchant configuration of necessary shipping,
tax, and payment data for order write-back. In previous
e-commerce platforms, to collect the necessary shipping,
tax, and payment data, a merchant was required to go
through an onboarding process that involved duplicating all
of the relevant shipping, tax, and payment data they had
already taken to configure on their e-commerce platiorm.
This was a sigmificant technological limitation. Advanta-
geously, 1n an 1mplementation of the headless multi-plat-
form e-commerce distribution system 100 configured to
interface with a receiving e-commerce platform 500, the
system 100 combines data obtained from the merchant’s
existing platform with connections to third-party tax and
shipping APIs. The connections to third-party tax and ship-
ping APIs generate the available shipping methods, as well
as automatically calculating the tax and shipping rates,
without the need for additional configuration. Accordingly,
in this i1mplementation of the headless multi-platiorm
e-commerce distribution system 100, instead of configuring
a payment gateway, a direct connection 1s made to the
merchant’s bank account so that funds may be dispersed
directly to the merchant.

[0097] In some implementations of the headless multi-
plattorm e-commerce distribution system 100, when an
order occurs, the system 100 may receive an immediate
percentage of the transaction. If the purchase was through a
third party (e.g., Facebook or Instagram), the third party may
also be paid a percentage. In this implementation, the
remainder of the purchase price goes to the original seller of
the product. This 1s a unique revenue splitting architecture
that 1s part afliliate selling, part drop shipping, and part
retailing. Notably, this unique revenue splitting architecture
provides new ways for individuals, companies, application
developers, and merchants to participate 1n the exchange of
g00ds.

[0098] In one or more implementations, when an order 1s
placed through the headless multi-platform e-commerce
distribution system 100, a transaction 1s created for each
non-empty bag in the order. As defined herein, a bag
contains one or more products provided by a single mer-
chant. The total funds of each transaction are split between
the merchant 120, the headless multi-platform e-commerce
distribution system 100, and the application developer 140
(who 1s developing applications designed to interface with
the system 100). In the event of a return of a product
purchased using the headless multi-platform e-commerce
distribution system 100, the transaction payment split 1s
reversed, with each party automatically returning their por-
tion of the funds to the original payment source.

[0099] In some implementations, the headless multi-plat-
form e-commerce distribution system 100 tracks whether a
product has been returned, as well as any actions related to
that return, such as a refund of the transaction funds. For
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example, 1n the situation where a customer chooses to return
one or more products to the merchant 120, a reversal of the
transaction payment split 1s 1initiated.

[0100] In some implementations, this reversal of the trans-
action payment split 1s automatically triggered by the act of
the merchant flagging the order as returned within their
e-commerce platform. In such an implementation, order
event listeners registered on the e-commerce platform notify
the headless multi-platform e-commerce distribution system
100 of the one or more products being returned to the
merchant 120. The headless multi-platform e-commerce
distribution system 100 then 1nitiates the transaction reversal
with the payment service provider. Upon completion of the
transaction reversal, the status of the order 1s updated on the
e-commerce platform to flag 1t as refunded.

[0101] In some implementations of the headless multi-
platform e-commerce distribution system 100, when a cus-
tomer adds a new payment method (e.g., credit card, debit
card, bank account, and the like) to their account in the
system 100, the payment method 1s “tokenized” and made
availlable for both immediate and future use, as well as
enabling multi-merchant payment check-out. Accordingly,
when the customer uses this payment method to making a
purchase, the payment method 1s charged and the transaction
tunds are directly sent to the merchant’s payout method, less
any service fees of the headless multi-platform e-commerce
distribution system 100. Significantly, when using the head-
less multi-platform e-commerce distribution system 100,
funds are taken from the customer’s payment method at the
time of payment capture, and sent directly to the merchant’s
payout method, without first escrowing the funds i1n any
intermediary account.

[0102] There are three technological improvements that
are achieved by using a ‘vaulting’ technique within the
headless multi-platform e-commerce distribution system
100. First, by using this payment vaulting technique, there 1s
only one transaction fee associated with the transfer of funds
from a customer to a merchant 120. In contrast, 1f the
merchant’s funds were first collected from the customer by
an intermediary system, and then later disbursed to the
merchant 120 from the intermediary system, there would be
an ACH transaction fee in addition to the mmitial card
processing fee. Second, by using this payment vaulting
technique, the merchant’s portion of the product transaction
proceeds 1s made immediately available to the merchant
120. Third, by using this payment vaulting technique, the
headless multi-platform e-commerce distribution system
100 (or any other intermediary system) never acts as an
escrow account that 1s responsible for the holding and
protection for the merchant’s product transaction proceeds.

[0103] Due to the unique configuration of the headless
multi-platform e-commerce distribution system 100, all
“customer payment methods” and all “merchant payout
methods™ are vaulted within the same payment gateway
(e.g., Stripe, Braintree, and the like). Accordingly, there 1s no
need to create a new unique payment token for each mer-
chant 120. Thus, the headless multi-platform e-commerce
distribution system 100 enables multi-merchant check-out
transactions. In the headless multi-platform e-commerce
distribution system 100, when a customer adds a new
payment method (e.g., credit/debit card) that method 1s also
vaulted 1n the same payment gateway (e.g., Stripe, Brain-
tree, and the like) as the merchants 120. Accordingly, this
single gateway approach of the headless multi-platiorm
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e-commerce distribution system 100 enables a user to only
have to vault their unique payment method once, and that
unique payment method can be used across all merchants.

[0104] Past attempts at multi-merchant applications
involved integrating with multiple payment gateways, and
required the user to enter their card details each time they
shopped from a new merchant. Past attempts at multi-
merchant applications also required the merchant to provide
access to their account on that payment gateway. Accord-
ingly, when a customer’s payment method was vaulted to a
merchant’s account, 1t would only be available for future use
when that customer was purchasing from that particular
merchant. Thus, such past attempts at vaulted payment
methods could not be shared across merchants or payment
gateways, and required the customer to re-enter their card
details each time they shopped from a new merchant. In
contrast, the headless multi-platform e-commerce distribu-
tion system 100 uses a single gateway so that the customer
only ever needs to enter their “customer payment method”
details once per unique “customer payment method.”

[0105] In at least one implementation, the payment source
from which funds originate when an order is placed 1s a
secure token that represents a customer’s payment method.
This tokenized payment method may be a credit card or a
bank account. There 1s no limit to the number of unique
payment methods (i.e., tokens) a user can have. When a
transaction order 1s placed with the headless multi-platform
e-commerce distribution system 100, the customer selected
defaulted payment method 1s authorized. The full amount 1s
then charged for each bag on behalf of the merchant’s
payment destination. Notably, the bags do not have to be
from the same merchant 120 since the headless multi-
platform e-commerce distribution system 100 enables con-
current multi-merchant shopping with a single order check-
out. Accordingly, 1 the headless multi-platiorm
e-commerce distribution system 100, a purchaser may shop
and create a first bag of products from a first merchant, shop
and create a second bag of products from a second merchant,
shop and create a third bag of products from a third
merchant, and then check-out with a single multi-merchant
check-out transaction.

[0106] In some implementations of the headless multi-
platform e-commerce distribution system 100, the merchant
payment destination 1s the tokenized representation of the
source merchant’s payout method, which 1s typically a bank
account. This tokenized payout method 1s where a mer-
chant’s portion of the transaction funds are sent. When a
customer’s payment method 1s charged for the total amount
of the one or more bags, the charge 1s made on behalf of the
merchant’s payout method. Thus, the funds from the cus-
tomer’s payment method (less any application fees of the
headless multi-platform e-commerce distribution system
100), are sent directly to the merchant 120 without requiring
any intermediary accounts to be escrowed, as 1s necessary
with some alternative transaction systems.

[0107] In at least one implementation, the headless multi-
platform e-commerce distribution system 100 deducts appli-
cation fees from the transaction order charge. The applica-
tion fees may include the service fee to the headless multi-
plattorm e-commerce distribution system 100 and the
commission earned by the developer who originated the
sale. For example, 1n some implementations, 1f the total
price of the products in a “bag” total was $100, and the
merchant 120 agreed to a 15% total commission, then the
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total amount sent to the merchant’s payment destination
would be $85, with the remaining $15 being collected by the

headless multi-platform e-commerce distribution system
100.

[0108] The commission owed to the developer 140 1is
deducted from the $15 collected by the headless multi-
platform e-commerce distribution system 100 and sent to the
developer’s payment destination, along with any other pay-
ments, on a rolling basis. The developer’s payment desti-
nation 1s the tokenized representation of the developer’s
payout method, which 1s typically a bank account. This
payout method 1s where a developer’s portion of the trans-
action proceeds 1s sent.

[0109] In some implementations, the headless multi-plat-
form e-commerce distribution system 100 creates a two-
sided e-commerce marketplace with a supply side and a
demand side. The supply side of the e-commerce market-
place includes merchants 120 and manufacturers that sell
products. These supply side companies can use margin to
incentivize diflerent retailers or application developers 140
to sell their product.

[0110] In some implementations of the headless multi-
platform e-commerce distribution system 100, the suppliers
(e.g., merchants 120) are able to individually modify the rate
of revenue they are willing to give to the demand-side
individual or company that helped generate the transaction.
These supply side companies may now individually barter,
based on their product popularity and their location within
the supply chain, the rate of revenue they are willing to offer
on a competitive open market platform. This variable rate of
revenue may range anywhere from about 10% to 70% or
higher. Merchants can increase the rate of revenue they are
willing to offer to incentivize the demand-side individuals or
companies to want to sell their product. Merchants can also
decrease the rate of revenue they are willing to offer, to
increase their transaction payout from the demand-side
individuals or companies if, for example, their products are
extremely popular and, thus, no additional incentives are
required.

[0111] Accordingly, 1n one or more implementations of the
headless multi-platform e-commerce distribution system
100, certain relationships between supply-side companies
and demand-side companies will be created within this new
two-sided e-commerce marketplace, as companies identify
partners and ways to drive new sales and conversions for
merchants. The headless multi-platform e-commerce distri-
bution system 100 facilitates these relationships by allowing
a supplier (e.g., merchants 120) to set a “default” percentage
rate of revenue, and also to create a “custom” percentage
rate of revenue for a single company or even a single
product.

[0112] In one such implementation of the headless multi-
platform e-commerce distribution system 100, 1f XYZ com-
pany has a really desirable new product, an application
developer may really want to sell this product, and be
willing to collect only 30% of the proceeds from all those
sales, as opposed to the 50% margin that some retailers get.
The headless multi-platiorm e-commerce distribution sys-
tem 100 facilitates this relationship between XYZ company
and ABC application by enabling ABC application to sell
this new product at a “custom” percentage rate of 30% of the
revenue for this specific XYZ company product.

[0113] Conversely, the demand-side companies 1n the two-
sided e-commerce marketplace created by the headless
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multi-platform e-commerce distribution system 100 are the
consumers 140 (e.g., applications and application develop-
ers through which end customers purchase products) the
headless multi-platform e-commerce distribution system
100. These consumers 140 are often Internet application
developers. For this demand-side of the two-sided e-com-
merce marketplace, these application developers 140 look
for the supplier (e.g., merchants 120) that provides them
with the highest potential for earnings (1.e., percentage rate
of revenue) on each transaction. In some implementations of
the headless multi-platform e-commerce distribution system
100, the consumers 140/developers may reach out to certain
suppliers (e.g., merchants 120) to try to negotiate a better
percentage rate of revenue on each transaction.

[0114] In this manner, the headless multi-platform e-com-
merce distribution system 100 creates this new two-sided
e-commerce marketplace based upon the rate of margin a
company 1s willing to give up in exchange for the sale. This
capability has not previously existed in the e-commerce
marketplace. In some implementations of the headless
multi-platform e-commerce distribution system 100, a tal-
ented developer/consumer 140 may develop a large audi-
ence, as well as high level of conversions (i.e., ratio of
product views to product sales) based upon the communities
that they serve. The headless multi-platiorm e-commerce
distribution system 100 provides a mechanism for such a
talented developer/consumer 140 to obtain a better percent-
age rate of revenue on each transaction from the suppliers/
merchants 120 who are desirous to work with such a talented
developer/consumer 140.

[0115] Notably, many different types of applications 140
may 1nteract with the headless multi-platiorm e-commerce
distribution system 100. As described above, diflerent
e-commerce platforms interface with the synchronization
service system 200 of the headless multi-platform e-com-
merce distribution system 100 as part of the product inges-
tion process. Corresponding different applications are con-
figured to interface with the commerce graph 400 of the
headless multi-platform e-commerce distribution system
100 as part of the application program interface procedure.
These different applications may be categorized into groups,
including, by way of example only, and not by way of
limitation: Web apps, mobile apps, voice apps, messenger
apps, augmented reality apps, and virtual reality apps.

[0116] Web apps are applications that exist almost entirely
in a web interface, such as Facebook’s website and Google’s
website (e.g., Google search). Mobile apps are applications
that exist via mobile devices, such as Instagram and Snap-
chat. Voice apps are voice assistance applications that exist
in various forms. Through voice services, companies create
apps that enable users to buy products via voice commands,
such as Amazon Echo, Amazon Alexa, Amazon Lex inte-
gration, Google Home, Google Cloud Dialog Flow, Cortana
Intelligence Services integration, and Cortana native inte-
gration.

[0117] Additionally, there are various applications that
leverage the power of messaging (chat/bot/messages), some
of which may or may not be automated. Such applications
include, by way of example only, and not by way of
limitation: Facebook Messenger, Kik, WhatsApp, Signal,
and Mezi.

[0118] Furthermore, while augmented reality applications
and virtual reality applications are still early in their devel-
opment and market penetration, these applications can cre-
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ate a unique experience 1n conjunction with the headless
multi-platform e-commerce distribution system 100 to
enable individuals to buy products 1n the augmented reality
overlay or virtual reality environment. A virtual reality
application may create a virtual reality environment 1n
which product data 1s pulled to facilitate a transaction that 1s
native to the virtual reality environment by integrating with

the headless multi-platform e-commerce distribution system
100.

[0119] For use in conjunction with the headless multi-
platform e-commerce distribution system 100, FIG. 6 shows
a processor-based device suitable for implementing comput-
ing infrastructure for the suppliers/merchants 120 and the
developer/consumer 140, as well as the processor-based
desktop and mobile devices that support the applications
created by the developer for end user purchasers. Although
not required, some portion of the implementations will be
described in the general context of processor-executable
instructions or logic, such as program application modules,
objects, or macros being executed by one or more proces-
sors. Those skilled in the relevant art will appreciate that the
described implementations, as well as other implementa-
tions, can be practiced with various processor-based system
configurations, including handheld devices, such as smart-
phones and tablet computers, wearable devices, multipro-
cessor systems, microprocessor-based or programmable
consumer electronics, personal computers (“PCs”), network
PCs, mimicomputers, mainframe computers, and the like.

[0120] In the headless multi-platform e-commerce distri-
bution system 100, the processor-based device may, for
example, take the form of a smartphone or wearable smart
glasses, which includes one or more processors 606, a
system memory 608 and a system bus 610 that couples
various system components including the system memory
608 to the processor(s) 606. The processor-based device
will, at times, be referred to 1n the singular herein, but this
1s not intended to limit the implementations to a single
system, since 1n certain implementations, there will be more
than one system or other networked computing device
involved. Non-limiting examples of commercially available
systems 1include, but are not limited to, ARM processors
from a variety of manufactures, Core microprocessors from
Intel Corporation, U.S.A., PowerPC microprocessor from
IBM, Sparc microprocessors from Sun Microsystems, Inc.,
PA-RISC series microprocessors from Hewlett-Packard
Company, and 68xxX series microprocessors from Motorola
Corporation.

[0121] The processor(s) 606 1n the processor-based
devices of the headless multi-platform e-commerce distri-
bution system 100 may be any logic processing unit, such as
one or more central processing units (CPUs), microproces-
sors, digital signal processors (DSPs), application-specific
integrated circuits (ASICs), field programmable gate arrays
(FPGAs), and the like. Unless described otherwise, the
construction and operation of the various blocks shown 1n
FIG. 6 are of conventional design. As a result, such blocks
need not be described 1n further detail herein, as they will be
understood by those skilled 1n the relevant art.

[0122] The system bus 610 in the processor-based devices
of the headless multi-platform e-commerce distribution sys-
tem 100 can employ any known bus structures or architec-
tures, mcluding a memory bus with memory controller, a
peripheral bus, and a local bus. The system memory 608
includes read-only memory (“ROM™) 612 and random
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access memory (“RAM”) 614. A basic input/output system
(“BIOS”) 616, which can form part of the ROM 612,
contains basic routines that help transfer information
between elements within processor-based device, such as
during start-up. Some 1mplementations may employ sepa-
rate buses for data, instructions and power.

[0123] The processor-based device of the headless multi-
platform e-commerce distribution system 100 may also
include one or more solid state memories; for instance, a
Flash memory or solid state drive (SSD), which provides
nonvolatile storage of computer-readable instructions, data
structures, program modules and other data for the proces-
sor-based device. Although not depicted, the processor-
based device can employ other nontransitory computer- or
processor-readable media, for example, a hard disk drive, an
optical disk drive, or a memory card media drive.

[0124] Program modules in the processor-based devices of
the headless multi-platform e-commerce distribution system
100 can be stored in the system memory 608, such as an
operating system 630, one or more application programs
632, other programs or modules 634, drivers 636 and
program data 638.

[0125] The application programs 632 may, for example,
include panning/scrolling 632a. Such panning/scrolling
logic may include, but 1s not limited to, logic that determines
when and/or where a pointer (e.g., finger, stylus, cursor)
enters a user interface element that includes a region having
a central portion and at least one margin. Such panning/
scrolling logic may include, but 1s not limited to, logic that
determines a direction and a rate at which at least one
clement of the user interface element should appear to move,
and causes updating of a display to cause the at least one
clement to appear to move 1n the determined direction at the
determined rate. The panming/scrolling logic 632a may, for
example, be stored as one or more executable instructions.
The panming/scrolling logic 632a may include processor
and/or machine executable logic or 1nstructions to generate
user interface objects using data that characterizes move-
ment of a pointer, for example, data from a touch-sensitive
display or from a computer mouse or trackball, or other user
interface device.

[0126] The system memory 608 in the processor-based
devices of the headless multi-platiorm e-commerce distri-
bution system 100 may also include communications pro-
grams 640, for example, a server and/or a Web client or
browser for permitting the processor-based device to access
and exchange data with other systems such as user comput-
ing systems, Web sites on the Internet, corporate intranets, or
other networks as described below. The communications
program 640 in the depicted implementation 1s markup
language based, such as Hypertext Markup Language
(HTML), Extensible Markup Language (XML) or Wireless
Markup Language (WML), and operates with markup lan-
guages that use syntactically delimited characters added to
the data of a document to represent the structure of the
document. A number of servers and/or Web clients or
browsers are commercially available such as those from
Mozilla Corporation of Califormia and Microsoit of Wash-
ington.

[0127] While shown 1in FIG. 6 as being stored in the

system memory 608, operating system 630, application
programs 632, other programs/modules 634, drivers 636,
program data 638 and server and/or browser can be stored on
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any other of a large variety of nontransitory processor-
readable media (e.g., hard disk drive, optical disk drive, SSD
and/or flash memory).

[0128] A user of a processor-based device in the headless
multi-platform e-commerce distribution system 100 can
enter commands and information via a pointer, for example,
through 1input devices such as a touch screen 648 via a finger
644a, stylus 6445b, or via a computer mouse or trackball 644c¢
which controls a cursor. Other iput devices can include a
microphone, joystick, game pad, tablet, scanner, biometric
scanning device, and the like. These and other iput devices
(1.e., “I/O devices™) are connected to the processor(s) 606
through an 1nterface 646 such as a touch-screen controller
and/or a universal serial bus (“USB”) interface that couples
user mput to the system bus 610, although other interfaces
such as a parallel port, a game port or a wireless interface or
a serial port may be used. The touch screen 648 can be
coupled to the system bus 610 via a video interface 650, such
as a video adapter to receive 1mage data or image informa-
tion for display via the touch screen 648. Although not
shown, the processor-based device can include other output
devices, such as speakers, vibrator, haptic actuator or haptic
engine, and the like.

[0129] The processor-based devices of the headless multi-
platform e-commerce distribution system 100 operate in a
networked environment using one or more of the logical
connections to communicate with one or more remote
computers, servers and/or devices via one or more commu-
nications channels, for example, one or more networks
614a, 614bH. These logical connections may facilitate any
known method of permitting computers to communicate,
such as through one or more LANs and/or WANSs, such as
the Internet, and/or cellular communications networks. Such
networking environments are well known i wired and
wireless enterprise-wide computer networks, intranets,
extranets, the Internet, and other types of communication
networks including telecommunications networks, cellular
networks, paging networks, and other mobile networks.

[0130] When used 1n a networking environment, the pro-
cessor-based devices of the headless multi-platform e-com-
merce distribution system 100 may include one or more
network, wired or wireless communications interfaces 652a,
656 (e.g., network interface controllers, cellular radios,
WI-FI radios, Bluetooth radios) for establishing communi-
cations over the network, for instance, the Internet 614a or
cellular network 6145b.

[0131] In a networked environment, program modules,
application programs, or data, or portions thereof, can be
stored 1 a server computing system (not shown). Those
skilled 1n the relevant art will recognize that the network
connections shown in FIG. 6 are only some examples of
ways of establishing communications between computers,
and other connections may be used, including wirelessly.

[0132] For convenience, the processor(s) 606, system
memory 608, and network and communications interfaces
652a, 656 are 1illustrated as communicably coupled to each
other via the system bus 610, thereby providing connectivity
between the above-described components. In alternative
implementations of the processor-based device, the above-
described components may be communicably coupled 1n a
different manner than 1llustrated 1n FIG. 6. For example, one
or more of the above-described components may be directly
coupled to other components, or may be coupled to each
other, via intermediary components (not shown). In some
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implementations, system bus 610 1s omitted, and the com-
ponents are coupled directly to each other using suitable
connections.

[0133] Throughout this specification and the appended
claims the term “communicative” as 1n “communicative
pathway,” “communicative coupling,” and in variants such
as “‘communicatively coupled,” 1s generally used to refer to
any engineered arrangement for transferring and/or
exchanging information. Exemplary communicative path-
ways include, but are not limited to, electrically conductive
pathways (e.g., electrically conductive wires, electrically
conductive traces), magnetic pathways (e.g., magnetic
media), one or more communicative link(s) through one or
more wireless communication protocol(s), and/or optical
pathways (e.g., optical fiber), and exemplary communicative
couplings include, but are not limited to, electrical cou-
plings, magnetic couplings, wireless couplings, and/or opti-
cal couplings.

[0134] Throughout this specification and the appended
claims, infinitive verb forms are often used. Examples
include, without limitation: “to detect,” “to provide,” “to
transmit,” “to communicate,” “to process,” “to route,” and
the like. Unless the specific context requires otherwise, such
infinitive verb forms are used in an open, inclusive sense,
that 1s as “to, at least, detect,” “to, at least, provide,” “to, at
least, transmit,” and so on.

[0135] The above description of illustrated implementa-
tions, including what 1s described in the Abstract, 1s not
intended to be exhaustive or to limit the implementations to
the precise forms disclosed. Although specific implementa-
tions of and examples are described herein for illustrative
purposes, various equivalent modifications can be made
without departing from the spirit and scope of the disclosure,
as will be recognized by those skilled 1n the relevant art. The
teachings provided herein of the various implementations
can be applied to other portable and/or wearable electronic
devices, not necessarily the exemplary wearable electronic
devices generally described above.

[0136] For instance, the foregoing detailed description has
set forth various implementations of the devices and/or
processes via the use of block diagrams, schematics, and
examples. Insofar as such block diagrams, schematics, and
examples contain one or more functions and/or operations,
it will be understood by those skilled in the art that each
function and/or operation within such block diagrams, flow-
charts, or examples can be implemented, individually and/or
collectively, by a wide range of hardware, software, firm-
ware, or virtually any combination thereof. In one 1mple-
mentation, the present subject matter may be implemented
via Application Specific Integrated Circuits (ASICs). How-
ever, those skilled in the art will recognize that the imple-
mentations disclosed herein, in whole or in part, can be
equivalently implemented 1n standard integrated circuits, as
one or more computer programs executed by one or more
computers (e.g., as one or more programs running on one or
more computer systems), as one or more programs executed
by one or more controllers (e.g., microcontrollers) as one or
more programs executed by one or more processors (€.g.,
microprocessors, central processing units, graphical pro-
cessing units), as firmware, or as virtually any combination
thereof, and that designing the circuitry and/or writing the
code for the software and or firmware would be well within
the skill of one of ordinary skill in the art in light of the
teachings of this disclosure.
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[0137] When logic 1s implemented as software and stored
in memory, logic or information can be stored on any
processor-readable medium for use by or 1n connection with
any processor-related system or method. In the context of
this disclosure, a memory 1s a processor-readable medium
that 1s an electronic, magnetic, optical, or other physical
device or means that contains or stores a computer and/or
processor program. Logic and/or the information can be
embodied 1n any processor-readable medium for use by or 1n
connection with an instruction execution system, apparatus,
or device, such as a computer-based system, processor-
containing system, or other system that can fetch the mstruc-
tions from the instruction execution system, apparatus, or
device and execute the instructions associated with logic
and/or information.

[0138] In the context of this specification, a “non-transi-
tory processor-readable medium™ can be any element that
can store the program associated with logic and/or informa-
tion for use by or 1n connection with the instruction execu-
tion system, apparatus, and/or device. The processor-read-
able medium can be, for example, but 1s not limited to, an
electronic, magnetic, optical, electromagnetic, infrared, or
semiconductor system, apparatus or device. More specific
examples (a non-exhaustive list) of the computer readable
medium would include the following: a portable computer
diskette (magnetic, compact flash card, secure digital, or the
like), a random access memory (RAM), a read-only memory
(ROM), an erasable programmable read-only memory
(EPROM, EEPROM, or Flash memory), a portable compact
disc read-only memory (CDROM), digital tape, and other
non-transitory media.

[0139] The various implementations described above can
be combined to provide further implementations. To the
extent that they are not inconsistent with the specific teach-
ings and defimitions herein, all of the U.S. patents, U.S.
patent application publications, U.S. patent applications,
foreign patents, foreign patent applications and non-patent
publications referred to 1n this specification and/or listed in
the Application Data Sheet, are incorporated herein by
reference, 1n their entirety. Aspects of the implementations
can be modified, 1f necessary, to employ systems, circuits
and concepts of the various patents, applications and pub-
lications to provide yet further implementations.

[0140] These and other changes can be made to the
implementations 1n light of the above-detailed description.
In general, 1n the following claims, the terms used should not
be construed to limit the claims to the specific implemen-
tations disclosed 1n the specification and the claims, but
should be construed to include all possible implementations
along with the full scope of equivalents to which such claims

are entitled. Accordingly, the claims are not limited by the
disclosure.

1. A commerce graph API system for a multi-platform
e-commerce distribution system, the commerce graph API
system comprising:

one or more processors; and

a memory device storing a set of istructions that when
executed by the one or more processors, causes the one
Or more processors to:

for incoming order transaction data from one or more
third-party applications, ingest order transaction data
from the one or more third-party applications and
convert the order transaction data into a unified order
schema;
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for outgoing order write back data to an e-commerce
platform of product origin, convert the order trans-
action data in the unified order schema into a plat-
form-specific format expected by the e-commerce
platform of product origin;

for incoming order write back data from the e-com-
merce platform of product origin, convert the order
transaction data from the platform-specific format of

the e-commerce platform of product origin into the
unified order schema; and

for outgoing order transaction data to the one or more
third-party applications, translate the order transac-

tion data in the unified order schema into a format
expected by the one or more third-party applications.

2. The commerce graph API system of claim 1, further
comprising a checkout API that includes a check-out cart
system and an order submission system.

3. The commerce graph API system of claim 2, wherein
the check-out cart system of the checkout API creates a
virtual check-out cart and facilitates a transaction with the
one or more third-party applications.

4. The commerce graph API system of claim 2, wherein
the order submission system of the checkout API facilitates
writing an order back to the e-commerce platform of product
origin.

5. The commerce graph API system of claim 3, wherein
the order submission system of the checkout API receives
dynamic tax and shipping data from a third-party service or
an e-commerce platform when pricing of the virtual check-

out cart 1s mitiated via direct integration with tax and
shipping APIs.

6. The commerce graph API system of claim 3, wherein
the order submission system of the checkout API generates
an external asynchronous cart associated with a receiving
e-commerce platform of product origin in addition to the
virtual check-out cart, wherein actions taken in a checkout
flow 1n the virtual check-out cart, result 1n matching actions
being performed on the external asynchronous cart associ-
ated with the receiving e-commerce platform.

7. The commerce graph API system of claim 1, wherein
the system tracks order status of products in submitted
orders and provides order status notification to product
purchasers.

8. The commerce graph API system of claim 1, wherein
an order 1s received from a purchaser via a third-party
application, the order 1s translated into the unified order
schema used by the product distribution platform, and then
the order 1n the unified order schema 1s re-translated into an
individual e-commerce format expected by the e-commerce
platform of product origin to fulfill the order. 9 The com-
merce graph API system of claim 8, wherein a product

inventory status 1s updated after the received order has been
fulfilled.

10. The commerce graph API system of claim 1, wherein
if a product becomes out of stock on an e-commerce
platform of product origin, then an equivalent product offer
in a product repository 1s correspondingly marked as out of
stock on all third-party applications linked to the product
repository where the product was previously purchasable.
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11. A commerce graph API system for a multi-platform
e-commerce distribution system, the commerce graph API
system comprising:

one or more processors; and

a memory device storing a set of instructions that when

executed by the one or more processors, causes the one

Or more processors to:

for incoming order transaction data from an applica-
tion, ingest order transaction data from the applica-
tion and convert the order transaction data into a
unified order schema;

for outgoing order write back data to multiple e-com-
merce platforms of product origin, convert the order
transaction data in the unified order schema into
platform-specific formats expected by the e-com-
merce platforms of product origin;

for incoming order write back data from the e-com-
merce platforms of product origin, convert the order
transaction data from the multiple platform-specific
formats of the e-commerce platforms of product
origin 1nto the umified order schema; and

for outgoing order transaction data to the application,
translate the order transaction data in the unified
order schema into a format expected by the applica-
tion;

wherein the commerce graph API system includes an

order submission system that enables concurrent multi-
merchant on-line shopping during which products from
multiple merchants associated with different e-com-
merce platforms of product origin are concurrently
selected to a single virtual shopping cart.

12. The commerce graph API system of claim 11, further
comprising a checkout API that includes a check-out cart
system and an order submission system.

13. The commerce graph API system of claim 12, wherein
the check-out cart system of the checkout API creates a
virtual check-out cart and facilitates a transaction with the
multiple third-party applications.

14. The commerce graph API system of claim 12, wherein
the order submission system of the checkout API facilitates
writing an order back to the e-commerce platform of product
origin.

15. The commerce graph API system of claim 13, wherein
the order submission system of the checkout API receives
dynamic tax and shipping data from a third-party service or
an e-commerce platform when pricing of the virtual check-
out cart 1s mitiated via direct integration with tax and
shipping APIs.

16. The commerce graph API system of claim 13, wherein
the order submission system of the checkout API generates
an external asynchronous cart associated with a receiving
e-commerce platform of product origin 1n addition to the
virtual check-out cart, wherein actions taken in a checkout
flow 1n the virtual check-out cart, result 1n matching actions
being performed on the external asynchronous cart associ-
ated with the receiving e-commerce platform.

17. The commerce graph API system of claim 11, wherein
the system tracks order status of products in submitted
orders and provides order status notification to product
purchasers.

18. The commerce graph API system of claim 11, wherein
an order 1s recerved from a purchaser via an applications, the
order 1s translated into the unified order schema used by the
product distribution platform, and then the order in the

16
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unified order schema 1s re-translated into an individual
e-commerce format expected by the e-commerce platiform of
product origin to fulfill the order.

19. The system commerce graph API of claim 18, wherein
a product inventory status 1s updated after the received order
has been ftulfilled.

20. The commerce graph API system of claim 11, wherein
if a product becomes out of stock on an e-commerce
platform of product origin, then an equivalent product ofler
in a product repository 1s correspondingly marked as out of
stock on all third-party applications linked to the product
repository where the product was previously purchasable.

21. A commerce graph API system for a multi-platform
e-commerce distribution system, the commerce graph API
system comprising:

one or more processors; and

a memory device storing a set of instructions that when

executed by the one or more processors, causes the one

Or more processors to:

for incoming order transaction data from multiple third-
party applications, ingest order transaction data from
one or more third-party applications and convert the
order transaction data into a unified order schema;

for outgoing order write back data to an e-commerce
platform of product origin, convert the order trans-
action data in the unified order schema into a plat-
form-specific format expected by the e-commerce
platform of product origin;

for incoming order write back data from the e-com-
merce platform of product origin, convert the order
transaction data from the platform-specific format of
the e-commerce platform of product origin into the
unified order schema; and

for outgoing order transaction data to the multiple
third-party applications, translate the order transac-
tion data in the unified order schema into a format
expected by the one or more third-party applications;

wherein the commerce graph API system includes an

order submission system that enables concurrent multi-

merchant on-line shopping in which products from

multiple merchants are purchasable with a single order

check-out transaction.

22. The commerce graph API system of claim 21, wherein
the system creates a single point of entry for merchant
companies for distribution to the applications on the Inter-
net.

23. The commerce graph API system of claim 21, wherein
the system creates access to a single distribution house in the
digital world for application developers and end purchasers.

24. The commerce graph API system of claim 21, wherein
the system enables merchants to individually modify rates of
revenue being offered to third-party application developers
that helped generate the transaction between the third-party
application developers.

25. The commerce graph API system of claim 21, wherein
the system enables merchants to set default rates of revenue
being offered to third-party application developers that
helped generate the transaction between the third-party
application developers, and enables merchants to set custom
rates of revenue being offered to third-party application
developers that helped generate the transaction between the
third-party application developers for specific products.
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