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(57) ABSTRACT

An example apparatus to migrate a physical server host from
a virtual standard switch to a virtual distributed switch
includes: a user input interface to receive a user-selection of
first physical network interface cards of a first physical
server host to migrate from the virtual standard switch to the
virtual distributed switch; a configurator to generate a first
migration plan to configure the virtual distributed switch
using network configuration settings of the virtual standard
switch corresponding to the first physical network interface
cards; and a virtual distributed switch creator to, based on a
user-selection to proceed with the migration from the virtual
standard switch to the virtual distributed switch, create the

virtual distributed switch 1n the first physical server host and
a second physical server host, the configurator to configure
the network configuration settings of the virtual standard
switch 1n the virtual distributed swaitch.
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METHODS AND APPARATUS TO MIGRATE
PHYSICAL SERVER HOSTS BETWEEN
VIRTUAL STANDARD SWITCHES AND

VIRTUAL DISTRIBUTED SWITCHES IN A
NETWORK

FIELD OF THE DISCLOSURE

[0001] The present disclosure relates generally to net-
work-based computing and, more particularly, to methods
and apparatus to migrate physical server hosts between
virtual standard switches and virtual distributed switches in
a network.

BACKGROUND

[0002] Virtualizing computer systems provides benefits
such as the ability to execute multiple computer systems on
a single hardware computer, replicating computer systems,
moving computer systems among multiple hardware com-
puters, and so forth. Virtual computing environments enable
developers to build, deploy, and manage applications at a
ogreater scale and at a faster pace than before. Virtual
computing environments may be composed of many pro-
cessing units (e.g., physical server hosts). The processing
units may be installed in standardized frames, known as
racks, which provide eflicient use of floor space by allowing
the processing units to be stacked vertically. The racks may
additionally include other components of a virtual comput-
ing environment such as storage devices, networking
devices (e.g., switches), etc. Physical server hosts are net-
worked with one another to enable communications between
virtual machines running on the physical server hosts and
communications with other devices.

BRIEF DESCRIPTION OF THE DRAWINGS

[0003] FIG. 1 1s an example network switch migrator to

migrate a physical server host from a virtual standard switch
(VSS) to a virtual distributed switch (VDS).

[0004] FIG. 2 shows additional details of the example
physical server host of FIG. 1 migrated from the VSS

network switch to the VDS network switch of FIG. 1 in
accordance with teachings of this disclosure.

[0005] FIG. 3 illustrates an example migration selection
graphical user iterface (GUI) to enable a user to specily a
migration from a VSS network switch to a VDS network
switch.

[0006] FIG. 4 illustrates an example network adapter
selection GUI to enable a user to specity network adapters
to migrate to a VDS network switch.

[0007] FIG. 5 illustrates an example migrate infrastruc-
ture/management virtual machine (VM) selection GUI to
enable a user to select one or more infrastructure/manage-
ment VMs to migrate from a VSS network switch to a VDS
network switch.

[0008] FIG. 6 illustrates an example pre-migration vali-
dation GUI to show whether a VSS-to-VDS migration plan
1s valid.

[0009] FIGS. 7A and 7B illustrate a flow chart represen-
tative of example machine readable instructions that may be
executed by one or more processors to implement the
network switch migrator of FIGS. 1 and 2 to perform
VSS-to-VDS mugrations in accordance with teachings of
this disclosure.
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[0010] FIG. 81s a block diagram of an example processing
platform structured to execute the instructions of FIGS. 7A
and 7B to implement the network switch migrator of FIGS.
1 and 2 to perform VSS-to-VDS migrations in accordance
with teachings of this disclosure.

[0011] Wherever possible, the same reference numbers are
used throughout the drawing(s) and accompanying written
description to refer to the same or like parts. Connecting
lines or connectors shown 1n the various figures presented
are 1ntended to represent example functional relationships
and/or physical or logical couplings between the various
clements.

DETAILED DESCRIPTION

[0012] Methods and apparatus disclosed herein migrate
physical server hosts between virtual standard switches and
virtual distributed switches 1n a network. In virtual comput-
ing environments, physical server hosts execute hypervisors
to create virtual environments to run virtual machines
(VMs). In addition, VMs are provided with network con-
nectivity by instantiating virtual network switches via which
the VMs can perform network communications. Two
example types of virtual network switches are a virtual
standard switch (VSS) and a wvirtual distributed switch
(VDS). A VSS 1s a type of virtual network switch that 1s
instantiated 1in a single hypervisor of a single physical server
host for use only by VMs that execute on that hypervisor of
that physical server host. A VDS 1s a type of virtual network
switch that 1s instantiated across multiple hypervisors of
multiple physical server hosts for use by VMs running on
any one or more of those hypervisors of the multiple
physical server hosts. As such, VSS network switches are
1solated for use by same-host VMs while VDS network
switches can flexibly be used by VMs across multiple hosts.
[0013] An advantage of VDS network switches 1s that a
cluster of physical server hosts can be assigned to the same
VDS network switch. As such, VMs across multiple physi-
cal server hosts can be grouped to use the same network
configurations even though such VMSs run on separate physi-
cal server hosts. This 1s useful when making the same
network configuration changes for multiple VMs that reside
in different physical server hosts. For example, when using
a VDS network switch, because a cluster of physical server
hosts can be assigned to the same VDS network switch that
1s 1nstantiated across the multiple physical server hosts,
network configuration changes that aflect multiple VMs
across the separate physical server hosts need only be
entered once 1nto the single VDS network switch to take
ellect for all VMs across the multiple hosts. However, when
using separate instantiations of VSS network switches in
separate physical server hosts, making the same network
configuration changes across the VMs requires applying
such changes multiple times by entering the change repeat-
edly across all the VSS network switches. This can be a
time-consuming and cumbersome process.

[0014] Due to the network configuration advantages of
using VDS network switches, enterprises running virtual
computing environments sometimes elect to migrate physi-
cal server hosts from VSS network switches to VDS network
switches. Prior techniques for performing such migrations
are tedious as they ivolve a significant number of steps so
that newly 1nstantiated VDS network switches contain the
same network configurations of VSS network switches from
which physical server hosts are being migrated. For
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example, the process of creating a VDS and migrating
physical server hosts from their VSS to the new VDS 1s long,
includes many repetitive small tasks, and contains many
details which makes such process unclear and highly sus-
ceptible to errors.

[0015] Examples disclosed herein enable users to create a
VDS network switch and distributed port groups to migrate
physical server hosts (“hosts”) of a cluster to the newly
created VDS from VSS network switches in a shorter
amount of time and using less-complex user involvement
than prior techniques. Examples disclosed herein determine
whether user-specified hosts have the same network con-
figuration for their VSS network switches and offer to
migrate the same network configuration to the newly created
VDS network switch. Examples disclosed herein also create
distributed port groups on the VDS network switch so that
all the proper configurations can be made to different port
groups for corresponding VMs connected to those port
groups. In this manner, clusters of hosts 1n those port groups
can continue to operate 1n the newly created VDS network
switch as before when such clusters of hosts used respective
VSS network switches. Examples disclosed herein also
provide special handling of infrastructure/management VMs
by ensuring that management settings remain the same so
that such infrastructure/management VMs continue to run as
expected. In examples disclosed herein, infrastructure/man-
agement VMs are VMs that run management processes to
virtualize components of a physical server host and manage
those virtualized components. Example infrastructure/man-
agement VMs may virtualize processor, memory, storage,
and networking resources 1nto logical resources and manage
such logical resources.

[0016] FIG. 1 1s an example network switch migrator 100
that includes an example graphical user interface (GUI)
generator 102, an example user mput interface 104, an
example virtual distributed switch (VDS) creator 106, an
example virtual standard switch (VSS) detector 108, an
example port group creator 110, and an example configu-
rator 112. The example network switch migrator 100 imple-
ments a VSS-to-VDS migration 114 to migrate a physical
server host 116 from using an example VSS network switch
118 to using an example VDS network switch 120. In the
illustrated example, the physical server host 116 1s a pro-
cessor system used to implement a virtual computing envi-
ronment 122 and may be implemented using the example
processor platform 800 of FIG. 8. In some examples, the
physical server host 116 1s part of a cluster of physical server
hosts used 1n a virtual computing environment. In some
examples, the cluster of physical server hosts 1s 1n a single
physical rack. In other examples, the physical server hosts of
the cluster are located across multiple physical racks. In
some examples, the cluster 1s implemented as a vCenter
ESX1™ cluster which 1s a group of physical servers that run
ESX1™ hypervisors (developed and sold by VMware, Inc.)
to virtualize processor, memory, storage, and networking
resources 1nto logical resources to run multiple VMs that run
operating systems (OSs) and applications as if those OSs
and applications were runming on physical hardware without
an intermediate virtualization layer. An example vCenter
ESX1™ cluster may be instantiated and managed using
VMware vCenter® virtual infrastructure server software
developed and sold by VMware, Inc. Alternatively,
examples disclosed herein may be used with clusters imple-
mented using other cluster management software.
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[0017] The example virtual computing environment 122
(“the virtual environment 122°) 1s a virtualization layer
implemented by executing an example hypervisor 124 1n the
physical server host 116. The example hypervisor 124 may
be mmplemented using an ESXi™ hypervisor. In other
examples, other hypervisors may additionally or alterna-
tively be used to implement the virtual environment 122.
Example hypervisors that may be used to implement the
virtual environment 122 include Type 1 hypervisors (e.g.,
bare metal hypervisors) that run on a processor system
without an underlying host OS and Type 2 hypervisors that
run on an intermediate host OS executing on a processor
system. The wvirtual environment 122 of the illustrated
example, and 1ts associated components are configured to
run VMs. However, in other examples, the virtual environ-
ment 122 may additionally, and/or alternatively, be config-
ured to run containers. For example, the virtual environment
122 may be used to deploy a VM as a data computer node
with 1ts own guest OS on a host using resources of the host.
Additionally or alternatively, the virtual environment 122
may be used to deploy a container as a data computer node

that runs on top of a host OS without the need for a
hypervisor or separate OS.

[0018] The network switch migrator 100 of the 1llustrated
example 1s executed 1n the hypervisor 124. For example, the
network switch migrator 100 may be implemented 1n a VM
executing on the hypervisor 124. In some examples, the
network switch migrator 100 1s implemented 1n a vCenter®
server (developed and sold by VMware, Inc.) that runs on a
VM executing on the hypervisor 124 or that runs directly on
the physical server host 116. In the illustrated example, the
VSS network switch 118 1s also executed in the hypervisor
124. For example, the VSS network switch 118 may be
implemented using a vSphere® standard switch provided by
VMware vSphere® virtualization infrastructure components
software developed and sold by VMware, Inc. Alternatively,
examples disclosed herein may be used with VSS network
switches implemented using other virtualization software. In
the 1llustrated example, the VDS network switch 120 1s also
executed 1n the hypervisor 124. In addition, the VDS net-
work switch 120 1s also executed 1n a hypervisor 126 that
creates a virtual environment 128 of a second physical
server host 130. For example, the VDS network switch 120
may be implemented using a vSphere® distributed switch
provided by VMware vSphere® virtualization infrastructure
components software developed and sold by VMware, Inc.
Alternatively, examples disclosed herein may be used with
VDS network switches implemented using other virtualiza-
tion software.

[0019] In the 1llustrated example, to perform the VSS-to-
VDS migration 114, the network switch migrator 100 imple-
ments GUIs that allow users to specity options for migrating
the physical server host 116 from using the VSS network
switch 118 to using the VDS network switch 120 using a
faster and less cumbersome process than prior techniques for
performing such network switch migration. In some
examples, the network switch migrator 100 implements an
application programming interface (API) that receives the
user-specified selections for performing the network switch
migration and provides the user-specified selections to the
components of the network switch migrator 100. In some
examples, the network switch migrator 100 implements a

GUI wizard based on the API and based on difterent GUIs
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(e.g., the GUIs of FIGS. 3-6) for receiving user-specified
selections for performing the network switch migration.

[0020] The example network switch migrator 100 1s pro-
vided with the GUI generator 102 to generate GUIs for
soliciting user mput regarding how to perform the VSS-to-
VDS migration 114. For example, the GUI generator 102
generates example GUIs of FIGS. 3-6. The GUI generator
102 may be implemented using one or more graphics
libraries and graphical user control libraries executed by one
or more processors (e.g., the processor 812 of FIG. 8). The
GUIs generated by the GUI generator 102 may be displayed
via a workstation that 1s 1n network communication with the
physical server host 116 in which the GUI generator 102 1s
implemented. For example, the workstation may execute a
web browser that sends hypertext transfer protocol (HTTP)
requests for the GUIs to a VM or physical machine that
implements the GUI generator 102. The VM or physical
machine implementing the GUI generator 102 may respond
to the HTTP requests with the GUIs generated by the GUI
generator 102. In some examples, the GUIs generated by the
GUI generator 102 may additionally or alternatively be
displayed via a web browser or application executing on the
same VM or physical machine that implements the GUI
generator 102. For example, the GUIs may be displayed 1n
that same VM or physical machine by a vSphere® Web
Client application (e.g., developed and sold by VMware,
Inc.). The example network switch migrator 100 1s provided
with the user input interface 104 to receiving user inputs for
performing the VSS-to-VDS migration 114. For example,
the user mput interface 104 may receive API parameters
from user inputs and/or user selections via one or more GUIs
generated by the GUI generator 102.

[0021] The example network switch migrator 100 1s pro-
vided with the VDS creator 106 to create VDS network
switches such as the VDS network switch 120. The example
network switch migrator 100 1s provided with the VSS
detector 108 to determine whether physical NICs (VMNICs)
(e.g., the VMNICs 2104a,b of FIG. 2) selected for migrating
to the VDS network switch 120 correspond to a single VSS
network switch or multiple VSS network switches. The
example network switch migrator 100 1s provided with the
port group creator 110 to create port groups (e.g., the port
groups PrtGrp0 and PrtGrp1l of the VDS network switch 120
shown i FIG. 2) in the VDS network switch 120 for
grouping distributed virtual ports (DVPs) (e.g., the DVPs
236a,b, 238a,b of FIG. 2). The example port group creator
110 creates port groups in the VDS network switch 120
during the VSS-to-VDS migration 114 to match existing
port groups (e.g., port groups PrtGrp0O and PrtGrpl of the
VSS network switch 118 shown in FIG. 2) in the VSS
network switch 118 so that network configuration settings
for the existing port groups are migrated for corresponding
physical NICs (VMNICs) to the new port groups 1n the VDS
network switch 120. In addition, the port group creator 110
can create port groups for physical NICs (VMNICs) that are
selected to be bound to the VDS network switch 120 and that
are to have different network configuration settings than a
previous port group from the VSS network switch 118.

[0022] The example network switch migrator 100 1s pro-
vided with the configurator 112 to determine how to perform
the VSS-to-VDS migration 114 and to configure network
configuration settings in the VDS 120. For example, the
configurator 112 determines how to perform the VSS-to-
VDS migration 114 and generates a migration plan 132
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based on user imnput recerved via the user input interface 104,
based on whether user-selected physical NICs (VMNICs)
correspond to a single VSS network switch or multiple
network switches, and/or based on whether there are physi-
cal NICs (VMNICs) corresponding to infrastructure/man-
agement VMs that are to be migrated to the VDS network
switch 120. In the i1llustrated example, the migration plan
132 1s defined to be valid such that 1t does not render a
configuration of the VDS network switch 120 inoperable
after the VSS-t0-VDS migration 114. To generate such a
valid migration plan 132, the configurator 112 1s provided
with example migration rules 134 that the configurator 112
uses to confirm that user-provided nput for specifying how
to structure the VSS-to-VDS migration 114 will result 1n a
valid and operable network configuration for the VDS
network switch 120. The example migration rules 134 are
described 1n more detail below 1n connection with FIG. 6.

[0023] The example configurator 112 1s to configure the
VDS 120 by accessing network configuration settings cor-
responding to the VSS network switch 118 and program or
configure the network configuration settings 1in the VDS
network switch 120. For example, the configurator 112 may
access a VSS network configuration file (e.g., stored 1n the
physical server host 116 or a data store or memory in
communication with the physical server host 116) contain-
ing the network configuration settings of the VSS network
switch 118 and migrate those network configuration settings
to the VDS network switch 120 by programming the net-
work configuration settings into one or more VDS network
configuration files (e.g., stored 1n one or both of the physical
server hosts 116,130 or a data store or memory 1n commu-

nication with the physical server hosts 116,130) correspond-
ing to the VDS network switch 120.

[0024] In the illustrated example of FIG. 1, to migrate the
physical server host 116 from the VSS network switch 118
to the VDS network switch 120, the user imnput interface 104
receives a user-selection of first physical NICs (VMNICs)
(e.g., the VMNICs 210qa,b of FIG. 2) of the physical server
host 116 to migrate from the VSS network switch 118 to the
VDS network switch 120. The example configurator 112
generates the migration plan 132 (FIG. 1) to configure the
VDS network switch 120 using the same network configu-
ration settings of the VSS network switch 118 corresponding
to the selected first physical NICs (VMNICs). In addition,
based on a user confirmation received as a user-selection to
proceed with migration from the VSS network switch 118 to
the VDS network switch 120: (a) the example VDS creator
106 creates the VDS network switch 120 1n the first physical
server host 116 and 1n the second physical server host 130,
and (b) the example configurator 112 accesses the network
configuration settings of the VSS network switch 118 and
configures the network configuration settings in the VDS
network switch 120. In some examples, the VSS-to-VDS
migration 114 1s mitiated based on the GUI generator 102
generating a migration selection (GUI) (e.g., the migration
selection GUI 300 of FIG. 3) to obtain a user-selection to
migrate the VSS network switch 118 to the VDS network
switch 120.

[0025] Inthe illustrated example of FIG. 1, the hypervisor
126 of the second physical server host 130 also includes an
example network switch migrator 136 that 1s substantially
similar or identical to the network switch migrator 100. In
this manner, the network switch migrator 100 can commu-
nicate network configuration settings to the network switch
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migrator 136 so that the network switch migrator 100 can
configure the VDS network switch 120 1n the first hypervisor
124 and the network switch migrator 136 can configure the
VDS network switch 120 in the second hypervisor 126 using
the same network configuration settings.

[0026] FIG. 2 shows additional details of the example
physical server host 116 of FIG. 1 migrated from the VSS
network switch 118 to the VDS network switch 120 of FIG.
1. In the illustrated example, the hypervisor 124 executes
two VMs shows as VMO0 202a and VM1 20256. Each VM
202a,b includes a corresponding vINIC 204a,b to provide the
VMs 202a,b with network connectivity. The example VSS
network switch 118 includes two virtual ports shown as VP1
206a and VP2 2065. The virtual ports 206a,b are connected
to corresponding physical NICs (VMNICs) of the physical
server host 116 represented 1n the example of FIG. 2 as
VMNIC 210a and VMNIC 21056 so that the virtual ports
206a,b can provide network connectivity outside the physi-
cal server host 116 for the VMs 202a,b through the VSS
network switch 118. For example, to provide the VMs
202a,b network connectivity outside the physical server host
116, the VNICs 204a,b of the VMs 202a,b are connected to
corresponding ones of the virtual ports 206a,b of the VSS
network switch 118 so that network communications can be
sent by the VMs 202q,6 via the VMNICs 210qa,b to desti-
nations external to the physical server host 116 and so that
network communication can be received by the VMs 202a,b
via the VMNICs 210q,b from sources external to the physi-
cal server host 116. In the 1llustrated example of FIG. 2, the
first virtual port VP1 206a 1s part of a first port group
(PrtGrp0), and the second virtual port VP2 2065 1s part of a
second port group (PrtGrpl). A port group can be used to
apply the same network configuration settings for multiple
virtual ports 1n that port group. Thus, network configuration
settings of the first port group (PrtGrp0) may be different
than network configuration settings of the second port group
(PrtGrpl).

[0027] In the example of FIG. 2, the VSS network switch
118 runs numerous virtual adapters shown as wvirtual
machine kernels (VMKs) including an example VMKO
management kernel 214, an example VMK1 VMotion ker-
nel 216, an example VMK2 VSAN kernel 218, and an
example VMK3 VXLAN 220. The VMKO management
kernel 214 virtual adapter 1s software executed by the VSS
network switch 118 to manage use of physical hardware
resources of the physical server host 116 allocated for use by
the VSS network switch 118. The VMKI1 VMotion 216
virtual adapter 1s software executed by the VSS network
switch 118 to facilitate live migration of VMs between
physical server hosts (e.g., between the physical server hosts
116, 130 of FIGS. 1 and 2) with substantially little or no
downtime to provide continuous service availability from
the VMs being migrated. The VMK2 VSAN 218 virtual
adapter 1s software executed by the VSS network switch 118
to aggregate local server-attached data storage disks in a
virtual cluster to create storage solutions that can be provi-
sioned from the VSS network switch 118 during VM pro-
visioning operations. The example VMK3 VXLAN 220 1s
virtual adapter software executed by the distributed switch
to establish and/or support one or more virtual networks
provisioned 1n the VSS network switch 118.

[0028] In the example of FIG. 2, each of the VMKs 214,
216, 218, 220 1s connected to a corresponding VMK net-
work adapter of the VSS network switch 118 shown as
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VMKNICO0 222, VMKNIC1 224, VMKNIC2 226, and
VMKNIC3 228. In the 1llustrated example, the VMKNICs
222, 224, 226, 228 connect to ones of the VMNICs 210a,5
(and/or other physical NICs of the physical server host 116
not shown) to provide the VMKs 214, 216, 218, 220 with
network connectivity. In the illustrated example, the VMKSs
provide network connectivity to infrastructure/management
VMs that execute virtualization infrastructure and/or virtu-
alization management components. For example, the VM0
2024 1s an infrastructure/management VM that executes a
VMware VSAN™ network data storage virtualization com-
ponent 232 for creating and managing virtualized network
data storage. In other examples, the network data storage
virtualization component 232 may be implemented using
any suitable network data storage virtualization component
other than the VMware VSAN™ network data storage
solution.

[0029] When performing the VSS-to-VDS migration 114
for VSAN-enabled VMs (e.g., VMs to which virtualized
network data stores are allocated or allocatable), high avail-

ability can be enabled by selecting at least two physical
NICs (VMNICs) per physical server host for use by the

VSAN-enabled VMs. High availability 1s a feature that
allows continuous network connectivity even when one
physical NIC (VMNIC) become disabled (e.g., due to a
malfunction or maintenance). For example, to accomplish
this, some suppliers offer VSAN-ready physical server hosts
that include 2, 3, or 4 10-gigabyte (10G) physical NICs
(VMNICs). In some instances, when a user mnitially installs
a hypervisor (e.g., the hypervisor 124) in a physical server
host (e.g., the physical server host 116), the hypervisor
installation binds only one physical NIC (VMNIC) to a VSS
network switch (e.g., the VSS network switch 118). When
preparing to perform the VSS-to-VDS migration 114, a user
may select to migrate the already bound physical NIC
(VMNIC) to the VDS network switch 120 and may also
select one or more unused physical NICs (VMNICs) of the
physical server host to bind to the new VDS network switch
120 so that the physical server host can provide high
availability via at least two physical NICs (VMNICs) for the
VSAN-enabled VMs.

[0030] In the illustrated example of FIG. 2, when the
network switch migrator 100 performs the VSS-t0-VDS
migration 114, the VDS network switch 120 1s instantiated
across the hypervisors 124, 126 of the two physical server
hosts 116, 130 and the VMKs 214, 216, 218, 220 and
corresponding VMKNICs 222, 224, 226, 228 are migrated
to the VDS network switch 120. Also, in the example of FIG.
2, the network switch migrator 100 creates distributed
virtual ports (DVPs) and port groups (PrtGrps) for the VDS
network switch 120. In the illustrated example, the port
groups are shown as PrtGrp0O and PrtGrpl which are dis-
tributed across the two physical server hosts 116, 130 and
which correspond to the port groups PrtGrp0 and PrtGrpl of
the VSS network switch 118 that were 1n place prior to the
VSS-t0-VDS migration 114. A port group 1s used to apply
the same network configuration settings to multiple DVPs to
provide VMs connected to that port group with the same
type of network connectivity. Thus, network configuration
settings for the first port group (PrtGrp0O) may be different
than network configuration settings for the second port
group (PrtGrpl). The example port group PrtGrp0O includes
DVP1 236a of the first physical server host 116 and DVP2

2360 of the second physical server host 130. The example
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port group PrtGrpl includes DVP1 238a of the first physical
server host 116 and DVP2 2386 of the second physical
server host 130. In the illustrated example, each of the DVPs
236a, 238a of the first physical server host 116 1s bound to
one of the VMNICs 210a,b. For example, the DVPs 2364,
238a can be bound to the same one of the VMNICs 210qa, b
or to different ones of the VMNICs 210q,b. Similarly, each
of the DVPs 2365b, 2385 of the second physical server host
130 1s bound to a VMNIC 242a,b of the second physical
server host 130. For example, the DVPs 2365, 2380 can be
bound to the same one of the VMNICs 242a,5b or to different
ones of the VMNICs 242a,b. In this manner, the VMNICs
are the physical network resources that serve the DVPs
236a,b, 238a,b. The example DVPs 236a,b, 238a,b are
allocatable to applications running in VMs 202a,b to com-
municate over a network.

[0031] In the illustrated example, after the VSS-to-VDS
migration 114, the VDS network switch 120 enables imple-
menting a number of features across the virtual environ-
ments 122,128. Such an example feature includes applying
the same network configuration settings to DVPs 1n the same
port group 1nstantiated across the two hypervisors 124,126.
For example, the same network configuration settings can be
applied to the DVPs 236a,b across the two hypervisors
124,126 by applying the network configuration settings to
the PrtGrpO port group. Similarly, the DVPs 238a,b can be
configured with the same network configuration settings
across the two hypervisors 124,126 by applying the network
configuration settings to the PrtGrpl port group. Another
example feature enabled by the VDS network switch 120
includes migrating VMs between the two hypervisors 124,
126. For example, the VM1 2025 1s shown being migrated
from the first hypervisor 124 to the second hypervisor 126
using a VM migration process 244. Such VM migration
process 244 may be performed using the VMK1 VMotion
216 virtual adapter executed in the VDS network switch
120. In some examples, another VM shown as VM2 246
may be instantiated 1n the hypervisor 1 and associated to the
DVP1 238a. In such examples, network configuration
changes made to the port group PrtGrpl impact network
communication features/capabilities of the VM2 246 1n the
first physical server host 116 and the VM1 2026 1n the
second physical server host 130 because both VMs 246,
202b are connected to the same port group PrtGrpl.

[0032] FIGS. 3-6 show example GUIs that are generated
by the GUI generator 102 to enable a user to initiate the
VSS-t0-VDS migration 114. In some examples, the GUI
generator 102 generates the example GUIs of FIGS. 3-6 for
presentation to a user in response to a system health check
that determines optimizations can be performed to network
configurations. For example, a virtualization manager (e.g.,
VMware NSX® network virtualization manager that i1s
developed and sold by VMware, Inc. and runs in the
hypervisor 124 of FIGS. 1 and 2) can perform health checks
from time to time of virtual computing components and may
recommend system optimizations to improve computing or
management efliciencies. In some instances, the virtualiza-
tion manager may recommend that one or more clusters of
physical server hosts be migrated from VSS network
switches to one or more VDS network switches. If a user
elects to perform such a migration using the example GUIs
of FIGS. 3-6, after the migration to one or more VDS
network switches 1s performed, the virtualization manager
may display an updated health status of the system showing
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system 1improvements based on the migration to the one or
more VDS network switches.

[0033] FIG. 3 1s an example migration selection GUI 300
to enable a user to mitiate the VSS-to-VDS migration 114
(FIGS. 1 and 2) by specilying a migration from a VSS
network switch (e.g., the VSS network switch 118 of FIGS.
1 and 2) to a VDS network switch (e.g., the VDS network
switch 120 of FIGS. 1 and 2). The example GUI generator
102 generates the migration selection GUI 300 to include a
VDS name field 302 and a VDS creation type list control
304. The example VDS name field 302 enables a user to
provide a name for the VDS network switch 120 that 1s to
be created. The user-provided VDS name 1n the VDS name
field 302 1s received by the example user imnput interface 104
of FIG. 1 so that the example VDS creator 106 of FIG. 1 can

create the corresponding VDS network switch 120.

[0034] The example VDS creation type list control 304
includes a user-selectable “create new VDS option to create
a new VDS network switch and attach only unused
VMNICS to the new VDS network switch. The example
VDS creation type list control 304 also includes a “migrate
existing VSS” option to migrate VMNICs from one or more
existing VSS network switches (e.g., the VSS network
switch 118) to a newly created VDS network switch (e.g.,
the VDS network switch 120). In the illustrated example,
when a user selects the “migrate existing VSS” option, the
user input interface 102 obtains a user-selection from the
migration selection GUI 300 indicating a request to migrate
the VSS network switch 118 to the VDS network switch 120.
The example GUI generator 102 generates the migration
selection GUI 300 to present physical network adapters
(e.g., the VMNICs 210q,b of FIGS. 1 and 2) grouped by
network adapter name so that network adapters to be
migrated to the VDS network switch 120 can be selected by
a user based on name. In FIG. 3, before a user selects one
of the “create new VDS” option or the “migrate existing
VSS” option, the migration selection GUI 300 presents three
network adapter names shown as vmnicl, vmnic3, and
vmnic2 that correspond to unused physical NICs (e.g.,
VMNICs that have not been assigned to a network switch).
Each of the network adapter names 1s assigned to multiple
physical NICs (e.g., the VMNICs 210a,b of FIG. 2) assigned
unique 1nternet protocol (IP) addresses. For example, the
network adapter name wvmnicl corresponds to three
VMNICs having IP address 10.26.236.91, IP address 10.26.
235.208, and IP address 10.26.235.66. Similarly, the net-
work adapter name vmnic3 corresponds to three VMNICs
assigned corresponding IP address, and the network adapter
name vmnic2 corresponds to three VMNICs assigned cor-
responding IP addresses. Thus, 1n the illustrated example, to
display a group of physical network adapters of a host 1n the
migration selection GUI 300, the physical NICs (VMNICs)
are assigned the same name (e.g., vmnicl or vmnic2 or
vmnic3). To select physical network adapters 1n the migra-
tion selection GUI 300 to bind to the VDS network switch
120, a user selects a network adapter name such that all of
the physical network adapters corresponding to the selected

network adapter name are bound to the VDS network switch
120.

[0035] FIG. 4 1s an example network adapter selection
GUI 400 that 1s presented after a user has selected the
“migrate existing VSS” option of the migration selection
GUI 300 of FIG. 3. The example network adapter selection
GUI 400 of FIG. 4 enables a user to specily network
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adapters to migrate from the VSS network switch 118
(FIGS. 1 and 2) to the VDS network switch 120 (FIGS. 1 and
2). In the illustrated example, in response to the user
selecting the “migrate existing VSS™ option of the migration
selection GUI 300, the GUI generator 102 (FIG. 1) generates
the network adapter selection GUI 400 to display a network
adapter name vmnicO corresponding to the VMNICs 210a,5
(FIG. 2) bound to the same VSS network switch (e.g., the
VSS network switch 118), which 1s shown as having switch
name vSwitch0 1n FIG. 4. In the example of FIG. 4, a user
has selected the network adapter name vmnicO to migrate all
of the associated VMNICs 210aq,b to the VDS network
switch 120. By selecting the network adapter name vmnicO,
the user also confirms that the network setting configurations
for the associated VMINICs 210q,b are to be migrated from
the VSS network switch 118 to the VDS network switch 120.
Although not shown 1n the example of FIG. 4, a user may
also select unused physical NICs (VMNICs) by selecting
one or more of the other network adapter names vmnicl,

vmnic2, vmnic3 to bind corresponding ones of the unused
physical NICs (VMNICs) to the VDS network switch 120.

In some examples, one or both of the VMNICs 242a,b of
FIG. 2 may be unused physical NICs (VMNICs) 1f one or
both 1s/are not connected to a VSS network switch of the
second physical host 130.

[0036] Although the example network adapter selection
GUI 400 shows user selection of only a single network
adapter name vmnicO that corresponds to a single physical
server host 116, 1n other examples, a single network adapter
name may correspond to physical NICs (VMNICs) bound to
respective VSS network switches in multiple physical server
hosts belonging to a same cluster and/or a user may select
multiple network adapter names of physical NICs (VM-
NICs) bound to respective VSS network switches 1n mul-
tiple physical server hosts belonging to a same cluster. In
such examples, the VSS-to-VDS migration 114 migrates the
selected physical NICs (VMNICs) from their respective
VSS network switches of the separate physical server hosts
to the VDS network switch 120 instantiated across those
physical server hosts.

[0037] FIG. S 1s an example migrate infrastructure/man-
agement VM selection GUI 500 to enable a user to select one

or more 1nfrastructure/management VMs to migrate from
the VSS network switch 118 (FIGS. 1 and 2) to the VDS

network switch 120 (FIGS. 1 and 2). For example, the GUI
generator 102 (FIG. 1) generates the migrate infrastructure/
management VM selection GUI 500 to present a VM name
of VSAN VM corresponding to an infrastructure/manage-
ment VM implemented by the virtual machine VMO0 202a of
FIG. 2 running the VMware VSAN™ network data storage
virtualization component 232. The example migrate infra-
structure/management VM selection GUI 500 1s provided so
that any infrastructure/management VM selected by a user 1s
handled 1n a manner that associated network configuration
settings remain the same after the VSS-to-VDS migration
114 and the infrastructure/management VM continues to
operate the same after 1t 1s migrated from the VSS network
switch 118 to the VDS network switch 120. Migrating
infrastructure/management VM(s) properly facilitates suc-
cessiully performing the VSS-to-VDS migration 114
because aspects (e.g., virtualization management) of the
infrastructure/management VM(s) are used to perform the
VSS-to-VDS migration 114. However, the infrastructure/
management VM(s) must also be migrated. During the
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VSS-t0-VDS migration 114, the example configurator 112
the duration for which the infrastructure/management VM(s)
lose network connectivity 1n the process by, for example,
disconnecting from a source VSS network switch (e.g., the
VSS network switch 118), connecting to a new VDS net-
work switch (e.g., the VDS network switch 120), and
applying corresponding network configuration settings in as
few operations as possible (e.g., a single operation). In some
examples, migration of the infrastructure/management
VM(s) 1s performed 1n a single operation because if two or
more operations are used, after an infrastructure/manage-
ment VM loses network connectivity, 1t cannot request a
second operation to complete the infrastructure/management
VM mugration. As such, when a single operation 1s used to
migrate the infrastructure/management VM(s), the example
configurator 112 coordinates the migration of the infrastruc-
ture/management VM(s) with the example hypervisor 124
running the infrastructure/management VM(s) so that the
hypervisor 124 creates implements the single operation with
atomicity by coordinating the migration actions (e.g., dis-
connecting, connecting, applying network configuration set-
tings) 1n the single operation quickly so the infrastructure/
management VM(s) does/do not notice and continue(s)
where 1t/they left off.

[0038] If after the VSS-to-VDS migration 114 a total
power failure occurs, or a planned shutdown occurs, or if
there 1s an 1ssue with network connectivity, the infrastruc-
ture/management VM(s) may be shutdown (e.g., due to a
power failure) or unreachable (e.g., due to network connec-
tivity 1ssues). In such cases, the infrastructure/management
VM(s) 1s/are not available to recover from such situations.
Thus, the VSS-to-VDS migration 114 places the infrastruc-
ture/management VM(s) 1 a special mode, in which
resources (e.g., distributed virtual ports (DVPs)) of the
hypervisor 124 are pre-allocated, and an external component
(e.g., another hypervisor 126) 1s allowed to manage the
physical server host 116 of the hypervisor 124 directly,
deviating from normal operation conditions in which all
management operations are to be coordinated by the infra-
structure/management VM(s) of the hypervisor 124. For
example, the hypervisor 126 and/or the network switch
migrator 136 of the hypervisor 126 may mange the physical
server host 116 until the physical host server 116 recovers.

[0039] FIG. 6 1s an example pre-migration validation GUI
600 to show whether a VSS-to-VDS migration plan (e.g., the
migration plan 132 of FIG. 1) 1s valid. For example, the
configurator 112 (FIG. 1) of the network switch migrator
100 generates the migration plan 132 based on the user-
provided selections of the GUIs 300, 400, 500 of FIGS. 3-5
received via the user mput interface 104 (FIG. 1), and the
GUI generator 102 generates the pre-migration validation
GUI 600 to present such migration plan 132 to a user. The
example migration plan 132 presented 1n the pre-migration
validation GUI 600 shows IP addresses of selected VMNICs
that will be migrated to the VDS network switch 120 and
that the VMNICs have been confirmed valid for migrating.
In this manner, the user 1s provided with visual confirmation
that the user-provided selections of the GUIs 300, 400, 500
of FIGS. 3-5 will be used for performing the VSS-to-VDS
migration 114. The example migration plan 132 1s defined to
be safe (e.g., the eflective data path for all impacted VMs,
VMNICs, VMKNICs, etc. are to use the same settings as
betore the migration). However, after the VSS-to-VDS
migration 114, differences in the VDS network switch
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configuration relative to the VSS network switch configu-
ration may be in the form of any newly added unused
physical NICs (VMNICs) selected by the user via the
network adapter selection GUI 400.

[0040] If the migration plan 132 presented in the pre-
migration validation GUI 600 differs from the user’s inten-
tions based on the user-provided inputs via the GUIs 300,
400, 500, the user can cancel the VSS-to-VDS migration 114
and/or revise the user-provided inputs to change the migra-
tion plan 132. For example, the migration plan 132 gener-
ated by the configurator 112 may differ from the user-
provided iput based on one or more of the migration rules
134 (FIG. 1) that the configurator 112 determines 1s/are not
satisfied. An example migration rule 134 1s that all physical
server hosts corresponding to selected physical NICs (VM-
NICs) must include a network switch migrator (e.g., the
network switch migrator 100,136 of FIGS. 1 and 2) so that
network configuration settings can be properly programmed
for the VDS network switch 120 in the corresponding
hypervisors. In examples 1n which the network switch
migrator 100,136 implements an API, the example migration
rule 134 causes the configurator 112 to determine whether
all physical server hosts associated with the migration are
running the API. Another example migration rule 134 1s that
all physical server hosts corresponding to selected physical
NICs (VMNICs) must be reachable. A physical server host
may be unreachable 11 1t 1s oflline, 1n an unreachable network
domain, busy with an uninterruptable process that would be
affected by the VSS-to-VDS migration 114, etc. Another
example migration rule 134 1s that a VM cannot be orphaned
as a result of the VSS-to-VDS migration 114. For example,

a VM may be orphaned if it 1s connected to a physical NIC
(VMNIC) through a VSS network switch that 1s to be

removed and the physical NIC (VMNIC) was not selected
for migration to a VDS network switch. Yet another example
migration rule 134 1s that network configuration settings
must be the same across all VSS network switches in
separate physical server hosts corresponding to user-selected
physical NICs (VMNICs) that are to be migrated to a single
VDS network switch.

[0041] If the configurator 112 determines that any migra-
tion rule 134 1s not satisfied, the configurator 112 may
modity the user-provided input from the example GUIs 300,
400, 500 to generate a proposed migration plan 132 that does
satisty the migration rules 134. For example, the configu-
rator 112 may remove physical NICs (VMNICs) of selected
network adapter names (e.g., vmnic0) that do not satisty the
migration rules 134 and maintain only physical NICs (VM-
NICs) of selected network adapter names that do satisty the
migration rules 134. In this manner, the VSS-to-VDS migra-
tion 114 can perform a migration to convert instances of
VSS network switches (e.g., the VSS network switch 118)
per physical server host (e.g., physical server hosts 1n a
cluster) to the newly created VDS network switch 120 1n
such a manner that the VDS network switch 120 preserves
all settings of the VSS network switches by taking into
consideration that all associated network adapters (e.g., VM
VNICs, VMNICs, VMKNICs, etc.) are to be validly
migrated such that they maintain connectivity and operabil-
ity as before the migration. The migration plan 132 gener-
ated by the configurator 112 ensures that instances of VSS
network switches (e.g., the VSS network switch 118) and
port groups (e.g., the port groups PrtGrp0O and PrtGrpl of
FIG. 2) across physical server hosts are matched to each
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other by the same names. In addition, based on the migration
rules 134, the configurator 112 generates the migration plan
132 so that physical server hosts involved in the VSS-to-
VDS migration 114 have the same network configuration
settings for their VSS network switches. In some examples,
if deviations are found between network configuration set-
tings of the VSS network switches, a user may select to
configure additional port groups 1n the newly created VDS
network switch 120 for physical NICs (VMNICs) that are

subject to such deviating network configuration settings.

[0042] When the migration plan 132 presented in the
pre-migration validation GUI 600 reflects the user’s inten-
tions based on the user-provided inputs via the GUIs 300,
400, 500, the user can select a “Finish” button control 602
of the pre-migration validation GUI 600 to begin the VSS-
to-VDS migration 114. When the user input interface 104
detects that a user has selected the “Finish” button control
602 of the pre-migration validation GUI 600, the network
switch migrator 100 performs tasks to automate the VSS-
to-VDS migration 114 based on the user-provided input
received by the user input interface 104 from the GUIs 300,
400, 500 of FIGS. 3-5.

[0043] In examples disclosed herein, the GUI generator
102 (FIG. 1) may implement means for generating GUIs
(e.g., the GUIs of FIGS. 3-6). In examples disclosed herein,
the user mput interface 104 (FIG. 1) may implement means
for obtaining user input. In examples disclosed herein, the
VDS creator 106 (FIG. 1) may implement means for creat-
ing VDS network switches (e.g., the VDS network switch
120 of FIGS. 1 and 2). In examples disclosed herein, the
VSS detector 108 (FIG. 1) may implement means for
determining that physical NICs (VMNICs) (e.g., the
VMNICs 210a,b and 242a,b of FIG. 2) selected to be
migrated to a VDS network switch correspond to separate
VSS network switches (e.g., the VSS network switch 118 of
FIGS. 1 and 2 and a separate VSS network switch of the
second physical server host 130). In examples disclosed
herein, the port group creator 110 (FIG. 1) may implement
means for creating port groups (e.g., PrtGrp0 and PrtGrpl of
FIG. 2). In examples disclosed herein, the configurator 112
(FIG. 1) may implement means for configuring VDS net-
work switches (e.g., the VDS network switch 120), means
for generating a migration plan (e.g., the migration plan
132), means for configuring network configuration settings
in VDS network switches (e.g., the VDS network switch
120), means for determining that a physical NIC (VMNIC)
corresponds to a infrastructure/management VM, means for
accessing network configuration settings, and means for
confirming that a user-approved migration plan matches an
original migration plan (e.g., the migration plan 132).

[0044] While an example manner of implementing the
network switch migrator 100 1s illustrated 1n FIG. 1, one or
more of the elements, processes and/or devices 1llustrated in
FIG. 1 may be combined, divided, re-arranged, omitted,
climinated and/or implemented in any other way. Further,
the example GUI generator 102, the example user input
interface 104, the example VDS creator 106, the example
VSS detector 108, the example port group creator 110, and
the example configurator 112 and/or, more generally, the
example network switch migrator 100 of FIG. 1 may be
implemented by hardware, software, firmware and/or any
combination of hardware, software and/or firmware. Thus,
for example, any of the example GUI generator 102, the
example user input interface 104, the example VDS creator
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106, the example VSS detector 108, the example port group
creator 110, and the example configurator 112 and/or, more
generally, the example network switch migrator 100 could
be implemented by one or more analog or digital circuit(s),
logic circuits, programmable processor(s), programmable
controller(s), graphics processing unit(s) (GPU(s)), digital
signal processor(s) (DSP(s)), application specific integrated
circuit(s) (ASIC(s)), programmable logic device(s) (PLD(s))
and/or field programmable logic device(s) (FPLD(s)). When
reading any of the apparatus or system claims of this patent
to cover a purely software and/or firmware implementation,
at least one of the example GUI generator 102, the example
user mput mterface 104, the example VDS creator 106, the
example VSS detector 108, the example port group creator
110, and/or the example configurator 112 is/are hereby
expressly defined to include a non-transitory computer read-
able storage device or storage disk such as a memory, a
digital versatile disk (DVD), a compact disk (CD), a Blu-ray
disk, etc. including the software and/or firmware. Further
still, the example network switch migrator 100 of FIG. 1
may include one or more elements, processes and/or devices
in addition to, or instead of, those illustrated in FIG. 1,
and/or may include more than one of any or all of the
illustrated elements, processes and devices. As used herein,
the phrase “in communication,” including variations thereotf,
encompasses direct communication and/or indirect commu-
nication through one or more intermediary components, and
does not require direct physical (e.g., wired) communication
and/or constant communication, but rather additionally
includes selective communication at periodic intervals,
scheduled intervals, aperiodic intervals, and/or one-time
events.

[0045] FIGS. 7A and 7B illustrate a flow chart represen-

tative of example machine readable instructions that may be
executed by one or more processors to implement the
network switch migrator 100 of FIGS. 1 and 2 to perform
VSS-t0-VDS migrations (e.g., the VSS-t0o-VDS migration
114 of FIGS. 1 and 2). The machine readable instructions
may be implemented as one or more program(s) or portion
of one or more program(s) for execution by a processor such
as the processor 812 shown i1n the example processor
platform 800 discussed below in connection with FIG. 8.
The program(s) may be embodied in software stored on a
non-transitory computer readable storage medium such as a
CD-ROM, a floppy disk, a hard drive, a DVD, a Blu-ray
disk, or a memory associated with the processor 812, but the
entirety of the program(s) and/or parts thereof could alter-
natively be executed by a device other than the processor
812 and/or embodied in firmware or dedicated hardware.
Further, although the example program(s) 1s/are described
with reference to the flow chart illustrated 1n FIGS. 7A and
7B, many other methods of implementing the example
network switch migrator 100 may alternatively be used. For
example, the order of execution of the blocks may be
changed, and/or some of the blocks described may be
changed, eliminated, or combined. Additionally or alterna-
tively, any or all of the blocks may be implemented by one
or more hardware circuits (e.g., discrete and/or integrated
analog and/or digital circuitry, an FPGA, an ASIC, a com-
parator, an operational-amplifier (op-amp), a logic circuit,
etc.) structured to perform the corresponding operation
without executing software or firmware.

[0046] As mentioned above, the example processes of
FIGS. 7A and 7B may be implemented using executable
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instructions (e.g., computer and/or machine readable
instructions) stored on a non-transitory computer and/or
machine readable medium such as a hard disk drive, a flash
memory, a read-only memory, a compact disk, a digital
versatile disk, a cache, a random-access memory and/or any
other storage device or storage disk in which information is
stored for any duration (e.g., for extended time periods,
permanently, for brief instances, for temporarily buflering,
and/or for caching of the information). As used herein, the
term non-transitory computer readable medium 1s expressly
defined to include any type of computer readable storage
device and/or storage disk and to exclude propagating
signals and to exclude transmission media.

[0047] “Including” and “comprising” (and all forms and
tenses thereol) are used herein to be open ended terms. Thus,
whenever a claim employs any form of “include” or “com-
prise” (e.g., comprises, includes, comprising, including,
having, etc.) as a preamble or within a claim recitation of
any kind, it 1s to be understood that additional elements,
terms, etc. may be present without falling outside the scope
of the corresponding claim or recitation. As used herein,
when the phrase “at least” 1s used as the transition term in,
for example, a preamble of a claim, 1t 1s open-ended 1n the
same manner as the term “comprising” and “including” are
open ended. The term “and/or” when used, for example, 1n
a form such as A, B, and/or C refers to any combination or

subset of A, B, C such as (1) A alone, (2) B alone, (3) C
alone, (4) A with B, (5) A with C, and (6) B with C.

[0048] In some examples, the program(s) of FIGS. 7A and
7B begin 1n response to a system health check that deter-
mines optimizations can be performed to network configu-
rations. In other examples, the program(s) of FIGS. 7A and
7B are mitiated by a user independent of a system health
check. The example program(s) of FIGS. 7A and 7B begin
(s) at block 702 at which the example user mput interface
104 (FIG. 1) receives a VDS name. For example, the user

input itertace 104 receives the VDS name via the migration
selection GUI 300 of FIG. 3 and/or the network adapter

selection GUI 400 of FIG. 4. The VDS name 1s to be used
for the VDS network switch 120 (FIGS. 1 and 2) to be
created and configured during the VSS-to-VDS migration
114 (FIGS. 1 and 2). The user input interface 104 receives
a user selection of physical NICs (VMNICs) to migrate
(block 704). In the illustrated example, the user input
interface 104 receives the user selection of the physical
NICs (VMNICs) via the network adapter selection GUI 400
as described above 1n connection with FIG. 4. For example,
the user input interface 104 receives a user-selection of first
physical NICs (VMNICs) (e.g., physical NICs (VMNICs)
such as the VMNICs 210a,b6 of FIG. 2 corresponding to the
network adapter name vmnicO shown in FIG. 4) of the
physical server host 116 to migrate from the VSS network
switch 118 to the VDS network switch 120. In some
examples, at block 704, the user input interface 104 may also
receive a user selection of second physical NICs (VMNICs)
that are unused physical NICs not bound to the VSS network
switch 118 (e.g., physical NICs (VMNICs) corresponding to
one or more of the network adapter names shown as vmnicl,
vmnic2, and vmnic3 1n FIG. 4). In some examples, one or
both of the VMNICs 242a,b of FIG. 2 may be unused
physical NICs (VMNICs) 1f one or both 1s/are not connected
to a VSS network switch of the second physical host 130.

[0049] The example configurator 112 (FIG. 1) accesses
network configuration settings corresponding to ones of the
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physical NICs (VMNICs) bound to one or more VSS

network switches to be migrated (block 706). For example,
the user selection of physical NICs (VMNICs) received at
block 704 may correspond to one VSS network switch (e.g.,
the VSS network switch 118) or to multiple VSS network
switches (e.g., the VSS network switch 118 and at least a
second VSS network switch). In some examples, a user
selection may include one or both of the VMNICs 210a,b
corresponding to the VSS network switch 118 and one or
more physical NICs (VMNICs) (e.g., one or both of the
VMNICs 242a,b) that correspond to a separate VSS network
switch of the second physical host 130. When there are

multiple VSS network switches, the example VSS detector
108 (FIG. 1) determines that first ones of the physical NIC(s)

(VMNICs) selected at block 704 to migrate to the VDS
network switch 120 correspond to the VSS network switch
118 and that second ones of the physical NIC(s) (VMNICs)
selected at block 704 correspond to a second VSS network
switch separate from the VSS network switch 118. In such
examples, when the network configuration settings are the
same for the VSS network switch 118 and the second VSS
network switch, the configurator 112 accesses the network
configuration settings of the VSS network switch 118 to
configure the same network configuration settings in the
VDS network switch 120 for both of the first and second
ones of the selected physical NICs (VMNICs). Otherwise,
when the network configuration settings are diflerent for the
VSS network switch 118 and the second VSS network
switch, the configurator 112 accesses first network configu-
ration settings of the VSS network switch 118 to configure
a first port group (e.g., PrtGrpO of FIG. 2) in the VDS
network switch 120 for the first ones of the selected physical
NICs and accesses second network configuration settings in
the second VSS network switch to configure a second port
group (e.g., PrtGrpl of FIG. 2) in the VDS network switch
120 for the second ones of the selected physical NICs.

[0050] The example configurator 112 determines whether
there 1s any infrastructure/management VM present (block
708). For example, the configurator 112 may determine
whether any of the physical NICs (VMNICs) selected at
block 704 corresponds to an infrastructure/management VM
such as the infrastructure/management VM implemented by
the virtual machine VMO0 202aq of FIG. 2 running the
VMware VSAN™ network data storage virtualization com-
ponent 232. In some examples, to determine whether a VM
1s an infrastructure/management VM, the configurator 112
may search for running processes in VMs having application
identifiers corresponding to an infrastructure/management
virtualization component. If there 1s no infrastructure/man-
agement VM present, control advances to block 716. Oth-
erwise, 1f there 1s at least one infrastructure/management
VM present, the configurator 112 determines whether to
migrate network configuration settings for the infrastructure/
management VM(s) (block 710). For example, the GUI
generator 102 (FIG. 1) may generate and provide the migrate
infrastructure/management VM selection GUI 500 for pre-
senting detected infrastructure/management VM(s) to a user.
In this manner, the user input interface 104 may receive a
user selection of one or more infrastructure/management
VM(s) via the infrastructure/management VM selection GUI
500 to confirm that network configuration settings for the
selected infrastructure/management VM(s) are to be
migrated from the VSS network switch 118 to the VDS
network switch 120.
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[0051] If at block 710, the example configurator 112
determines that network configuration settings for the infra-
structure/management VM(s) are not to be migrated, control
advances to block 716. Otherwise, 1 the example configu-
rator 112 determines at block 710 that network configuration
settings for the infrastructure/management VM(s) are to be
migrated, the configurator 112 accesses network configura-
tion settings of the VSS network switch 118 for the infra-
structure/management VM(s) (block 712). In some
examples, existing network configuration settings are to be
migrated for one or more infrastructure/management VM(s)
and not migrated for another one or more infrastructure/
management VM(s). In such examples, control proceeds to
block 712 for the one or more infrastructure/management
VM(s) for which existing network configuration settings are
to be migrated, and control advances to block 716 for the one
or more 1nfrastructure/management VM(s) for which exist-
ing network configuration settings are not to be migrated.

[0052] At block 716, the example configurator 112 deter-
mines whether any unused physical NIC(s) (VMNIC(s))
have been selected. For example, one or more of the
user-selected physical NICs of block 704 may be unused
physical NICs (VMNICs) that are not bound to a VSS
network switch. If at block 716 the example configurator 112
determines that there 1s no unused physical NIC (VMNIC)
that has been selected, control advances to block 720.
Otherwise, at block 718 the user input interface 104 obtains
user-provided network configuration settings for the unused
physical NIC(s) (VMNIC(s)) and/or for infrastructure/man-
agement VM(s) for which existing network configuration
settings are not to be migrated. For example, the GUI
generator 102 may generate a user-defined network configu-
ration settings GUI via which a user may enter network
configuration settings (e.g., port group name, bandwidth
limits, quality of service (QoS) parameters, priority, parity,
etc.) for the unused physical NIC(s) (VMNIC(s)) and/or for

infrastructure/management VM(s).

[0053] At block 720, the configurator 112 generates the
migration plan 132. For example, the configurator 112
generates the migration plan 132 (FIG. 1) to include network
configuration settings obtained at block 706 for ones of the
physical NICs (VMNICs) bound to one or more VSS
network switches to be migrated. If infrastructure/manage-
ment VM(s) 1s/are present, the configurator 112 adds to the
migration plan 132 existing network configuration settings
for the infrastructure/management VMs obtained at block
712 or user-provided network configuration settings for the
infrastructure/management VMs obtained at block 718. If
unused physical NIC(s) (VMNIC(s)) are present, the con-
figurator 112 adds the user-defined network configuration
settings for the unused physical NIC(s) (VMNIC(s))
obtained at block 718 to the migration plan 132. When
multiple VSS network switches are involved 1n the VSS-to-
VDS migration 114 (FIGS. 1 and 2), the configurator 112
generates the migration plan 132 to reflect how the physical
NICs (VMNICs) will be migrated from the multiple VSS
network switches to one or more port groups (e.g., PrtGrp0
and/or PrtGrpl of FIG. 2) in the VDS network switch 120.
For example, when all of the VSS network switches use the
same network configuration settings, the physical NICs
(VMNICs) bound to those VSS network switches can be
assigned to the same port group of the VDS network switch
120. However, when some of the VSS network switches use
different network configuration settings, the physical NICs
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(VMNICs) can be separated into different port groups based
on the network configuration settings of the VSS network
switches. For example, ones of the physical NICs (VM-
NICs) corresponding to VSS network switches having the
same network configuration settings can be assigned to the
same port group (e.g., PrtGrp0), and others of the physical
NICs (VMNICs) corresponding to one or more other VSS
network switches to which other network configuration
settings are applied can be assigned to a separate port group

(e.g., PrtGrpl).

[0054] The example GUI generator 102 presents the
migration plan 132 (block 722). For example, the configu-
rator 112 may provide the migration plan 132 to the GUI
generator 102 as a parameter (e.g., in an API call), and the
GUI generator 102 may generate the pre-migration valida-
tion GUI 600 for presenting the migration plan 132. The
configurator 112 determines whether a user-selection to
proceed with migration from the VSS network switch 118 to
the VDS network switch 120 has been received (block 724)
(FIG. 7B). For example, the configurator 112 may determine
whether the user mput interface 104 has detected a user-
selection of the “Finish” button control 602 of FIG. 6 to
indicate user confirmation to proceed with the migration. If
the configurator 112 determines at block 724 that i1t has not
received user-selection to proceed with the migration, the
example process of FIGS. 7A and 7B ends. Otherwise,
control proceeds to block 726 at which the configurator 112
generates a user-approved migration plan. In the illustrated
example, a user may make changes to the migration plan 132
via the pre-migration validation GUI 600. As such, the
configurator 112 generates the user-approved migration plan
at block 726 (e.g., based on user input via the pre-migration
validation GUI 600) to account for changes, 1f any, made by
a user to the migration plan 132. The example configurator
112 determines whether the user-approved migration plan
matches the original migration plan 132 (block 728). It the
user-approved migration plan does not match the original
migration plan 132, control returns to block 706 of FIG. 7A
so that updated network configuration settings for any
changes can be obtained.

[0055] If the configurator 112 confirms at block 728 that
the user-approved migration plan does match the original
migration plan 132, control proceeds to block 730 at which
the example VDS creator 106 (FIG. 1) creates the VDS
network switch 120. For example, the VDS creator 106 can
create the VDS network switch 120 and assign 1t the VDS
name received at block 702. The example port group creator
110 (FIG. 1) creates one or more port group(s) (block 732).
For example, the port group creator 110 can create one or
more port group(s) specified 1n the migration plan 132. For
the 1llustrated example of FIG. 2, the port group creator 110
can create, at block 732, the port group PrtGrp0 1n the VDS
network switch 120 and configure the port group PrtGrp0 to
include the first distributed virtual port DVP1 236a in the
first physical server host 116 and to include the second
distributed virtual port DVP2 2365 1n the second physical
server host 130. In such an example, the port group PrtGrp0
created 1in the VDS network switch 120 matches the port
group PrtGrp0 from the VSS network switch 118 that 1s 1n
the migration plan 132. The example configurator 112
configures the network configuration settings from one or
more VSS network switch(s) to the VDS network switch 120
(block 734). For example, the configurator 112 may apply to
the VDS network switch 120 the network configuration
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settings obtained at block 706 (e.g., network configuration
settings that do not correspond to infrastructure/manage-
ment VM(s)) and/or obtained at block 712 (e.g., network
configuration settings corresponding to one or more inira-
structure/management VM(s)) from the VSS network switch
118 and/or other VSS network switches. The example con-
figurator 112 configures the VDS network switch 120 with
user-provided network configuration settings (block 736).
For example, the configurator 112 configures the VDS
network switch 120 with the user-provided network con-
figuration settings obtained at block 718. However, 1n
examples 1n which user-provided network configuration
settings are not recerved at block 718, the operation of block
736 may be omitted.

[0056] The example configurator 112 migrates the
VMKNIC(s) of infrastructure/management VM(s) to the
VDS network switch 120 (block 738). For example, the
configurator 112 migrates one or more of the VMKNICs
222, 224, 226, 228 of FIG. 2 from the VSS network switch
118 to the VDS network switch 120 by binding the one or
more of the VMKNICs 222, 224, 226, 228 to the VDS
network switch 120. The example configurator 112 binds the
physical NICs (VMNICs) to the VDS network switch 120
(block 740). For example, the configurator 112 binds the
physical NICs (VMNICs) selected at block 704 to the VDS
network switch 120 to enable network connectivity between
the physical NICs (VMNICs) and the VDS network switch
120. In this manner, network communications via the VDS
network switch 120 can begin. In the 1llustrated example, the
GUI generator 102 presents a health status of the VDS
network switch 120 (block 742). For example, the GUI
generator 102 may generate a health status GUI that includes
connectivity indications confirming that the physical server
hosts 116,130 are connected to the VDS network switch 120.
In addition, the GUI generator 102 may include 1n the health
status GUI an updated health status of the system showing
system 1mprovements based on the VSS-to-VDS migration
114 to the VDS network switch 120. The example process of
FIGS. 7A and 7B then ends. In some examples, the process
of FIGS. 7A and 7B may be performed multiple times to, for
example, create multiple VDS network switches. For
example, a user may elect to migrate different VSS network
switches to different VDS network switches. In such
examples, the GUI generator 102 may generate a GUI
providing a user with an option to perform another VSS-to-

VDS migration 114.

[0057] FIG. 8 1s a block diagram of an example processor
platform 800 structured to execute the instructions of FIGS.

7A and 7B to implement the network switch migrator 100 of
FIGS. 1 and 2 to perform VSS-to-VDS migrations 114

(FIGS. 1 and 2). The processor platform 800 can be, for
example, a server, a personal computer, a workstation, a
self-learming machine (e.g., a neural network), an Internet
appliance, or any other type of computing device.

[0058] The processor plattorm 800 of the illustrated
example includes a processor 812. The processor 812 of the
illustrated example 1s hardware. For example, the processor
812 can be implemented by one or more integrated circuits,
logic circuits, microprocessors, GPUs, DSPs, or controllers
from any desired family or manufacturer. The hardware
processor 812 may be a semiconductor based (e.g., silicon
based) device. In this example, the processor 812 1mple-
ments the example GUI generator 102, the example user
input interface 104, the example VDS creator 106, the
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example VSS detector 108, the example port group creator
110, and the example configurator 112.

[0059] The processor 812 of the illustrated example
includes a local memory 813 (e.g., a cache). The processor
812 of the 1illustrated example 1s 1n communication with a
main memory including a volatile memory 814 and a
non-volatile memory 816 via a bus 818. The volatile
memory 814 may be implemented by Synchronous
Dynamic Random Access Memory (SDRAM), Dynamic
Random Access Memory (DRAM), RAMBUS® Dynamic
Random Access Memory (RDRAM®) and/or any other type
of random access memory device. The non-volatile memory
816 may be implemented by flash memory and/or any other
desired type of memory device. Access to the main memory
814, 816 1s controlled by a memory controller.

[0060] The processor plattorm 800 of the illustrated
example also includes an interface circuit 820. The interface
circuit 820 may be implemented by any type of interface
standard, such as an Ethernet interface, a universal serial bus
(USB), a Bluetooth® interface, a near field communication
(NFC) interface, and/or a PCI express interface.

[0061] In the illustrated example, one or more 1nput
devices 822 are connected to the interface circuit 820. The
input device(s) 822 permit(s) a user to enter data and/or
commands into the processor 812. The input device(s) can
be implemented by, for example, an audio sensor, a micro-
phone, a camera (still or video), a keyboard, a button, a
mouse, a touchscreen, a track-pad, a trackball, i1sopoint
and/or a voice recognition system.

[0062] One or more output devices 824 are also connected
to the interface circuit 820 of the illustrated example. The
output devices 824 can be implemented, for example, by
display devices (e.g., a light emitting diode (LED), an
organic light emitting diode (OLED), a liquid crystal display
(LCD), a cathode ray tube display (CRT), an in-place
switching (IPS) display, a touchscreen, etc.), a tactile output
device, a printer and/or speaker. The iterface circuit 820 of
the illustrated example, thus, typically includes a graphics
driver card, a graphics driver chip and/or a graphics driver
Processor.

[0063] The interface circuit 820 of the illustrated example
also 1ncludes a communication device such as a transmitter,
a receiver, a transceiver, a modem, a residential gateway, a
wireless access point, and/or a network interface to facilitate
exchange of data with external machines (e.g., computing
devices of any kind) via a network 826. The communication
can be via, for example, an FEthernet connection, a digital
subscriber line (DSL) connection, a telephone line connec-
tion, a coaxial cable system, a satellite system, a line-of-site
wireless system, a cellular telephone system, etc.

[0064] The processor plattorm 800 of the illustrated
example also includes one or more mass storage devices 828
for storing software and/or data. Examples of such mass
storage devices 828 include floppy disk drives, hard drive
disks, compact disk drives, Blu-ray disk drives, redundant
array of independent disks (RAID) systems, and digital

versatile disk (DVD) drives.

[0065] Machine executable instructions 832 represented
by the flow chart of FIGS. 7A and 7B may be stored in the
mass storage device 828, in the volatile memory 814, in the
non-volatile memory 816, and/or on a removable non-
transitory computer readable storage medium such as a CD

or DVD.
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[0066] From the foregoing, it will be appreciated that
example methods, apparatus and articles of manufacture
have been disclosed that migrate physical server hosts
between virtual standard switches and virtual distributed
switches 1n a network. Prior techniques for performing such
migrations are tedious as they involve a significant number
of steps so that newly instantiated VDS network switches
contain the same network configurations of VSS network
switches from which physical server hosts are being
migrated. For example, the process of creating a VDS and
migrating physical server hosts from their VSS to the new
VDS 1s long, consists of many repetitive small tasks, and
contains many details which makes such process unclear and
highly susceptible to human errors. Examples disclosed
herein enable users to create a VDS network switch and
distributed port groups to automatically migrate physical
server hosts of a cluster to the newly created VDS from VSS
network switches 1n a shorter amount of time and using
less-complex user involvement than prior techniques. In this
manner, by using examples disclosed herein, physical server
hosts and VMSs running thereon can continue to operate with
little or no interruption which results 1n higher availabilities
of virtual computing resources than prior network switch
migration techniques that are prone to configuration errors
that could render physical server hosts and/or VMs 1noper-
able for extended durations.

[0067] Examples disclosed herein simplify technical
aspects of migrating physical server hosts from VSS net-
work switches to VDS network switches. For example,
because less user involvement 1s required, fewer GUIs need
to be generated, served, and presented to users to solicit user
input. In addition, examples disclosed herein improve the
scalability of switch migration operations by automatically
accessing existing network configuration settings of VSS
network switches for applying to newly created VDS net-
work switches. For example, 1n a large data center, hundreds
of VSS network switches can be migrated faster than prior
techniques by collecting fewer network configuration set-
tings from users and instead accessing such network con-
figuration settings from existing configuration files of the
VSS network switches. In addition, in some environments,
VSS network switches of different models and/or from
different manufacturers may be employed. In such situa-
tions, prior techniques require users to manually account for
differences in network configuration settings between the
different models and/or manufacturers when configurating a
switch migration. However, using examples disclosed
herein, such details can be hidden from users as such
different network configuration settings can be obtained
directly from existing configuration files of the VSS network
switches.

[0068] Examples disclosed herein may be used with one or
more different types of virtualization environments. Three
example types of virtualization environments are: full vir-
tualization, paravirtualization, and OS virtualization. Full
virtualization, as used herein, 1s a virtualization environment
in which hardware resources are managed by a hypervisor to
provide virtual hardware resources to a VM. In a full
virtualization environment, the VMs do not have access to
the underlying hardware resources. In a typical full virtual-
ization, a host OS with embedded hypervisor (e.g., a
VMWARE® ESXI® hypervisor) 1s installed on the server
hardware. VMs 1ncluding virtual hardware resources are
then deployed on the hypervisor. A guest OS 1s installed 1n
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the VM. The hypervisor manages the association between
the hardware resources of the server hardware and the
virtual resources allocated to the VMs (e.g., associating
physical RAM with virtual RAM). Typically, 1n full virtu-
alization, the VM and the guest OS have no visibility and/or
access to the hardware resources of the underlying server.
Additionally, 1n full virtualization, a full guest OS 1s typi-
cally installed 1n the VM while a host OS 1s installed on the
server hardware. Example virtualization environments
include VM WARE® ESX® hypervisor, Microsoit HYPER -
V® hypervisor, and Kernel Based Virtual Machine (KVM).

[0069] Paravirtualization, as used herein, 1s a virtualiza-
tion environment in which hardware resources are managed
by a hypervisor to provide virtual hardware resources to a
VM, and guest OSs are also allowed to access some or all
the underlying hardware resources of the server (e.g., with-
out accessing an intermediate virtual hardware resource). In
a typical paravirtualization system, a host OS (e.g., a Linux-
based OS) 1s 1nstalled on the server hardware. A hypervisor
(e.g., the XEN® hypervisor) executes on the host OS. VMs
including virtual hardware resources are then deployed on
the hypervisor. The hypervisor manages the association
between the hardware resources of the server hardware and
the virtual resources allocated to the VMs (e.g., associating
RAM with virtual RAM). In paravirtualization, the guest OS
installed 1n the VM 1s configured also to have direct access
to some or all of the hardware resources of the server. For
example, the guest OS may be precompiled with special
drivers that allow the guest OS to access the hardware
resources without passing through a virtual hardware layer.
For example, a guest OS may be precompiled with drivers
that allow the guest OS to access a sound card installed in
the server hardware. Directly accessing the hardware (e.g.,
without accessing the virtual hardware resources of the VM)
may be more eflicient, may allow for performance of opera-
tions that are not supported by the VM and/or the hypervisor,
etc.

[0070] OS wvirtualization 1s also referred to herein as
container virtualization. As used herein, OS virtualization
refers to a system 1n which processes are 1solated 1n an OS.
In a typical OS virtualization system, a host OS 1s installed
on the server hardware. Alternatively, the host OS may be
installed 1n a VM of a full virtualization environment or a
paravirtualization environment. The host OS of an OS
virtualization system 1s configured (e.g., utilizing a custom-
1zed kernel) to provide 1solation and resource management
for processes that execute within the host OS (e.g., appli-
cations that execute on the host OS). Thus, a process
executes within a container that isolates the process from
other processes executing on the host OS. Thus, OS virtu-
alization provides 1solation and resource management capa-
bilities without the resource overhead utilized by a full
virtualization environment or a paravirtualization environ-
ment. Example OS virtualization environments include
Linux Containers LXC and LXD, the DOCKER™ container
platform, the OPENVZ™ container platform, etc.

[0071] In some examples, a data center (or pool of linked
data centers) may include multiple different virtualization
environments. For example, a data center may include
hardware resources that are managed by a full virtualization
environment, a paravirtualization environment, and/or an
OS wvirtvalization environment. In such a data center, a
workload may be deployed to any of the wvirtualization
environments. Examples disclosed herein to migrate physi-
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cal server hosts between virtual standard switches and
virtual distributed switches may be implemented 1n any one
or more of the multiple different virtualization environ-
ments.

[0072] Although certain example methods, apparatus and
articles of manufacture have been disclosed herein, the
scope of coverage of this patent 1s not limited thereto. On the
contrary, this patent covers all methods, apparatus and
articles of manufacture fairly falling within the scope of the
claims of this patent.

1. An apparatus to migrate a physical server host from a
virtual standard switch to a virtual distributed switch, the
apparatus comprising:

a user mput interface to obtain a user-selection of first
physical network interface cards of a first physical
server host to migrate from the virtual standard switch
to the virtual distributed switch;

a configurator to generate a first migration plan to con-
figure the wvirtual distributed switch using network
configuration settings of the virtual standard switch
corresponding to the first physical network interface
cards; and

a virtual distributed switch creator to, based on a user-
selection to proceed with migration from the virtual
standard switch to the virtual distributed switch, create
the virtual distributed switch 1n the first physical server
host and a second physical server host, the configurator
to configure the network configuration settings of the
virtual standard switch in the virtual distributed switch.

2. The apparatus as defined 1n claim 1, further including
a port group creator to create a first port group 1n the virtual
distributed switch based on the first migration plan, the first
port group to include a first distributed virtual port 1n the first
physical server host and a second distributed virtual port in
the second physical server host, the first port group 1n the
virtual distributed switch to match a second port group
corresponding to the virtual standard switch.

3. The apparatus as defined 1n claim 1, wherein the user
input interface 1s to obtain user-provided network configu-
ration settings corresponding to a user-selection of a second
physical network intertface card that 1s an unused physical
network interface card not bound to the virtual standard
switch, and the configurator 1s to configure the wvirtual
distributed switch with the user-provided network configu-
ration settings.

4. The apparatus as defined in claim 1, further including
a graphical user interface generator to generate a migration
selection graphical user interface, the user input interface to
obtain a user-selection indicating a request to migrate the
virtual standard switch to the virtual distributed switch.

5. The apparatus as defined 1in claim 1, wherein the
configurator 1s to:

determine that at least one of the first physical network
interface cards corresponds to an infrastructure virtual
machine;

access second network configuration settings of the at
least one of the first physical network interface cards
corresponding to the infrastructure virtual machine
from the virtual standard switch; and

configure the second network configuration settings in the
virtual distributed switch.

6. The apparatus as defined in claim 1, further including

a virtual standard switch detector to determine that a second
physical network interface card selected to migrate to the
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virtual distributed switch correspond to a second virtual
standard switch separate from the virtual standard switch,
and the configurator 1s to access the network configuration
settings of the wvirtual standard switch to configure the
network configuration settings in the virtual distributed
switch for the first physical network interface cards and the
second physical network interface card when the network
configuration settings are the same for the virtual standard
switch and the second virtual standard switch.

7. The apparatus as defined in claim 1, wherein the
configurator 1s to:

generate a second migration plan corresponding to the
user-selection to proceed with the migration from the
virtual standard switch to the virtual distributed switch,
and

confirm that the second migration plan matches the first
migration plan before the virtual distributed switch
creator creates the virtual distributed switch.

8. A tangible computer readable storage medium com-
prising instructions that, when executed, cause one or more
processors to at least:

obtain a user-selection of first physical network interface
cards of a first physical server host to migrate from a
virtual standard switch to a virtual distributed switch;

generate a first migration plan to configure the virtual
distributed switch using network configuration settings
of the virtual standard switch corresponding to the first
physical network interface cards; and

based on a user-selection to proceed with migration from
the virtual standard switch to the virtual distributed
switch:

create the virtual distributed switch in the first physical
server host and a second physical server host, and

configure the network configuration settings of the
virtual standard switch 1n the wvirtual distributed

switch.

9. The computer readable storage medium as defined in
claim 8, wherein the instructions are further to cause the one
or more processors to create a first port group 1n the virtual
distributed switch based on the first migration plan, the first
port group to include a first distributed virtual port 1n the first
physical server host and a second distributed virtual port in
the second physical server host, the first port group in the
virtual distributed switch to match a second port group
corresponding to the virtual standard switch.

10. The computer readable storage medium as defined 1n
claim 8, wherein the instructions are further to cause the one
Or more processors to:

obtain user-provided network configuration settings cor-
responding to a user-selection of a second physical
network interface card that 1s an unused physical net-
work 1interface card not bound to the virtual standard
switch; and

configure the virtual distributed switch with the user-
provided network configuration settings.

11. The computer readable storage medium as defined 1n
claim 8, wherein the instructions are further to cause the one

O IMOrc processors {o:

generate a migration selection graphical user interface;
and

obtain a user-selection 1indicating a request to migrate the
virtual standard switch to the virtual distributed switch.
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12. The computer readable storage medium as defined in
claim 8, wherein the instructions are further to cause the one

O IMOrc proccssors {o:

determine that at least one of the first physical network
interface cards corresponds to an infrastructure virtual
machine;

access second network configuration settings of the at
least one of the first physical network interface cards
corresponding to the infrastructure virtual machine
from the virtual standard switch; and

configure the second network configuration settings in the
virtual distributed switch.

13. The computer readable storage medium as defined in
claim 8, wherein the instructions are further to cause the one
Or more processors to:

determine that a second physical network interface card
selected to migrate to the virtual distributed switch
corresponds to a second virtual standard switch sepa-
rate from the virtual standard switch; and

access the network configuration settings of the virtual
standard switch to configure the network configuration
settings 1n the virtual distributed switch for the first
physical network interface cards and the second physi-
cal network interface card when the network configu-
ration settings are the same for the virtual standard
switch and the second virtual standard swaitch.

14. The computer readable storage medium as defined 1n
claim 8, wherein the instructions are further to cause the one

O IMOrc proccssors {o:

generate a second migration plan corresponding to the
user-selection to proceed with the migration from the
virtual standard switch to the virtual distributed switch;
and

confirm that the second migration plan matches the first
migration plan before the one or more processors create
the virtual distributed switch.

15. A method to migrate a physical server host from a
virtual standard switch to a virtual distributed switch, the
method comprising;:

obtaining a user-selection of first physical network inter-

face cards of a first physical server host to migrate from
the virtual standard switch to the virtual distributed
switch;

generating a first migration plan to configure the virtual

distributed switch using network configuration settings
of the virtual standard switch corresponding to the first
physical network interface cards; and

based on a user-selection to proceed with the migration
plan migration from the virtual standard switch to the
virtual distributed switch:

creating the virtual distributed switch 1n the first physi-
cal server host and a second physical server host, and

configuring the network configuration settings of the
virtual standard switch 1n the wvirtual distributed

switch.

16. The method as defined 1n claim 15, further including
creating a first port group in the virtual distributed switch
based on the first migration plan, the first port group to
include a first distributed virtual port in the first physical
server host and a second distributed virtual port in the
second physical server host, the first port group in the virtual
distributed switch to match a second port group correspond-
ing to the virtual standard switch.
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17. The method as defined 1n claim 15, further including:

obtaining user-provided network configuration settings
corresponding to a user-selection of a second physical
network interface card that 1s an unused physical net-
work 1interface card not bound to the virtual standard

switch; and

configuring the virtual distributed switch with the user-
provided network configuration settings.

18. (canceled)
19. The method as defined 1n claim 15, further including:

determining that at least one of the first physical network
interface cards corresponds to an infrastructure virtual
machine;

accessing second network configuration settings of the at
least one of the first physical network interface cards
corresponding to the infrastructure virtual machine
from the virtual standard switch; and

configuring the second network configuration settings in
the virtual distributed switch.

14
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20. The method as defined in claim 15, further including:

determining that a second physical network interface card
selected to migrate to the virtual distributed switch
corresponds to a second virtual standard switch sepa-
rate from the virtual standard switch; and

accessing the network configuration settings of the virtual
standard switch to configure the network configuration
settings 1n the virtual distributed switch for the first
physical network interface cards and the second physi-
cal network interface card when the network configu-
ration settings are the same for the virtual standard
switch and the second virtual standard swaitch.

21. The method as defined in claim 15, further including:

generating a second migration plan corresponding to the
user-selection to proceed with the migration from the
virtual standard switch to the virtual distributed switch;
and

confirming that the second migration plan matches the
first migration plan before the creating of the virtual
distributed switch.

22-31. (canceled)
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