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ABSTRACT

In an aspect of the disclosure, a method, a computer-
readable medium, and apparatus for operating a computa-
tional network are provided. The apparatus may obtain a set
of navigational instructions describing a route to a destina-
tion. The apparatus may obtain first image data through a

(21) Appl. No.: 15/961,829

(22)  Filed: Apr. 24, 2018 first camera that is oriented toward the route, the first image
Publication Classification data depicting a first scene associated with the route. The

apparatus may determine a first field of view associated with

(51) Int. CL a user that 1s navigating the route to the destination based on

G08G 1/0968 (2006.01) a first sensor that 1s oriented toward the user. The apparatus
GO6K 9/00 (2006.01) may identify at least one salient object represented in the
GO6F 3/01 (2006.01) first scene based on the first field of view. The apparatus may
GO6T 7/246 (2006.01) output instructional information describing a first naviga-
GOIC 21/34 (2006.01) tional instruction of the set of navigational instructions with
GO6N 3/02 (2006.01) reference to the at least one salient object.
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SYSTEM AND METHOD OF OBJECT-BASED
NAVIGATION

BACKGROUND

Field

[0001] Certain aspects of the present disclosure generally
relate to machine learning and, more particularly, to 1mprov-
ing systems and methods of providing navigational instruc-
tions using salient objects.

Background

[0002] An artificial neural network, which may include an
interconnected group of artificial neurons (e.g., neuron mod-
els), 1s a computational device or represents a method to be
performed by a computational device.

[0003] Convolutional neural networks are a type of feed-
forward artificial neural network. Convolutional neural net-
works may include collections of neurons that each has a
receptive field and that collectively tile an 1nput space.
Convolutional neural networks (CNNs) have numerous
applications. In particular, CNNs have broadly been used 1n
the area of pattern recognition and classification.

[0004] Deep learming architectures, such as deep belief
networks and deep convolutional networks, are layered
neural networks architectures in which the output of a first
layer of neurons becomes an input to a second layer of
neurons, the output of a second layer of neurons becomes
and 1nput to a third layer of neurons, and so on. Deep neural
networks (DNNs) may be trained to recognize a hierarchy of
features and so they have increasingly been used in object
recognition applications. Like convolutional neural net-
works, computation in these deep learning architectures may
be distributed over a population of processing nodes, which
may be configured in one or more computational chains.
These multi-layered architectures may be trained one layer
at a time and may be fine-tuned using back propagation.
[0005] Other models are also available for object recog-
nition. For example, support vector machines (SVMs) are
learning tools that can be applied for classification. Support
vector machines include a separating hyperplane (e.g., deci-
sion boundary) that categorizes data. The hyperplane 1s
defined by supervised learning. A desired hyperplane
increases the margin of the training data. In other words, the
hyperplane should have the greatest minimum distance to
the training examples.

[0006] Although these solutions achieve excellent results
on a number of classification benchmarks, their computa-
tional complexity can be prohibitively high. Additionally,
training of the models may be challenging.

SUMMARY

[0007] The following presents a simplified summary of
one or more aspects 1 order to provide a basic understand-
ing of such aspects. This summary 1s not an extensive
overview ol all contemplated aspects, and 1s intended to
neither 1dentify key or critical elements of all aspects nor
delineate the scope of any or all aspects. Its sole purpose 1s
to present some concepts ol one or more aspects 1 a
simplified form as a prelude to the more detailed description
that 1s presented later.

[0008] It should be appreciated by those skilled in the art
that this disclosure may be readily utilized as a basis for
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moditying or designing other structures for carrying out the
same purposes of the present disclosure. It should also be
realized by those skilled in the art that such equivalent
constructions do not depart from the teachings of the dis-
closure as set forth in the appended claims. The novel
features, which are believed to be characteristic of the
disclosure, both as to i1ts organization and method of opera-
tion, together with further objects and advantages, will be
better understood from the following description when con-
sidered 1n connection with the accompanying figures. It 1s to
be expressly understood, however, that each of the figures 1s
provided for the purpose of 1llustration and description only
and 1s not intended as a definition of the limits of the present
disclosure.

[0009] Navigational systems are ubiquitous across sys-
tems and devices. Often, these navigational systems are
integrated within personal electronic devices (e.g., smart-
phones), vehicle computer systems, and so forth. Conven-
tional navigation systems may rely on map-based naviga-
tion. With map-based navigation, navigational instructions
are provided to a user with reference to a road name. Further,
such map-based navigation typically provides a user with an
absolute different between the position of the user and a road
to which a user 1s to navigate (e.g., “turn right 1n 500 feet™).
In some cases, a user may have difliculty resolving a road
name and/or a distance, for example, when street signs are
missing or occluded, when a road 1s circuitous, etc. There-
fore, conventional navigation systems may prove diflicult
for users 1n various situations.

[0010] Psychological studies have indicated that people
naturally use salient landmarks to localize themselves 1n an
environment. Further, people typically use salient landmarks
when communicating an instruction (e.g., “take a right at the
school™). In order to address to problems with conventional
navigation systems and to harmonize navigational 1nstruc-
tions with natural language, a system may be provided that
provides navigational instructions using salient objects, such
as landmarks, vehicles, etc.

[0011] Inan aspect of the disclosure, a method, a computer
readable medium, and apparatus for operating a computa-
tional network are provided. The apparatus includes a
memory and at least one processor coupled to the memory.
The at least one processor may be configured to obtain a set
ol navigational instructions describing a route to a destina-
tion. The at least one processor may be configured to obtain
first image data through a first camera that 1s oriented toward
the route, the first 1image data depicting a first scene asso-
ciated with the route. The at least one processor may be
configured to determine a first field of view associated with
a user that 1s navigating the route to the destination based on
a first sensor that 1s oriented toward the user. The at least one
processor may be configured to identify at least one salient
object represented in the first scene based on the first field of
view. The at least one processor may be configured to output
instructional information describing a first navigational
instruction of the set of navigational instructions with ret-
erence to the at least one salient object.

[0012] In an aspect, the first sensor comprises a second
camera that 1s oriented toward the user. In an aspect, the at
least one processor 1s further configured to obtain second
image data that 1s captured through the second camera;
determine a second field of view associated with the user
based on the second image data; and store field-of-view
information based on the second field of view, wherein the
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determination of the first field of view associated with the
user that 1s navigating the route 1s based on the field-of-view
information. In an aspect, the storage of the field-of-view
information based on the second field of view comprises to
store the field-of-view information based on the second field
of view belore the obtainment of the set of navigational
instructions describing the route to the destination. In an
aspect, the at least one processor 1s further configured to
process the first image data using a first deep neural network
(DNN) for 1dentification of a set of objects represented 1n the
first scene, wherein the identification of the at least one
salient object represented 1n the first scene based on the first
field of view 1s further based on the set of objects repre-
sented 1n the first scene. In an aspect, the identification of the
at least one salient object represented 1n the first scene based
on the first field of view comprises to process the set of
objects using a second DNN for identification of the at least
one salient object that 1s estimated to be at least partially
within the first field of view. In an aspect, the at least one
processor may be further configured to adjust one or more
weights associated with the second DNN based on the first
field of view. In an aspect, the one or more weights are
adjusted based at least 1n part on a profile associated with the
user, the profile being based on at least one of an age
assoclated with the user, a sex associated with the user, a
driving experience level associated with the user, a prefer-
ence associated with the user, historical information asso-
ciated with the user, or a location associated with the user.
In an aspect, the instructional information 1s configured to be
output through at least one of audio presentation or visual
presentation. In an aspect, the first image data depicts the
first scene over a plurality of time steps, and the at least one
salient object 1s 1n motion over the plurality of time steps. In
an aspect, the at least one processor 1s further configured to
determine the at least one salient object is 1n motion,
wherein the instructional information describing the first
navigational instruction of the set of navigational instruc-
tions with reference to the at least one salient object 1s based
on the motion of the at least one salient object.

[0013] Additional features and advantages of the disclo-
sure will be described below. It should be appreciated by
those skilled in the art that this disclosure may be readily
utilized as a basis for moditying or designing other struc-
tures for carrying out the same purposes of the present
disclosure. It should also be realized by those skilled 1n the
art that such equivalent constructions do not depart from the
teachings of the disclosure as set forth in the appended
claims. The novel features, which are believed to be char-
acteristic of the disclosure, both as to its organization and
method of operation, together with further objects and
advantages, will be better understood from the following
description when considered in connection with the accom-
panying figures. It 1s to be expressly understood, however,
that each of the figures 1s provided for the purpose of
illustration and description only and 1s not intended as a
definition of the limits of the present disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0014] The features, nature, and advantages of the present
disclosure will become more apparent from the detailed
description set forth below when taken in conjunction with
the drawings in which like reference characters identify
correspondingly throughout.
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[0015] FIG. 1 illustrates an example implementation of
designing a neural network using a system-on-a-chip (SOC),
including a general-purpose processor, in accordance with
certain aspects of the present disclosure.

[0016] FIG. 2 illustrates an example implementation of a
system, 1n accordance with aspects of the present disclosure.
[0017] FIG. 3A 1s a diagram 1llustrating a neural network,
in accordance with aspects of the present disclosure.
[0018] FIG. 3B i1s a block diagram illustrating an exem-
plary deep convolutional network (DCN), in accordance
with aspects of the present disclosure.

[0019] FIG. 4 1s a block diagram 1illustrating an exemplary
software architecture that may modularize artificial intelli-
gence (Al) functions, 1 accordance with aspects of the
present disclosure.

[0020] FIG. 5 1s a block diagram 1llustrating the run-time
operation of an Al application on a smartphone, in accor-
dance with aspects of the present disclosure.

[0021] FIG. 6 1s a display provided by a navigational
system, 1n accordance with aspects of the present disclosure.
[0022] FIG. 7 1s a set of navigational instructions, 1n
accordance with aspects of the present disclosure.

[0023] FIG. 8 1s an environment 1n which a user navigat-
ing a vehicle may be provided object-based navigational
instructions, in accordance with aspects of the present dis-
closure.

[0024] FIG. 9 1s an example system architecture for pro-
viding object-based navigational instructions, 1n accordance
with aspects of the present disclosure.

[0025] FIG. 10 1s a call flow diagram 1llustrating a method
for providing object-based navigational instructions, 1n
accordance with aspects of the present disclosure.

[0026] FIGS. 11A and 11B are a flowchart illustrating a
method for providing object-based navigational instructions,
in accordance with aspects of the present disclosure.

DETAILED DESCRIPTION

[0027] The detailed description set forth below, 1n con-
nection with the appended drawings, 1s intended as a
description of various configurations and 1s not intended to
represent the only configurations in which the concepts
described herein may be practiced. The detailed description
includes specific details for the purpose of providing a
thorough understanding of the various concepts. However, 1t
will be apparent to those skilled 1n the art that these concepts
may be practiced without these specific details. In some
instances, well-known structures and components are shown
in block diagram form in order to avoid obscuring such
concepts.

[0028] Based on the teachings, one skilled 1n the art should
appreciate that the scope of the disclosure i1s intended to
cover any aspect of the disclosure, whether implemented
independently of or combined with any other aspect of the
disclosure. For example, an apparatus may be implemented
or a method may be practiced using any number of the
aspects set forth. In addition, the scope of the disclosure 1s
intended to cover such an apparatus or method practiced
using other structure, functionality, or structure and func-
tionality 1n addition to or other than the various aspects of
the disclosure set forth. It should be understood that any
aspect of the disclosure disclosed may be embodied by one
or more elements of a claim.

[0029] The word “exemplary” 1s used herein to mean
“serving as an example, instance, or i1llustration.” Any aspect
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described herein as “exemplary” 1s not necessarily to be
construed as preferred or advantageous over other aspects.

[0030] Although particular aspects are described herein,
many variations and permutations of these aspects {fall
within the scope of the disclosure. Although some benefits
and advantages are mentioned, the scope of the disclosure 1s
not intended to be limited to particular benefits, uses or
objectives. Rather, aspects of the disclosure are intended to
be broadly applicable to different technologies, system con-
figurations, networks and protocols, some of which are
illustrated by way of example 1n the figures and in the
following description of the preferred aspects. The detailed
description and drawings are merely illustrative of the
disclosure rather than limiting, the scope of the disclosure
being defined by the appended claims and equivalents
thereol.

[0031] FIG. 11llustrates an example implementation of the
aforementioned system for providing object-based naviga-
tional instructions using a system-on-a-chip (SOC) 100,
which may include a general-purpose processor (CPU) or
multi-core general-purpose processors (CPUs) 102 1n accor-
dance with certain aspects of the present disclosure. Vari-
ables (e.g., neural signals and synaptic weights), system
parameters associated with a computational device (e.g.,
neural network with weights), delays, frequency bin infor-
mation, and task information may be stored in a memory
block associated with a Neural Processing Unit (NPU) 108,
in a memory block associated with a CPU 102, in a memory
block associated with a graphics processing unit (GPU) 104,
in a memory block associated with a digital signal processor
(DSP) 106, in a dedicated memory block 118, or may be
distributed across multiple blocks. Instructions executed at
the general-purpose processor 102 may be loaded from a
program memory associated with the CPU 102 or may be
loaded from a dedicated memory block 118.

[0032] The SOC 100 may also include additional process-
ing blocks tailored to specific functions, such as a GPU 104,
a DSP 106, a connectivity block 110, which may include
fourth generation long term evolution (4G LTE) connectiv-
ity, unlicensed Wi-Fi connectivity, USB connectivity, Blu-
etooth connectivity, and the like, and a multimedia processor
112 that may, for example, detect and recognize gestures. In
one implementation, the NPU 1s implemented in the CPU,
DSP, and/or GPU. The SOC 100 may also include a sensor
processor 114, image signal processors (ISPs), and/or navi-
gation 120, which may include a global positioning system.

[0033] The SOC 100 may be based on an ARM 1instruction
set. In an aspect of the present disclosure, the instructions
loaded into the general-purpose processor 102 may include
code to obtain a set of navigational instructions describing a
route to a destination. The istructions may include code to
obtain first image data through a first camera that 1s oriented
toward the route, the first image data depicting a first scene
associated with the route. The instructions may include code
to determine a first field of view associated with a user that
1s navigating the route to the destination based on a first
sensor that 1s oriented toward the user. The instructions may
include code to identify at least one salient object repre-
sented 1n the first scene based on the first field of view. The
istructions may include code to output instructional infor-
mation describing a first navigational instruction of the set of
navigational instructions with reference to the at least one
salient object.
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[0034] In an aspect, the first sensor comprises a second
camera that 1s oriented toward the user. In an aspect, the
instructions may include code to obtain second 1mage data

that 1s captured through the second camera; determine a
second field of view associated with the user based on the
second 1mage data; and store field-of-view information
based on the second field of view, wherein the determination
of the first field of view associated with the user that is
navigating the route 1s based on the field-of-view informa-
tion. In an aspect, the storage of the field-of-view informa-
tion based on the second field of view comprises to store the
field-of-view information based on the second field of view
betore the obtainment of the set of navigational 1nstructions
describing the route to the destination. In an aspect, the
instructions may include code to process the first image data
using a first deep neural network (DNN) for 1identification of
a set of objects represented 1n the first scene, wherein the

identification of the at least one salient object represented 1n
the first scene based on the first field of view 1s further based
on the set of objects represented 1n the first scene. In an
aspect, the i1dentification of the at least one salient object
represented 1n the first scene based on the first field of view

comprises to process the set of objects using a second DNN
for 1dentification of the at least one salient object that i1s
estimated to be at least partially within the first field of view.
In an aspect, the instructions may include code to adjust one
or more weights associated with the second DNN based on
the first field of view. In an aspect, the one or more weights
are adjusted based at least 1n part on a profile associated with
the user, the profile being based on at least one of an age
assoclated with the user, a sex associated with the user, a
driving experience level associated with the user, a prefer-
ence assoclated with the user, historical information asso-
ciated with the user, or a location associated with the user.
In an aspect, the instructional information 1s configured to be
output through at least one of audio presentation or visual
presentation. In an aspect, the first image data depicts the
first scene over a plurality of time steps, and the at least one
salient object 1s 1n motion over the plurality of time steps. In
an aspect, the instructions may include code to determine the
at least one salient object 1s 1n motion, wherein the nstruc-
tional information describing the first navigational nstruc-
tion of the set of navigational 1nstructions with reference to
the at least one salient object 1s based on the motion of the
at least one salient object.

[0035] FIG. 2 illustrates an example implementation of a
system 200 1n accordance with certain aspects of the present
disclosure. As illustrated 1n FIG. 2, the system 200 may have
one or more local processing unmits 202 that may perform
various operations of methods described herein. Each local
processing unit 202 may include a local state memory 204
and a local parameter memory 206 that may store param-
eters of a neural network. In addition, the local processing
unit 202 may have a local (neuron) model program (LMP)
memory 208 for storing a local model program, a local
learning program (LLP) memory 210 for storing a local
learning program, and a local connection memory 212.
Furthermore, as 1llustrated in FIG. 2, each local processing
unmit 202 may interface with a configuration processor unit
214 for providing configurations for local memories of the
local processing unit, and with a routing connection pro-
cessing unit 216 that provides routing between the local
processing units 202.
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[0036] Deep learning architectures may perform an object
recognition task by learming to represent inputs at succes-
sively higher levels of abstraction in each layer, thereby
building up a usetul feature representation of the iput data.
In this way, deep learning addresses a major bottleneck of
traditional machine learning. Prior to the advent of deep
learning, a machine learning approach to an object recog-
nition problem may have relied heavily on human engi-
neered features, perhaps in combination with a shallow
classifier. A shallow classifier may be a two-class linear
classifier, for example, in which a weighted sum of the
feature vector components may be compared with a thresh-
old to predict to which class the mput belongs. Human
engineered features may be templates or kernels tailored to
a specific problem domain by engineers with domain exper-
tise. Deep learning architectures, in contrast, may learn to
represent features that are similar to what a human engineer
might design, but through training. Furthermore, a deep
network may learn to represent and recognize new types of
features that a human might not have considered.

[0037] A deep learning architecture may learn a hierarchy
of features. If presented with visual data, for example, the
first layer may learn to recognize relatively simple features,
such as edges, in the mput stream. In another example, 1f
presented with auditory data, the first layer may learn to
recognize spectral power 1n specific frequencies. The second
layer, taking the output of the first layer as input, may learn
to recognize combinations of features, such as simple shapes
for visual data or combinations of sounds for auditory data.
For instance, higher layers may learn to represent complex
shapes 1n visual data or words 1n auditory data. Still higher
layers may learn to recognize common visual objects or
spoken phrases.

[0038] Deep learning architectures may perform espe-
cially well when applied to problems that have a natural
hierarchical structure. For example, the classification of
motorized vehicles may benefit from first learning to rec-
ognize wheels, windshields, and other features. These fea-
tures may be combined at higher layers 1n different ways to
recognize cars, trucks, and airplanes.

[0039] Neural networks may be designed with a variety of
connectivity patterns. In feed-forward networks, informa-
tion 1s passed from lower to higher layers, with each neuron
in a given layer communicating to neurons in higher layers.
A hierarchical representation may be built up 1n successive
layers of a feed-forward network, as described above. Neu-
ral networks may also have recurrent or feedback (also
called top-down) connections. In a recurrent connection, the
output from a neuron 1n a given layer may be communicated
to another neuron in the same layer. A recurrent architecture
may be helptul 1n recognizing patterns that span more than
one of the mput data chunks that are delivered to the neural
network in a sequence. A connection from a neuron in a
given layer to a neuron 1n a lower layer 1s called a feedback
(or top-down) connection. A network with many feedback
connections may be helpful when the recognition of a
high-level concept may aid 1n discriminating the particular
low-level features of an input.

[0040] Referring to FIG. 3A, the connections between
layers of a neural network may be fully connected 302 or
locally connected 304. In a fully connected network 302, a
neuron 1n a first layer may communicate its output to every
neuron 1n a second layer, so that each neuron 1n the second
layer will receive mput from every neuron 1in the first layer.
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Alternatively, 1 a locally connected network 304, a neuron
in a first layer may be connected to a limited number of
neurons in the second layer. A convolutional network 306
may be locally connected, and 1s further configured such that
the connection strengths associated with the mputs for each
neuron 1n the second layer are shared (e.g., 308). More
generally, a locally connected layer of a network may be
configured so that each neuron 1n a layer will have the same
or a similar connectivity pattern, but with connections
strengths that may have different values (e.g., 310, 312, 314,
and 316). The locally connected connectivity pattern may
give rise to spatially distinct receptive fields 1n a higher
layer, because the higher layer neurons 1n a given region
may receive iputs that are tuned through training to the
properties ol a restricted portion of the total mnput to the
network.

[0041] Locally connected neural networks may be well
suited to problems 1n which the spatial location of inputs 1s
meaningful. For instance, a network 300 designed to rec-
ognize visual features from a car-mounted camera may
develop high layer neurons with different properties depend-
ing on their association with the lower versus the upper
portion of the image. Neurons associated with the lower
portion of the 1mage may learn to recognize lane markings,
for example, while neurons associated with the upper por-
tion of the 1mage may learn to recognize tratlic lights, trathic
signs, and the like.

[0042] A deep convolutional network (DCN) may be a
network of convolutional network(s), configured with addi-
tional pooling and normalization layers. DCNs have
achieved state-oi-the-art performance on many tasks. DCNs
can be trained using supervised learning in which both the
input and output targets are known for many exemplars and
are used to modily the weights of the network by use of
gradient descent methods.

[0043] DCNs may be feed-forward networks. In addition,
as described above, the connections from a neuron 1n a first
layer of a DCN to a group of neurons in the next higher layer
are shared across the neurons in the first layer. The feed-
forward and shared connections of DCNs may be exploited
for fast processing. The computational burden of a DCN
may be much less, for example, than that of a similarly sized
neural network that includes recurrent or feedback connec-
tions.

[0044] A DCN may be trained with supervised learning.
During traiming, a DCN may be presented with an 1mage,
such as a cropped 1image of a speed limit sign 326, and a
“forward pass” may then be computed to produce an output
322. The output 322 may be a vector of values correspond-
ing to features such as “sign,” “60,” and “100.” The network
designer may want the DCN to output a high score for some
of the neurons 1n the output feature vector, for example the
ones corresponding to “sign” and “60” as shown 1in the
output 322 for a network 300 that has been trained. Before
training, the output produced by the DCN 1s likely to be
incorrect, and so an error may be calculated between the
actual output and the target output. The weights of the DCN
may then be adjusted so that the output scores of the DCN
are more closely aligned with the target.

[0045] To adjust the weights, a learming algorithm may
compute a gradient vector for the weights. The gradient may
indicate an amount that an error would increase or decrease
if the weight were adjusted slightly. At the top layer, the
gradient may correspond directly to the value of a weight
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connecting an activated neuron 1n the penultimate layer and
a neuron 1n the output layer. In lower layers, the gradient
may depend on the value of the weights and on the computed
error gradients of the higher layers. The weights may then be
adjusted so as to reduce the error. This manner of adjusting
the weights may be retferred to as “back propagation™ as 1t
involves a “backward pass” through the neural network.

[0046] In practice, the error gradient of weights may be
calculated over a small number of examples, so that the
calculated gradient approximates the true error gradient.
This approximation method may be referred to as stochastic
gradient descent. Stochastic gradient descent may be
repeated until the achievable error rate of the entire system
has stopped decreasing or until the error rate has reached a
target level.

[0047] Adfter learning, the DCN may be presented with
new 1mages 326 and a forward pass through the network

may yield an output 322 that may be considered an inference
or a prediction of the DCN.

[0048] Deep belief networks (DBNs) are probabilistic
models comprising multiple layers of hidden nodes. DBNs
may be used to extract a hierarchical representation of
training data sets. A DBN may be obtained by stacking up
layers of Restricted Boltzmann Machines (RBMs). An RBM
1s a type of artificial neural network that can learn a
probability distribution over a set of inputs. Because RBMs
can learn a probability distribution in the absence of infor-
mation about the class to which each input should be
categorized, RBMs are often used 1in unsupervised learning,.
Using a hybrid unsupervised and supervised paradigm, the
bottom RBMs of a DBN may be trained 1n an unsupervised
manner and may serve as feature extractors, and the top
RBM may be trained 1n a supervised manner (on a joint
distribution of mputs from the previous layer and target
classes) and may serve as a classifier.

[0049] The processing of each layer of a convolutional
network may be considered a spatially invariant template or
basis projection. If the input 1s first decomposed into mul-
tiple channels, such as the red, green, and blue channels of
a color image, then the convolutional network trained on that
input may be considered three-dimensional, with two spatial
dimensions along the axes of the image and a third dimen-
sion capturing color information. The outputs of the convo-
lutional connections may be considered to form a feature
map 1n the subsequent layer 318 and 320, with each element
of the feature map (e.g., 320) receiving mput from a range
of neurons 1n the previous layer (e.g., 318) and from each of
the multiple channels. The values 1n the feature map may be
turther processed with a non-linearity, such as a rectification,
max(0,x). Values from adjacent neurons may be further
pooled, which corresponds to down sampling, and may
provide additional local invariance and dimensionality
reduction. Normalization, which corresponds to whitening,
may also be applied through lateral inhibition between
neurons 1n the feature map.

[0050] The performance of deep learning architectures
may increase as more labeled data points become available
or as computational power increases. Modern DNNs are
routinely trained with computing resources that are thou-
sands of times greater than what was available to a typical
researcher just fifteen years ago. New architectures and
training paradigms may further boost the performance of
deep learning. Rectified linear units may reduce a training
1ssue known as vamshing gradients. New training tech-
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niques may reduce over-fitting and thus enable larger models
to achieve better generalization. Encapsulation techniques
may abstract data in a given receptive field and further boost
overall performance.

[0051] FIG. 3B i1s a block diagram illustrating an exem-
plary deep convolutional network 350. The deep convolu-
tional network 350 may include multiple different types of
layers based on connectivity and weight sharing. As shown
in FIG. 3B, the exemplary deep convolutional network 350
includes multiple convolution blocks (e.g., C1 and C2).
Each of the convolution blocks may be configured with a
convolution layer, a normalization layer (LNorm), and a
pooling layer. The convolution layers may include one or
more convolutional filters, which may be applied to the input
data to generate a feature map. Although only two convo-
lution blocks are shown, the present disclosure 1s not so
limiting, and instead, any number of convolutional blocks
may be included in the deep convolutional network 350
according to design preference. The normalization layer
may be used to normalize the output of the convolution
filters. For example, the normalization layer may provide
whitening or lateral inhibition. The pooling layer may pro-
vide down sampling aggregation over space for local invari-
ance and dimensionality reduction.

[0052] The parallel filter banks, for example, of a deep
convolutional network may be loaded on a CPU 102 or GPU
104 of an SOC 100, optionally based on an ARM 1nstruction
set, to achieve high performance and low power consump-
tion. In alternative embodiments, the parallel filter banks
may be loaded on the DSP 106 or an ISP 116 of an SOC 100.
In addition, the DCN may access other processing blocks
that may be present on the SOC, such as processing blocks
dedicated to sensors 114 and navigation 120.

[0053] The deep convolutional network 350 may also
include one or more fully connected layers (e.g., FC1 and
FC2). The deep convolutional network 350 may further
include a logistic regression (LR) layer. Between each layer
of the deep convolutional network 350 are weights (not
shown) that are to be updated. The output of each layer may
serve as an iput of a succeeding layer in the deep convo-
lutional network 350 to learn hierarchical feature represen-
tations from input data (e.g., images, audio, video, sensor
data and/or other input data) supplied at the first convolution

block C1.

[0054] FIG. 4 1s a block diagram illustrating an exemplary
software architecture 400 that may modularize artificial
intelligence (Al) functions. Using the architecture, applica-
tions 402 may be designed that may cause various process-
ing blocks of an SOC 420 (for example a CPU 422, a DSP
424, a GPU 426 and/or an NPU 428) to perform supporting
computations during run-time operation of the application
402.

[0055] The AI application 402 may be configured to call
functions defined 1n a user space 404 that may, for example,
provide for the detection and recognition of a scene indica-
tive of the location 1n which the device currently operates.
The AI application 402 may, for example, configure a
microphone and a camera differently depending on whether
the recognized scene 1s an oflice, a lecture hall, a restaurant,
or an outdoor setting such as a lake. The Al application 402
may make a request to compiled program code associated
with a library defined 1n a SceneDetect application program-
ming interface (API) 406 to provide an estimate of the
current scene. This request may ultimately rely on the output
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of a deep neural network configured to provide scene
estimates based on video and positioming data, for example.

[0056] A run-time engine 408, which may be compiled
code of a Runtime Framework, may be further accessible to
the Al application 402. The Al application 402 may cause
the run-time engine, for example, to request a scene estimate
at a particular time interval or triggered by an event detected
by the user interface of the application. When caused to
estimate the scene, the run-time engine may in turn send a
signal to an operating system 410, such as a Linux Kernel
412, running on the SOC 420. The operating system 410, 1n
turn, may cause a computation to be performed on the CPU
422, the DSP 424, the GPU 426, the NPU 428, or some
combination thereof. The CPU 422 may be accessed directly
by the operating system, and other processing blocks may be
accessed through a driver, such as a driver 414-418 for a
DSP 424, for a GPU 426, or for an NPU 428. In the
exemplary example, the deep neural network may be con-
figured to run on a combination of processing blocks, such

as a CPU 422 and a GPU 426, or may be run on an NPU 428,
if present.

[0057] FIG. 5 1s a block diagram 1llustrating the run-time
operation 300 of an Al application on a smartphone 502. The
Al application may include a pre-process unit 504 that may
be configured (using for example, the JAVA programming
language) to convert the format of an 1mage 506 and then
crop and/or resize the image 508. The pre-processed image
may then be communicated to a classify application 510 that
contains a SceneDetect Backend Engine 512 that may be
configured (using for example, the C programming lan-
guage) to detect and classify scenes based on visual input.
The SceneDetect Backend Engine 512 may be configured to
turther preprocess 514 the image by scaling 516 and crop-
ping 518. For example, the image may be scaled and
cropped so that the resulting image 1s 224 pixels by 224
pixels. These dimensions may map to the mput dimensions
of a neural network. The neural network may be configured
by a deep neural network block 520 to cause various
processing blocks of the SOC 100 to further process the
image pixels with a deep neural network. The results of the
deep neural network may then be thresholded 522 and
passed through an exponential smoothing block 524 1n the
classity application 510. The smoothed results may then
cause a change of the settings and/or the display of the
smartphone 502.

[0058] FIG. 6 illustrates a display 600 of a navigation
system. The navigation system associated with the display
600 may be based on a map, as shown 1n the map display
606. With map-based navigation, a navigational 1nstruction
604 are provided to a user with reference to a road name.
Further, such map-based navigation typically provides a user
with an absolute different between the position of the user
and a road to which a user 1s to navigate, as shown 1n the
navigational instruction 604 (e.g., “turn right 1n 600 feet™).
In some cases, a user may have difliculty resolving a road
name and/or a distance, for example, when street signs are
missing or occluded, when a road 1s circuitous, etc. There-
fore, the navigational instruction 604 may prove dithicult for
a user to follow. Aspects of the present disclosure may
provide a system and method for providing navigational
instructions using salient objects, such as landmarks,
vehicles, etc. When a user 1s presented with navigational
instructions that are based on salient objects, the user may
find navigating a route to be easier and more ntuitive.
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[0059] FIG. 7 illustrates an example of a set of naviga-
tional 1nstructions 700. The set of navigational instructions
700 may be provided by a navigation system. For example,
a navigation system may allow a user to input a destination
(e.g., a street address of a destination, a specific location, a
general location, etc.). The navigational system may calcu-
late a route between a beginning point (e.g., the user’s
current location) and a destination. The navigational system
may separate the route into discrete steps, as shown by each
navigational instruction 702a-e. Each navigational instruc-
tion 702a-e¢ may indicate a distance to a next navigational
point (e.g., turn, bearing, heading, etc.), the next naviga-
tional point (e.g., road name, traflic circle, etc.), and the
direction along the route at the next navigational point (e.g.,
“right,” “left,” “straight,” etc.). For example, a first naviga-
tional 1nstruction for navigating a route to a destination may
indicate that the user 1s to turn right 1n 0.4 miles at Nansen
Road 1n order to continue navigating the route.

[0060] The set of navigational instructions 700 1s intended
to be 1illustrative. Other configurations for sets of naviga-
tional instructions are comprehended by the present disclo-
sure. For example, the set of navigational instructions 700
illustrate a text output that may be comprehensible by a user,
but the set of navigational instructions 700 may be stored as
vector data or another type of data.

[0061] FIG. 8 illustrates an environment 800 1n which a
user 1 a vehicle 802 1s navigating a route. The user 1n the
vehicle 802 may have access to a navigational system as
described herein. As illustrated in the environment, the
vehicle 802 may be approaching an intersection. By way of
example, a set of navigational instructions 700 may guide a
user along a route to a destination. For example, the vehicle
802 may be traveling along a first road, and may be intended
to turn right at the intersection onto a second road 810. For
example, a first navigational instruction 7024 may instruct
the user to turn the vehicle 802 right at the second road 810.

[0062] A user (e.g., driver) of the vehicle 802 may have a
limited field of view. That 1s, the user may be unable to see
all of the environment 800, and may have a field of view
814. In the field of view 814, the user may be more likely to
observe objects (e.g., the car 808) and find those objects
salient. The field of view 814 may be associated with an
orientation of the user’s head, such as a direction of the
user’s gaze and/or an elevation of the user’s gaze. The field
of view 814 1s intended to be 1llustrative, and the user may
have a different field of view 1n order to view more or fewer

objects (e.g., the person 804, the courthouse 806, the sign
812, etc.).

[0063] As the vehicle 802 approaches the intersection at
which the first navigational istruction 702« indicates that a
right turn 1s to be made, a set of objects 804, 806, 808, 812
may be proximately disposed to the vehicle 802. For
example, a person 804 may be located at a near left corner
of the intersection with the second road 810, relative to a
field of view 814 of the user of the user 1n the vehicle 802.
In another example, a courthouse 806 may be located at a far
left corner of the intersection with the second road 810,
relative to the field of view 814 of the user 1n the vehicle 802.
In another example, a car 808 may be traveling along the
second road 810 in the direction consistent with the first
navigational instruction 702a.

[0064] As described herein, one or more of the aforemen-
tioned objects 804, 806, 808, 812 may be used to describe
the first navigational instruction 702a. Accordingly, the user
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of the vehicle 802 may be provided with a navigational
instruction that indicates a salient object at least partially

within the field of view 814 of the user of the vehicle 802.

[0065] FIG. 9 illustrates an example system architecture
900 for providing object-based navigational instructions. In
one aspect, the example system architecture 900 may be at
least partially integrated with and/or communicatively
coupled with a computer system of the vehicle 802. In one
aspect, the example system architecture 900 may be at least
partially integrated with and/or communicatively coupled
with a personal electronic device (e.g., smartphone) of a user
of the vehicle 802. In one aspect, the example system
architecture 900 may be at least partially integrated within
and/or communicatively coupled with a cloud-based com-
puting system.

[0066] The example system architecture 900 may include
and/or may be communicatively coupled with a navigation
planner 920. The navigation planner 920 may be configured
to generate a set of navigational instructions 700. The
navigation planner 920 may include a global navigation
satellite system (GNSS)-based navigation system, such as a
program at least partially implemented as software and
including and/or communicatively coupled with a GINSS-
positioning component. An example of a GNSS-based navi-
gation system may include a global-position system (GPS)
navigation system that includes a GPS-positioning compo-
nent.

[0067] The navigation planner 920 may be configured to
determine a set of navigational instructions 700. For
example, the navigation planner 920 may be provided a
destination (e.g., via user mput). Based on the destination,
the navigation planner 920 may determine a route between
a starting point (e.g., the current location of the vehicle) and
the destination. The navigation planner 920 may determine
the route as the set of navigational 1nstructions 700. The set
ol navigational instructions 700 may be communicated by
the navigation planner 920, e.g., via a wired or wireless
connection.

[0068] The example system architecture 900 may 1nclude
and/or may be communicatively coupled with an exterior
vehicle camera 922. The exterior vehicle camera 922 may be
oriented to toward the route; that 1s, the exterior vehicle
camera 922 may be oriented toward to road in order to
capture 1mage data outside the vehicle 802 that occurs along
the route. In various aspect, the exterior vehicle camera 922
may be configured to capture first image data 930 that
depicts a first scene associated with the route. For example,
the exterior vehicle camera 922 may capture first image data
930 that includes at least a portion of the second road 810,
the person 804, the courthouse 806, and/or the car 808.

[0069] In various aspects, the first image data 930 may be
at least one of a static 1mage, a moving 1mage, a video, a
plurality of images, and the like. In various aspects, the first
image data 930 may depict the first scene over a plurality of
time steps (e.g., quarter seconds, half seconds, seconds,
minutes, etc.). For example, the first image data 930 may
include a plurality of 1images captured over a plurality of
time steps.

[0070] The example system architecture 900 may further
include and/or be communicatively coupled with an interior
vehicle camera 924. The interior vehicle camera 924 may be
oriented toward a user (e.g., a driver of the vehicle 802). The
interior vehicle camera 924 may be configured to capture
second 1image data 944. Because the interior vehicle camera
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924 1s oriented toward the user, the interior vehicle camera
924 may be configured to capture second image data 944
that depicts a gaze of the user, such as a direction of a gaze
of the user. Accordingly, a field of view 814 associated with
the user may be based on the direction of the gaze of the
user, as depicted in the second 1image data 944.

[0071] In various aspects, the second image data 944 may
be at least one of a static 1image, a moving 1mage, a video,
a plurality of images, and the like. While the example system
architecture 900 1llustrates an interior vehicle camera 924,
other sensors may be used 1n order to determine a direction
in which the user 1s gazing. For example, a sensor may be
configured to detect an orientation of the user’s head, a
height of the user’s head within the vehicle 802, etc. from
which a direction of the user’s gaze may be determined.

[0072] The example system architecture 900 may further
include and/or be communicatively coupled with an object
detector 902. The object detector 902 may be configured to
identify a set of objects from 1mage data. The object detector
902 may obtain the first image data 930 captured by the
exterior vehicle camera 922. Based on the first image data
930, the object detector 902 may detect (e.g., 1dentily) one
or more objects disposed along the route that 1s being
navigated. For example, the object detector 902 may detect
a set of objects that includes the person 804, the courthouse

806, and/or the car 808.

[0073] In one aspect, the object detector 902 may be
configured to classity each object of the set of objects 804,
806, 808, 812. For example, the object detector 902 may be
configured to classity the person 804 as a person. In another
example, the object detector 902 may be configured to
classity the courthouse 806 as a building or courthouse. In
another example, the object detector 902 may be configured
to classity the car 808 as a vehicle or a car.

[0074] In an aspect, the object detector 902 may be
configured to 1dentity one or more visual attributes of each
object of the set of objects 804, 806, 808, 812. For example,
the object detector 902 may be configured to detect that the
person 804 1s of a certain sex (e.g., male or female), to detect
that the person 804 has certain hair color (e.g., brown), to
detect that the person 804 1s wearing certain items of
clothing (e.g., blue suit), etc. In another example, the object
detector 902 may be configured to detect that the courthouse
806 includes one or more physical features (e.g., several
columns), to detect that the courthouse 806 includes a sign
812 (e.g., the scales of justice), to detect that the courthouse
806 has a flag, etc. In another example, the object detector
902 may be configured to detect that the car 808 1s a certain
type (e.g., car, sport-utility vehicle, van, truck, etc.), to detect
that the car 808 1s of a certain color (e.g., blue), to detect that

the car 808 1s of a certain make and/or model (e.g., Mercedes
E400), etc.

[0075] In various aspects, the object detector 902 may be
configured to determine one or more dynamic attributes
about one or more of the objects 804, 806, 808, 812. A
dynamic attribute may change over time. For example, the
first 1mage data 930 may depict the first scene over a
plurality of time steps. Over the plurality of time steps, one
or more of the person 804 and/or the car 808 may be 1n
motion. The object detector 902 may be configured to
determine the motion of the person 804 and/or the car 808.
For example, when the car 808 turns right onto the second
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road 810, the object detector 902 may be configured to
determine that the car 808 has turned right onto the second
road 810.

[0076] In various aspects, the object detector 902 may
include or may be communicatively coupled with a DNN
and/or other machine-learning model. For example, the
object detector 902 may 1include one or more reinforcement-
learning models, a CNN, an RNN, or another object-detec-
tion system. In one aspect, the object detector 902 may
include one or more neural networks that implement a
Single Shot Multibox Detector (SSD) and/or You Only Look
Once (YOLOQO) for object detection (e.g., real-time object
detection). In one aspect, object detector 902 may i1dentify
each object of the set of objects 804, 806, 808, 812 disposed
along the route by processing the first image data 930 using
a DNN or other model/neural network.

[0077] The object detector 902 may output a set of 1den-
tified objects 932 that indicates the person 804, the court-
house 806, and/or the car 808. In various aspects, the object
detector 902 may output the set of i1dentified objects 932
such that the classifications of one or more of the objects
804, 806, 808, 812 are indicated, the visual attributes of one
or more of the objects 804, 806, 808, 812 are indicated, the
dynamic attributes of one or more of the objects 804, 808 are
indicated, and/or other attributes or information 1s indicated.

[0078] The example system architecture 900 may further
include and/or be communicatively coupled with an atten-
tion detector 908. The attention detector 908 may obtain the
second 1mage data 944 from the interior vehicle camera 924.
Based on the second image data 944, the attention detector
908 may be configured to detect a gaze of a user operating
the vehicle 802. For example, the attention detector 908 may
identify a head of a user and may 1dentify an orientation of
the head (e.g., in an azimuthal plane, 1n an elevational plane,
etc.). In another example, the attention detector 908 may
identify a part(s) of eye(s) of a user (e.g., ir1s, pupil, sclera,
etc.) and may 1dentify an orientation of the part(s) of the
eye(s) (e.g., 1n an azimuthal plane, 1n an elevational plane,
etc.).

[0079] Based on the orientation(s) of the head and/or
eye(s) of the user, the attention detector 908 may determine
or estimate a second field of view 814 that 1s associated with
the user. For example, the attention detector 908 may
determine that the second field of view 814 is includes at
least a portion of the environment 800, and the at least the
portion may be based on the orientation of the detected gaze
of the user. In one aspect, the attention detector 908 may
determine an orientation of the user’s gaze as a first angle 1n
the azimuthal plane and a second angle 1n the elevational
plane. The attention detector 908 may output field-of-view
information 946 indicating a second field of view 814 that 1s
associated with the user.

[0080] In one aspect, the attention detector 908 may store
the field-of-view information 946. In one aspect, the field-
of-view information 946 may be stored before obtaining the
set of navigational 1nstructions 700. For example, the atten-
tion detector 908 may store field-of-view information 946
that indicates one or more patterns of the user to gaze 1n a
certain orientation. Accordingly, the field-of-view 1informa-
tion 946 may be used 1n future navigations along future
routes. In other words, the attention detector 908 does not
necessarily determine a second field of view 814 associated
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with a user for each navigational route; rather, stored field-
of-view information from the past may be referenced for
other navigational routes.

[0081] In various aspects, the attention detector 908 may
include or may be communicatively coupled with a DNN
and/or other machine-learning model. For example, the
attention detector 908 may include one or more reinforce-
ment-learning models, a CNN, an RNN, or another detection
system. In one aspect, the attention detector 908 may detect
the gaze orientation of the user and/or determine the second
field of view 814 that 1s associated with the user by pro-
cessing the second 1mage data 944 using a DNN or other
model/neural network.

[0082] The example system architecture 900 may further
include an information store component 904. In various
aspects, the information store component 904 may include
or may be communicatively coupled with a DNN and/or
other machine-learning model. For example, the information
store component 904 may include one or more reinforce-
ment-learning models, a CNN, an RNN, or another system.

[0083] The information store component 904 may include
information associated with a profile of a user of the vehicle
802. In various aspects, the information store component
904 may 1nclude profile information indicating an age of the
user, a sex of the user, a dnving experience level of the user,
a preference of the user, and/or a location of the user.

[0084] The information store component 904 may obtain
profile information associated with a user using one or more
of various techniques. For example, the information store
component 904 may obtain profile information associated
with a user through input from the user. In another example,
the information store component 904 may obtain profile
information based on the second image data 944. For
example, the information store component 904 may deter-
mine or estimate an age, sex, experience level, and/or
preference associated with the user based on the second
image data 944.

[0085] The information store component 904 may provide
the profile information 942 to a saliency information com-
ponent 906. Additionally or alternatively, the attention
detector 908 may provide field-of-view information 946
associated with the gaze of a user of the vehicle 802 to the
saliency information component 906. The saliency informa-
tion component 906 may include or may be communica-
tively coupled with a DNN and/or other machine-learning
model. The saliency information component 906 may be
configured to aggregate saliency information 940 that is
associated with the user of the vehicle 802. For example, the
saliency information component 906 may aggregate infor-
mation associated with the field-of-view information 946
and the profile information 942. The saliency information
component 906 may provide saliency information 940 to the
salient objects selection component 910.

[0086] The salient objects selection component 910 may
obtain the set of identified objects 932 and the saliency
information 940. Based on the set of identified objects 932
and the saliency information 940, the salient objects selec-
tion component 910 may be configured to identify at least
one salient object represented 1n the first scene. A salient
object may be an object of the set of objects 804, 806, 808,
812 that 1s estimated to be noticed by the user navigating the
route 1n the vehicle 802. For example, the salient objects
selection component 910 may be configured to i1dentity at
least one of the object 804, 806, 808 that 1s estimated to be
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at least partially in the second field of view 814 that 1s
associated with the user of the vehicle 802.

[0087] In various aspects, the salient objects selection
component 910 may identify a portion of the first scene
depicted 1n the first image data 930 that corresponds to the
field-of-view 1nformation 946. For example, the salient
objects selection component 910 may select a right portion
of the first scene depicted 1n the first image data 930 when
the field-of-view information 946 indicates that the user of
the vehicle 802 1s gazing to the right. In another example, the
salient objects selection component 910 may select a lower
portion of the first scene depicted 1n the first image data 930
when the field-of-view information 946 indicates that the
user of the vehicle 802 1s gazing downward and/or indicates
that the user 1s sitting relatively low 1n the driver’s seat of
vehicle 802. The salient objects selection component 910
may determine that objects depicted 1n the 1dentified portion
of the first scene that corresponds to the field-of-view
information 946 are salient to the user of the vehicle 802
and, therefore, are more likely to be noticed by the user as
the user 1s navigating the route.

[0088] As described herein, the first image data 930 may
depict the first scene over a plurality of times steps. For
example, the first image data 930 may depict the first scene
over a plurality of time steps 1n which the car 808 has turned
right onto the second road 810. The salient objects selection
component 910 may determine that the car 808 1s the most
salient object, and the motion of the car 808 over the
plurality of time steps may influence the saliency of the car
808. In other words, the salient objects selection component
910 may be configured to select salient objects based at least
in part on the motion of those salient objects over a plurality
of time steps.

[0089] In various aspects, the salient objects selection
component 910 may determine objects that may be salient to
the user of the vehicle 802 based on the profile information
942 that 1s indicated in the saliency information 940. For
example, the salient objects selection component 910 may
determine a relative saliency of an object based on at least
one of an age associated with the user, a sex associated with
the user, a driving experience level associated with the user,
a preference associated with the user, historical information
assoclated with the user, a location associated with the user,
or other profile information that 1s associated with the user.

[0090] According to one example, the profile information
942 may indicate that the user 1s associated with a certain
demographic, e.g., based on the age associated with the user,
sex associated with the user, etc. Due to the certain demo-
graphic, the user may be inclined to find some objects more
salient than other objects. For example, a user of one
demographic may be more inclined to recognize certain
signs (e.g., store logos, restaurant signs, etc.) rather than
other signs. Illustratively, a first user may be more inclined
to recognize a store logo for a youth clothing store, whereas
a second user may be more 1nclined to recognize a restaurant
sign for a nationwide restaurant. Accordingly, the salient
objects selection component 910 may identify the store logo
as a salient object for the first user based on profile 1nfor-
mation associated with the first user, whereas the salient
objects selection component 910 may 1dentify the restaurant
sign as a salient object for the second user based on the
profile information associated with the second user.

[0091] In another example, the profile information 942
may indicate that the user 1s associated with a certain driving
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experience level. Due to the driving experience level, the
user may be more inclined to fine some objects more salient
than others. For example, a relatively inexperienced driver
may be more inclined to keep his or her attention directed to
the road in front of him or her. Accordingly, the salient
objects selection component 910 may identify objects proxi-
mate to or disposed on the road (e.g., the car 808) as a salient
object to the relatively inexperienced driver.

[0092] In another example, the profile information 942
may indicate a preference associated with the user. For
example, the user may indicate a preference of signs (e.g.,
the sign 812) as salient objects, the user may indicate a
preference of other vehicles (e.g., the car 808) as salient
objects, etc. Accordingly, the salient objects selection com-
ponent 910 may 1dentily objects as salient based on the
preference associated with the user.

[0093] In another example, the profile information 942
may 1ndicate historical information associated with the user.
For example, the historical information may indicate that the
user has found a certain classification of object(s) salient in
the past. In another example, the historical information may
indicate that the user has frequented a certain type of
establishment (e.g., a nationwide restaurant chain, a youth
clothing store, etc.) and so may find objects (e.g., signs,
logos, etc.) associated with that certain type to be more
salient than other objects. Accordingly, the salient objects
selection component 910 may 1dentify objects as salient
based on the historical information associated with the user.

[0094] In another example, the profile information 942
may indicate a location associated with the user in the
vehicle 802. Due to the location of the user in the vehicle
802, the user may be more inclined to find some objects
more salient than other objects. For example, if the location
of the user indicates that the user 1s familiar with the area
(e.g., the location of the user 1s relatively proximate to a
home location of the user), salient objects selection compo-
nent 910 may be more inclined to recognize local objects
(e.g., local landmarks, buildings, stores, etc.). Illustratively,
a first user at a location with which he or she 1s familiar may
be more inclined to recognize a local building (e.g., the
courthouse 806 having the sign 812), whereas a second user
at a location with which he or she 1s unfamiliar may be more
inclined to recognize a restaurant sign for a nationwide
restaurant chain, other vehicles disposed along the route
(e.g., the car 808), etc. Accordingly, the salient objects
selection component 910 may 1dentify the local building as
a salient object for the first user based on profile information
associated with the first user, whereas the salient objects
selection component 910 may identify the restaurant sign as
a salient object for the second user based on the profile
information associated with the second user.

[0095] The salient objects selection component 910 may
include and/or may be communicatively coupled with a
DNN and/or other machine-learning model. For example,
the salient objects selection component 910 may include one
or more reinforcement-learning models, a CNN, an RNN, or
another system.

[0096] The DNN and/or other machine-learning model
associated with the salient objects selection component 910
may include a plurality of neurons, which may be at least
partially interconnected. The interconnections may be across
neurons of a same layer or different layer. In various aspects,
the salient objects selection component 910 may include a
plurality of layers comprised of neurons, including an input
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layer, one or more hidden layers, and an output layer. One
or more of the neurons may accept one or more mputs, and
one or more of the inputs may be influenced by at least one
weight. A weight may influence for activation of a neuron,
e.g., by adjusting input to an activation function of the
neuron.

[0097] In various aspects, the salient objects selection
component 910 may adjust one or more weights associated
with one or more neurons of the associated DNN and/or
other machine-learning model. By adjusting the weights, the
salient objects selection component 910 may influence the
saliency of objects 804, 806, 808, 812 detected 1n the first
scene represented 1n the first image data 930. In an aspect,
the salient objects selection component 910 may adjust the
one or more weights based on the field-of-view information
946 indicated 1n the saliency information 940. In an aspect,
the salient objects selection component 910 may adjust the
one or more weights based on the profile information 942
indicated 1n the saliency information 940. Accordingly, the
salient objects selection component 910 may influence the
activations of neurons based on the field-of-view informa-
tion 946 associated with the user of the vehicle 802 and/or
based on the profile information 942 associated with the user

of the vehicle 802.

[0098] The salient objects selection component 910 may
construct a list of salient objects that 1s ordered according to
relative saliency. For example, the salient objects selection
component 910 may order the list from most salient to least
salient. In another example, the salient objects selection
component 910 may select a single object that 1s determined
to be most salient relative to the other objects. The salient
objects selection component 910 may provide salient object
information 934 to an alignment component 912. The salient
object information 934 may indicate one or more of the
objects 804, 806, 808, 812 that are determined to be salient
to the user of the vehicle 802.

[0099] The alignment component 912 may obtain the
salient object information 934 and may align a navigational
instruction with at least one salient object indicated by the
salient object information. For example, the alignment com-
ponent 912 may obtain, from the navigation planner 920, at
least one navigational instruction 702a-e of the set of
navigational instructions 700. The alignment component
912 may determine instructional information 936 that
describes the first navigational instruction 702a with refer-
ence to at least one salient object indicated by the salient
object information 934. For example, the alignment com-
ponent 912 may determine instructional information that
describes a direction at a distance that the user 1s to navigate
the vehicle 802 by describing the direction at the distance
using at least one salient object indicated by the salient
object information 934.

[0100] Illustratively, the alignment component 912 may
obtain navigational instruction information indicating that
the first navigational instruction 702a includes a right turn in
0.4 miles at Nansen Rd. The alignment component 912 may
then align the first navigational instruction 702a with one or
more objects indicated by the salient object information 934.
According to one example, the salient object information
934 may indicate that the user 1s estimated to have noticed
the person 804. The alignment component 912 may deter-
mine istructional information that describes the first navi-
gational istruction 702a with reference to the person 804.
For example, the alignment component 912 may determine
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the instructional information to describe the first naviga-
tional instruction 702a as a right turn at the intersection
where the person 804 1s standing (e.g., “turn right away from
the person in the blue suit,” “turn right at the intersection

with the person 1n the blue suit standing on the left corner,”
etc.).

[0101] As described herein, the first image data 930 may
depict the at least one salient object 1s 1n motion. For
example, the salient object information 934 may indicate
that the car 808 1s a salient object that 1s 1n motion corre-
sponding to the route (e.g., right on the second road 810).
According to one example, the salient object information
934 may indicate that the user 1s estimated to have noticed
the car 808. The alignment component 912 may determine
instructional information that describes the first navigational
instruction 702a with reference to the car 808 and/or with
reference to the motion of the car 808. For example, the
alignment component 912 may determine the instructional
information to describe the first navigational instruction
702a as a right turn at the intersection consistent with the
motion of the car 808 (e.g., “follow the blue Mercedes right
at the intersection,” “turn right on Nansen Road where the
red car 1n front of you has turned,” etc.).

[0102] The alignment component 912 may include and/or
may be communicatively coupled with a DNN and/or other
machine-learning model. For example, the alignment com-
ponent 912 may include one or more reinforcement-learning
models, a CNN, an RNN, or another system.

[0103] The alignment component 912 may output the
instructional information 936 describing at least one navi-
gational instruction (e.g., the first navigational instruction
702a) with reference to at least one salient object (e.g., the
car 808). An object 1nstruction component 914 may obtain
the instructional information 936, and the object instruction
component 914 may generate an output 1nstruction 938 that
indicates the at least one navigational instruction with ret-
erence to the at least one salient object. For example, the
object instruction component 914 may generate an output
instruction 938 for visual presentation on a display (e.g., an
on-board computer display of the vehicle 802, a heads-up
display (HUD) projected on a windshield of the vehicle 802,
a smartphone display, etc.) and/or for audio presentation
through a speaker (e.g., a speaker of an audio system of the
vehicle 802, a speaker of a smartphone, etc.).

[0104] Accordingly, a user interface 926 may provide the
output instruction 938 to a user of the vehicle 1n order to
describe at least one navigational 1nstruction with reference
to at least one salient object. The user interface 926 may be
included 1n an on-board computer of the vehicle 802. In
another aspect, the user interface 926 may be included 1n a
smartphone of a user of the vehicle 802. In another aspect,
the user interface 926 may be included 1n a same system as
the navigation planner 920. In one aspect, the object instruc-
tion component 914 may provide the output instruction 938
to the user interface 926 over a connection (e.g., wired or
wireless network, computer-bus connection, etc.).

[0105] In the description provided herein, reference 1is
made to a DNN and/or other machine-learning model. One
or more of the aforementioned DNNs and/or other machine-
learning models may be a same DNN and/or machine-
learning model. However, the present disclosure all com-
prehends a plurality of DNNs and/or other machine-learning
models. For example, the object detector 902 may include
and/or may be communicatively coupled with a first DNN
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and/or machine-learning model, whereas the salient objects
selection component 910 may include and/or may be com-
municatively coupled with a different DNN and/or machine-
learning model. In another example, the salient objects
selection component 910 and the alignment component 912
may include and/or may be communicatively coupled with
a same DNN and/or machine-learning model.

[0106] FIG. 10 1s a call flow diagram 1llustrating a method
1000 for operating at least one neural network 1002. The at
least one neural network 1002 may include one or more
DNNs and/or other machine-learning models. The at least
one neural network 1002 may be an aspect of one or more
components 902, 904, 906, 908, 910, 912, 914, and/or 920
described with respect to the example system architecture

900 of FIG. 9.

[0107] In an aspect, the at least one neural network 1002
may obtain a set of navigational instructions 1020 describing
a route to a destination from a navigational system 1008
(e.g., GPS or other map-based navigational system and/or
software). In the context of FIG. 7, the at least one neural
network 1002 may obtain the set of navigational instructions

700.

[0108] In an aspect, a first image capture device 1004
(e.g., a first camera) may be oriented toward the route that
the vehicle 1s navigating toward the destination. The first
image capture device 1004 may capture first 1mage data
1022 that depicts a first scene associated with the route. In
the context of FIG. 8, the first image capture device 1004
may capture at least a portion of the environment 800.

[0109] The at least one neural network 1002 may obtain,
from the first image capture device 1004, the first image data
1022 that depicts the first scene associated with the route.
The at least one neural network 1002 may 1dentify 1024 one
or more objects that are represented in the first scene. For
example, the at least one neural network 1002 may process
the first 1image data 1022 using a first DNN and/or other
machine-learning model for 1dentification of a set of objects
represented 1n the first scene. In the context of FIG. 8, the at
least one neural network 1002 may identify the person 804,
the courthouse 806, the sign 812, and/or the car 808.

[0110] In an aspect, a first sensor 1006 (e.g., a second
image capture device, a second camera, etc.) may capture
gaze data 1026 (e.g., gaze data or other information indi-
cating a gaze of a user of a vehicle). For example, a second
image capture device may capture image data indicating an
orientation of a user’s head and/or gaze (e.g., in an azimuthal
and/or elevational plane). In the context of FIG. 8, the first
sensor 1006 may capture gaze data 1026 indicating a gaze of
a user (e.g., driver) the vehicle 802.

[0111] The at least one neural network 1002 may obtain
the gaze data 1026 captured by the first sensor 1006. The at
least one neural network 1002 may determine 1028 field-
of-view information associated with the user. For example,
the at least one neural network 1002 may determine an angle
of azimuth and/or an angle of elevation, and the at least one
neural network 1002 may estimate a field of view that 1s
associated with the user of the vehicle based on the azi-
muthal angle and/or elevational angle. In one aspect, the at
least one neural network 1002 may processing the first
image data 1022 using a second DNN and/or other machine-
learning model for determination of the field-of-view 1nfor-
mation. For example, the at least one neural network 1002
may process the gaze data 1026 for identification of a field
of view of the user, e.g., based on an orientation of the user’s
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head and/or eyes. In the context of FIG. 8, the at least one
neural network 1002 may determine 1028 field-of-view
information associated with the second field of view 814 of
the user of the vehicle 802.

[0112] Based on the field-of-view information, the at least
one neural network 1002 may identify 1030 one or more
salient object represented 1n the first scene that 1s depicted 1n
the first image data 1022. For example, the at least one
neural network 1002 may i1dentify at least a portion of the
first scene that 1s estimated to be within a field of view of the
user. The at least one neural network 1002 may then identify
one or more salient objects represented in the first scene. In
one aspect, the at least one neural network 1002 may
identify one or more salient objects that are estimated to be
near a center of the user’s field of view. In another aspect,
the at least one neural network 1002 may identily one or
more salient objects near a next navigational instruction
(e.g., next turn) that are estimated to be within the user’s
field of view. In the context of FIGS. 7-8, the at least one
neural network 1002 may identity 1030 the car 808 as a
salient object, e.g., because the car 808 1s estimated to be at
least partially within the user’s field of view and/or 1s near
a first navigational instruction 702a .

[0113] In one aspect, the at least one neural network 1002
may be configured to determine that at least one object 1s in
motion over a plurality of time steps, e.g., when the first
image data 1022 depicts the first scene over a plurality of
time steps. The at least one neural network 1002 may be
configured to determine the motion of the at least one salient
object. In an aspect, the at least one neural network 1002
may be configured to identify the at least one object as
salient based on the motion of the at least one object over the
plurality of time steps.

[0114] In one aspect, the at least one neural network 1002
may 1dentity 1030 the one or more salient objects from the
set of objects 1dentified 1n the first scene by processing the
field-of-view information and the set of objects 1dentified 1n
the first scene using a third DNN and/or other machine-
learning model. For example, the field-of-view information
and information indicating the set of objects may be pro-
vided to an input layer of a DNN. One or more neurons of
the imput layer may be communicatively coupled with one or
more hidden layers of the DNN, and at least one neuron of
the hidden layer may be communicatively coupled with at
least one neuron of an output layer of the DNN. Inputs
provided to neurons (e.g., at the hidden layer, at the one or
more hidden layers, at the output layer) may be intluenced
by a respective weight. The respective weights may be the
same or different across neurons of the same layer and/or
neurons of different layers. In various aspects, the weights
may be configured for and/or by the at least one neural
network 1002 through reinforcement learning or another
machine-learning technique.

[0115] In one aspect, the weights may be configured for
and/or by the at least one neural network 1002 based on the
field-of-view 1nformation. For example, one or more
welghts may be adjusted in order to influence the relative
saliency of each object of the set of objects. In one example,
the adjustment of the weights may cause one or more objects
that are estimated to be relatively closer to the center of a
user’s field of view to be relatively more salient than other
objects.

[0116] In one aspect, the weights may be configured for
and/or by the at least one neural network 1002. In an aspect,
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one or more weights may be configured based at least 1n part
on a profile associated with a user. The profile may be based
on at least one of an age of the user, a sex of the user, a
driving experience level of the user, a preference of the user,
historical information associated with the user, and/or a
location of the user.

[0117] Adfter 1dentifying the one or more salient objects,
the at least one neural network 1002 may determine instruc-
tional information 1032 that describes a first navigational
instruction of the set of navigational instructions with ret-
erence to the one or more salient objects. For example, the
at least one neural network 1002 may generate instructional
information 1032 that indicates a distance and/or direction
of travel 1n the context of the one or more 1dentified salient
objects. In one aspect, the at least one neural network 1002
may output the mstructional information 1032 1n order to be
output through one of audio and/or visual presentation. In
the context of FIGS. 7-8, the at least one neural network
1002 may output instructional information 1032 in order to
be output to a user of the vehicle 802, and the instructional
information may describe the first navigational instruction
702a with reference to at least one of the objects 804, 806,
808, 812 (e.g., the car 808).

[0118] In one aspect, the at least one neural network 1002
may be configured to determine the instructional informa-
tion 1032 describing the first navigational 1nstruction with
reference to the motion of the at least one salient object over
a plurality of time steps. For example, the at least one neural
network 1002 may be configured to determine that the
motion of the at least one salient object corresponds to a first
navigational istruction (e.g., a vehicle has turned right onto
a road that 1s consistent with the turn and/or road indicated
by the first navigational instruction). The at least one neural
network 1002 may determine the instructional information
1032 to indicate the motion of the at least one salient object.
Accordingly, the at least one neural network 1002 may
determine the instructional information 1032 based on the
motion of the at least one salient object. In the context of
FIGS. 7-8, the at least one neural network 1002 may identify
the car 808 turning right onto the second road 810 1s a salient
object, and the at least one neural network 1002 may
determine the instructional imnformation 1032 describing the
first navigational instruction 702a with reference to the right
turn onto the second road 810 by the car 808 (e.g., “ifollow
the car right at the upcoming intersection”).

[0119] FIGS. 11A and 11B illustrate a method 1100 for
determining navigational instructions with reference to at
least one salient object, 1n accordance with various aspects
of the present disclosure. The method may be practiced 1n
one or more neural networks and/or other-machine-learning
models, such as the vehicle 802 of FIG. 8, the example
system architecture 900 of FIG. 9, and/or the at least one
neural network 1002 of FIG. 10. One or more of the
illustrated operations may be transposed, omitted, and/or
contemporaneously performed. Operations 1illustrated with
dashed lines may be optional.

[0120] Beginning with operation 1102, at least one neural
network may obtamn a set of navigational instructions
describing a route to a destination. For example, the at least
one neural network may communicate with a navigation
system 1n order to obtain the set of navigational 1nstructions,
and the at least one neural network may 1dentify one or more
navigational 1nstructions 1included 1n the set. In aspects, the
at least one neural network may identily one or more
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portions of a first navigational instruction of the set of
navigational istructions, such as a first portion indicating a
next direction to be navigated (e.g., left, right, straight, etc.),
a second portion indicating a distance to the next direction
(e.g., 400 feet, 0.5 miles, etc.), and/or a third portion
indicating an i1dentifier of a road (e.g., street name, highway
number, etc.).

[0121] In the context of FIGS. 7-9, the navigation planner
920 may provide a set of navigational instructions 700
describing a route to a destination through the environment
800 to an alignment component 912. In the context of FIG.
10, the at least one neural network 1002 may obtain, from
the navigational system 1008, a set of navigational instruc-
tions 1020.

[0122] At operation 1104, the at least one neural network
may obtain first image data through a first camera that 1s
oriented toward the route. In an aspect, the first image data
may depict a first scene associated with the route. For
example, the at least one neural network may request first
image data from a first camera that 1s oriented away from a
vehicle and toward the route (e.g., road). The at least one
neural network may obtain the first image data (e.g., based
on the request), and the at least one neural network may store
the first image data.

[0123] In the context of FIGS. 7-9, the exterior vehicle
camera 922 may capture first image data 930 of the envi-
ronment 800. The object detector 902 may obtain the first
image data 930 from the exterior vehicle camera 922. In the
context of FIG. 10, the at least one neural network 1002 may
obtain, from the first 1mage capture device 1004 that is
oriented toward the route, the first image data 1022 that
depicts the first scene associated with the route.

[0124] At operation 1106, the at least one neural network
may process the first image data using a first DNN {for
identification of a set of objects represented 1n the first scene.
For example, the at least one neural network may provide
the first image data to an mput layer of a first DNN (e.g., a
CNN). The first DNN may detect one or more objects
depicted 1n the first scene, and may 1dentity (e.g., classify)
the one or more objects. An output layer of the first DNN
may provide information indicating a set of objects depicted

in the first scene that 1s identified by the first DNN.

[0125] Inthe context of FIGS. 7-9, the object detector 902

may process the first image data 930 depicting at least a
portion of the environment 800. The object detector 902 may
identify at least one of the set of objects 804, 806, 808, 812.
For example, the object detector 902 may 1dentify the person
804, the courthouse, the car 808, and/or the sign 812. The
object detector 902 may output a set of i1dentified objects
932. In the context of FIG. 10, the at least one neural
network 1002 may 1identify 1024 one or more objects

represented 1n the first scene depicted by the first image data
1022.

[0126] At operation 1108, the at least one neural network
may obtain second 1mage data through a first sensor (e.g., a
second camera, an 1mage capture device, etc.) that 1s ori-
ented toward a user. For example, the at least one neural
network may request gaze data (e.g., second 1mage data)
from a first sensor that 1s oriented toward a user (e.g., a
driver of a vehicle). The at least one neural network may
obtain the gaze data (e.g., based on the request), and the at
least one neural network may store the gaze data.

[0127] In the context of FIGS. 7-9, the attention detector
908 may obtain, from the interior vehicle camera 924, the
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second 1mage data 944. The second image data 944 may be
assoclated with a field of view 814 associated with a driver
of the vehicle 802. In the context of FIG. 10, the at least one
neural network 1002 may obtain, from the first sensor 1006,

the gaze data 1026.

[0128] At operation 1110, the at least one neural network
may determine a second field of view associated with the
user based on the second image data. For example, the at
least one neural network may determine an orientation of the
user’s head and/or eyes. In one aspect, the at least one neural
network may measure an azimuthal angle and/or may mea-
sure an elevational angle of the user’s head and/or eyes.
Based on the orientation (e.g., measured angles of azimuth
and elevation), the at least one neural network may estimate
a second field of view that 1s associated with the user.

[0129] In the context of FIGS. 7-9, the attention detector
908 may determine a second field of view (e.g., the field of
view 814) that 1s associated with a user of the vehicle 802
based on the second 1image data 944. In the context of FIG.
10, the at least one neural network 1002 may determine a
second field of view, e.g., based on the gaze data 1026
obtained from the first sensor 1006.

[0130] At operation 1112, the at least one neural network
may store field-of-view iformation based on the second
field of view. For example, the at least one neural network
may provide a data structure that includes the field-of-view
information to a memory, and the at least one neural network
may cause (e.g., mstruct) the memory to store the data
structure that includes the field-of-view information. In one
aspect, the at least one neural network may store the
field-of-view 1nformation before obtaining the set of navi-
gational 1nstructions (operation 1102). Accordingly, the
field-of-view information may be used for future and/or a
plurality of navigations along one or more routes.

[0131] In the context of FIGS. 7-9, the attention detector
908 may store field-of-view information 946. For example,
the attention detector 908 may cause the information store
component 904 to store the field-of-view information. In the
context of FIG. 10, the at least one neural network 1002 may

store field-of-view information, e.g., based on gaze data
1026 obtained from the first sensor 1006.

[0132] At operation 1114, the at least one neural network
may determine a first field of view associated with the user
that 1s navigating the route to the destination. In an aspect,
the at least one neural network may determine the first field
of view based on a first sensor that i1s oriented toward the
user (e.g., based on gaze data that 1s obtained from the first
sensor). In one aspect, the at least one neural network may
determine the first field of view associated with the user by
accessing stored field-of-view information (e.g., that was
obtained from the first sensor), and 1dentifying the first field
of view based on the accessed field-of-view information.

[0133] In one aspect, the at least one neural network may
estimate the first field of view based on an orientation of the
user’s gaze (e.g., orientation of the user’s head and/or eyes).
The at least one neural network may estimate the orientation
based on azimuthal angle and/or based on an elevational
angle that 1s indicated by gaze data obtained from the first
sensor and/or based on store field-of-view information. The
at least one neural network may 1dentify at least a portion of
the first scene depicted in the image data that corresponds to
the first field of view. For example, 11 the at least one neural
network estimates that the orientation of the user’s gaze 1s
relatively elevated and relatively to the right, the at least one
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neural network may estimate that the at least the portion of
the first scene corresponds to a relatively elevated (e.g.,
relatively higher) portion of the first scene and/or corre-
sponds to a relatively right portion of the first scene. In one
aspect, the at least the portion may be a fractional section
(e.g., quadrant, etc.). The at least one neural network may
determine that the at least the portion corresponds to the first
field of view associated with the user and, accordingly, at
least one salient object may be estimated to be within the at
least the portion of the first scene.

[0134] In the context of FIGS. 7-9, the attention detector
908 may determine a field of view 814 that 1s associated with
a user of the vehicle 802. The attention detector 908 may
provide field-of-view information 946 to the saliency infor-
mation component 906. The saliency information compo-
nent 906 may provide saliency information 940 to the salient
objects selection component 910. The salient objects selec-
tion component 910 may further obtain the set of identified
objects 932 from the object detector 902, which may include
at least a portion of the first image data 930. The salient
objects selection component 910 may 1dentify a portion of
the first scene depicted in the first 1image data 930 that
corresponds to the field-of-view information 946.

[0135] In the context of FIG. 10, the at least one neural
network 1002 may determine 1028 a field of view associated
with a user. For example, the at least one neural network
1002 may 1dentify at least a portion of the scene that
corresponds to the first scene depicted 1n the first image data

1022, e.g., based on a gaze of the user indicated by the gaze
data 1026.

[0136] Continuing to operation 1116 of FIG. 11B, the at
least one neural network may identify at least one salient
object represented 1n the first scene. The at least one neural
network may 1dentity the at least one salient object based on
the first field of view associated with the user. For example,
the at least one neural network may determine one or more
objects of the set of identified objects, and the at least one
neural network may select at least one salient object that 1s
estimated to be at least partially within the user’s field of
view. In the context of FIGS. 7-9, the salient objects
selection component 910 may 1dentify at least one salient
object (e.g., the car 808) based on the set of 1dentified objects
932, which may indicate the person 804, the courthouse 806,
the car 808, and/or the sign 812. In the context of FIG. 10,
the at least one neural network 1002 may identify 1030 at
least one salient object based on the determination 1028 of
the user’s field of view and based on the i1dentification 1024
of the set of objects depicted 1n the first scene represented 1n

the first image data 1022.

[0137] In one aspect, operation 1116 may include opera-
tion 1140 and operation 1142. At operation 1140, the at least
one neural network may adjust one or more weights asso-
ciated with a second DNN. The at least one neural network
may adjust the one or more weights associated with the
second DNN based on the first field of view. In one aspect,
the at least one neural network may adjust the one or more
weilghts based at least 1n part on a profile that 1s associated
with the user. The profile may be based on, for example, at
least one of an age associated with the user, a sex associated
with the user, a driving experience level associated with the
user, a preference associated with the user, historical infor-
mation associated with the user, and/or a location associated
with the user.



US 2019/0325746 Al

[0138] In the context of FIGS. 7-9, the salient objects
selection component 910 may set and/or may have set one
or more weights based on the saliency information 940. For
example, the salient objects selection component 910 may
set one or more weights based on the field-of-view infor-
mation 946 and/or the profile information 942, which may
be 1ndicated in the saliency information 940. In the context
of FIG. 10, the at least one neural network 1002 may set
and/or may have set one or more weights based on the
determination 1030 of the user’s field of view (e.g., based on
the gaze data 1026) and/or based on stored profile informa-
tion that 1s associated with the user.

[0139] At operation 1142, the at least one neural network
may process the set of objects using a second DNN for
identification of the at least one salient object that 1s esti-
mated to be at least partially within the first field of view. For
example, the at least one neural network may provide the set
of 1dentified objects to one or more neurons of an input layer
of the second DNN. The set of 1dentified objects may cause
activation of one or more neurons of one or more layers of
the second DNN. In various aspects, a respective weight of
the weights may be connected to a neuron and may influence
activation of that neuron. The at least one neural network
may obtain an output, from an output layer of the second
DNN, that indicates at least one salient object that 1is
estimated to be at least partially within the user’s field of
VIEW.

[0140] In the context of FIGS. 7-9, the salient objects
selection component 910 may provide the set of identified
objects 932 to a second DNN. The second DNN may process
the set of 1dentified objects 932 in order to 1dentily at least
one salient object (e.g., the car 808) that 1s estimated to be
at least partially within the field of view 814 of the user of
the vehicle 802. In the context of FIG. 10, the at least one
neural network 1002 may process the set of identified
objects using a second DNN 1n order to 1dentify 1030 that at
least one salient object that 1s estimated to be at least
partially within the user’s field of view.

[0141] At operation 1118, the at least one neural network
may determine that the at least one salient object 1s 1n motion
over a plurality of time steps. For example, the at least one
neural network may compare time steps of the first image
data 1n which the at least one salient object 1s represented,
and the at least one neural network may determine that the
at least one salient object 1s 1n motion when the at least one
salient object 1s differently positioned over different time
steps of the first image data. In the context of FIGS. 7-9, the
salient objects selection component 910 may determine that
the car 808 1s a salient object, and the salient objects
selection component 910 may determine that the car 1s in
motion over a plurality of time steps captured in the first
image data 930. In the context of FIG. 10, the at least one
neural network 1002 may determine that the at least one
salient object 1s 1n motion over a plurality of time steps
represented 1n the first image data 1022.

[0142] At operation 1120, the at least one neural network
may output instructional information that describes a first
navigational instruction of the set of navigational instruc-
tions with reference to the at least one salient object. For
example, the at least one neural network may generate
instructional information that indicates a distance and/or
direction of travel in the context of the at least one salient
object. In one aspect, the at least one neural network may
output the instructional information i1n order to be output
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through one of audio and/or visual presentation. Accord-
ingly, the at least one neural network may facilitate provi-
sion to the user of the first navigational instruction with
reference to at least one object that the user 1s estimated to
find salient.

[0143] In one aspect, the at least one neural network may
be configured to determine the instructional information
describing the first navigational instruction with reference to
the motion of the at least one salient object over a plurality
of time steps. For example, the at least one neural network
may be configured to determine that the motion of the at
least one salient object corresponds to the first navigational
instruction (e.g., a vehicle has turned right onto a road that
1s consistent with the turn and/or road indicated by the first
navigational instruction). The at least one neural network
may determine the instructional information to indicate the
motion of the at least one salient object. Accordingly, the at
least one neural network may output the instructional 1nfor-
mation based on the motion of the at least one salient object.

[0144] In the context of FIGS. 7-9, the alignment compo-
nent 912 may obtain the salient object information, e.g.,
from the salient objects selection component 910. The
alignment component 912 may obtain a first navigational
instruction 702a from the navigation planner 920. The
alignment component 912 may determine instructional
information 936 that describes the first navigational instruc-
tion 702a with reference to at least one salient object (e.g.,
the car 808). In one aspect, the alignment component 912
may determine the instructional mnformation 936 describing
the first navigational instruction 702a with reference to the
motion of the at least one salient object over a plurality of
time steps (e.g., the motion of the car 808 as the car 808 turns
right on the second road 810). The alignment component
912 may provide the instructional information 936 to an
object 1nstruction component 914, and the object instruction
component 914 may generate an output 1nstruction 938 that
describes the first navigational instruction 702a with refer-
ence to the at least one salient object (e.g., the car 808). The
object instruction component 914 may provide the output
instruction 938 to a user interface 926 so that the output
instruction 938 may be provided to the user through at least
one of audio presentation and/or visual presentation.

[0145] In the context of FIG. 10, the at least one neural
network 1002 may output instructional information 1032 in
order to be output to a user, and the instructional information
1032 may describe a first navigational instruction of the set
ol navigational instructions 1020 with reference to at least
salient object.

[0146] Accordingly, at least one neural network may be
configured to provide navigational instruction information
to a user by identifying a salient object and describing a
navigational instruction with reference to the salient object.

[0147] In one configuration, at least one neural network
and/or machine-learning model may be configured to obtain
a set of navigational instructions describing a route to a
destination. The at least one neural network and/or machine-
learning model may be configured to obtain first image data
through a first camera that 1s oriented toward the route, the
first 1image data depicting a first scene associated with the
route. The at least one neural network and/or machine-
learning model may be configured to determine a first field
of view associated with a user that 1s navigating the route to
the destination based on a first sensor that 1s oriented toward
the user. The at least one neural network and/or machine-
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learning model may be configured to i1dentify at least one
salient object represented 1n the first scene based on the first
field of view. The at least one neural network and/or
machine-learning model to output instructional information
describing a first navigational instruction of the set of
navigational instructions with reference to the at least one
salient object.

[0148] The at least one neural network and/or machine-
learning model may include means for obtaining a set of
navigational instructions describing a route to a destination.
In one aspect, the means for obtaining a set of navigational
instructions describing a route to a destination may be the
general-purpose processor 102, program memory associated
with the general-purpose processor 102, memory block 118,
local processing umts 202, and or the routing connection
processing units 216 configured to perform the functions
recited. In one aspect, the means for obtaining a set of
navigational 1nstructions describing a route to a destination
may include the alignment component 912 and/or the navi-
gation planner 920. In another aspect, the means for obtain-
ing a set of navigational instructions describing a route to a
destination may be any component, any module, and/or any
apparatus configured to perform the functions recited by the
aforementioned means.

[0149] The at least one neural network and/or machine-
learning model may include means for obtaining first image
data through a first camera that 1s oriented toward the route.
In one aspect, the means for obtaining first 1mage data
through a first camera that 1s oriented toward the route may
be the general-purpose processor 102, program memory
associated with the general-purpose processor 102, memory
block 118, local processing units 202, and or the routing
connection processing units 216 configured to perform the
functions recited. In one aspect, the means for obtaining first
image data through a first camera that 1s oriented toward the
route may include the attention detector 908 and/or the
interior vehicle camera 924. In another aspect, the means for
obtaining a set of navigational instructions describing a
route to a destination may be any component, any module,
and/or any apparatus configured to perform the functions
recited by the atorementioned means.

[0150] The at least one neural network and/or machine-
learning model may include means for determining a first
field of view associated with a user that 1s navigating the
route to the destination based on a first sensor that 1s oriented
toward the user. In one aspect, the means for determining a
first field of view associated with a user that 1s navigating the
route to the destination based on a first sensor that 1s oriented
toward the user may be the general-purpose processor 102,
program memory associated with the general-purpose pro-
cessor 102, memory block 118, local processing units 202,
and or the routing connection processing units 216 config-
ured to perform the functions recited. In one aspect, the
means for determining a first field of view associated with a
user that 1s navigating the route to the destination based on
a first sensor that 1s oriented toward the user may include the
interior vehicle camera 924, the attention detector 908,
and/or the saliency information component 906. In another
aspect, the means for determining a first field of view
associated with a user that 1s navigating the route to the
destination based on a first sensor that 1s oriented toward the
user may be any component, any module, or any apparatus
configured to perform the functions recited by the afore-
mentioned means.
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[0151] The at least one neural network and/or machine-
learning model may include means for 1dentifying at least
one salient object represented 1n the first scene based on the
first field of view. In one aspect, the means for identitying at
least one salient object represented in the first scene based on
the first field of view may be the general-purpose processor
102, program memory associated with the general-purpose
processor 102, memory block 118, local processing units
202, and or the routing connection processing units 216
configured to perform the functions recited. In one aspect,
the means for identifying at least one salient object repre-
sented 1n the first scene based on the first field of view may
include the object detector 902 and/or the salient objects
selection component 910. In another aspect, the means for
identifying at least one salient object represented 1n the first
scene based on the first field of view may be any component,
any module, or any apparatus configured to perform the
functions recited by the aforementioned means.

[0152] The at least one neural network and/or machine-
learning model may 1nclude means for outputting instruc-
tional information describing a first navigational instruction
of the set of navigational instructions with reference to the
at least one salient object. In one aspect, the means for
outputting instructional information describing a first navi-
gational instruction of the set of navigational instructions
with reference to the at least one salient object may be the
general-purpose processor 102, program memory associated
with the general-purpose processor 102, memory block 118,
local processing units 202, and or the routing connection
processing units 216 configured to perform the functions
recited. In one aspect, the means for outputting instructional
information describing a first navigational instruction of the
set of navigational 1nstructions with reference to the at least
one salient object may include the alignment component
912, the object instruction component 914, and/or the user
interface 926. In another aspect, the means for outputting
instructional information describing a first navigational
instruction of the set of navigational instructions with ret-
erence to the at least one salient object may be any compo-
nent, any module, or any apparatus configured to perform
the functions recited by the aforementioned means.

[0153] The at least one neural network and/or machine-
learning model may further include means for obtaining
second 1mage data that 1s captured through the second
camera. In one aspect, the means for obtaining second image
data that 1s captured through the second camera may be the
general-purpose processor 102, program memory associated
with the general-purpose processor 102, memory block 118,
local processing units 202, and or the routing connection
processing units 216 configured to perform the functions
recited. In one aspect, the means for obtaining second 1image
data that 1s captured through the second camera may include
the attention detector 908, the information store component
904, the saliency information component 906, and/or the
interior vehicle camera 924. In another aspect, the means for
obtaining second image data that 1s captured through the
second camera may be any component, any module, or any
apparatus configured to perform the functions recited by the
aforementioned means.

[0154] The at least one neural network and/or machine-
learning model may further include means for determining
a second field of view associated with the user based on the
second 1mage data. In one aspect, the means for determining
a second field of view associated with the user based on the
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second 1mage data may be the general-purpose processor
102, program memory associated with the general-purpose
processor 102, memory block 118, local processing units
202, and or the routing connection processing units 216
configured to perform the functions recited. In one aspect,
the means for determining a second field of view associated
with the user based on the second image data may include
the attention detector 908, the information store component
904, the saliency information component 906, and/or the
salient objects selection component 910. In another aspect,
the means for obtaining second 1mage data that 1s captured
through the second camera may be any component, any
module, or any apparatus configured to perform the func-
tions recited by the aforementioned means.

[0155] The at least one neural network and/or machine-
learning model may further include means for storing field-
of-view information based on the second field of view. In
one aspect, the means for storing field-of-view iformation
based on the second field of view may be the general-
purpose processor 102, program memory associated with the
general-purpose processor 102, memory block 118, local
processing units 202, and or the routing connection process-
ing units 216 configured to perform the functions recited. In
one aspect, the means for storing field-of-view information
based on the second field of view may include the attention
detector 908, the information store component 904, the
saliency information component 906, and/or the salient
objects selection component 910. In another aspect, the
means for storing field-of-view information based on the
second field of view may be any component, any module, or
any apparatus configured to perform the functions recited by
the aforementioned means.

[0156] The at least one neural network and/or machine-
learning model may further include means for processing the
first image data using a first DNN for 1dentification of a set
ol objects represented 1n the first scene. In one aspect, the
means for processing the first image data using a first DNN
for 1dentification of a set of objects represented 1n the first
scene may be the general-purpose processor 102, program
memory associated with the general-purpose processor 102,
memory block 118, local processing units 202, and or the
routing connection processing units 216 configured to per-
form the functions recited. In one aspect, the means for
processing the first image data using a first DNN for
identification of a set of objects represented in the first scene
may 1include the object detector 902 and/or the salient
objects selection component 910. In another aspect, the
means for processing the first image data using a first DNN
for 1dentification of a set of objects represented in the first
scene may be any component, any module, or any apparatus
configured to perform the functions recited by the afore-
mentioned means.

[0157] The at least one neural network and/or machine-
learning model may further include means for processing the
set of objects using a second DNN {for i1dentification of the
at least one salient object that 1s estimated to be at least
partially within the first field of view. In one aspect, the
means for processing the set of objects using a second DNN
for 1dentification of the at least one salient object that 1s
estimated to be at least partially within the first field of view
may be the general-purpose processor 102, program
memory associated with the general-purpose processor 102,
memory block 118, local processing units 202, and or the
routing connection processing units 216 configured to per-
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form the functions recited. In one aspect, the means for
processing the set of objects using a second DNN for
identification of the at least one salient object that 1s esti-
mated to be at least partially within the first field of view
may include the salient objects selection component 910. In
another aspect, the means for processing the set of objects
using a second DNN for identification of the at least one
salient object that 1s estimated to be at least partially within
the first field of view may be any component, any module,
or any apparatus configured to perform the functions recited
by the atorementioned means.

[0158] The at least one neural network and/or machine-
learning model may further include means for adjusting one
or more weights associated with the second DNN based on
the first field of view. In one aspect, the means for adjusting
one or more weights associated with the second DNN based
on the first field of view may be the general-purpose
processor 102, program memory associated with the gen-
eral-purpose processor 102, memory block 118, local pro-
cessing units 202, and or the routing connection processing
units 216 configured to perform the functions recited. In one
aspect, the means for adjusting one or more weights asso-
ciated with the second DNN based on the first field of view
may include the saliency information component 906 and/or
the salient objects selection component 910. In another
aspect, the means for adjusting one or more weights asso-
ciated with the second DNN based on the first field of view
may be any component, any module, or any apparatus
configured to perform the functions recited by the afore-
mentioned means.

[0159] The at least one neural network and/or machine-
learning model may further include means for determining
the at least one salient object 1s 1n motion. In one aspect, the
means determining the at least one salient object 1s in motion
may be the general-purpose processor 102, program
memory associated with the general-purpose processor 102,
memory block 118, local processing units 202, and or the
routing connection processing units 216 configured to per-
form the functions recited. In one aspect, the means for
determining the at least one salient object 1s in motion may
include the object detector 902, the salient objects selection
component 910, and/or the alignment component 912. In
another aspect, the means for determining the at least one
salient object 1s 1n motion may be any component, any
module, or any apparatus configured to perform the func-
tions recited by the aforementioned means.

[0160] According to certain aspects of the present disclo-
sure, each local processing unit 202 may be configured to
determine parameters of the model based upon desired one
or more functional features of the model, and develop the
one or more functional features towards the desired func-
tional features as the determined parameters are further
adapted, tuned and updated.

[0161] In some aspects, the method 1000 (FIG. 10) and/or
the method 1100 (FIG. 11) may be performed by the SOC
100 (FIG. 1) or the system 200 (FIG. 2). That 1s, each of the
clements of methods 1000 and 1100 may, for example, but
without limitation, be performed by the SOC 100 or the
system 200 or one or more processors (e.g., CPU 102 and
local processing unit 202) and/or other components included
therein.

[0162] The various operations of methods described above
may be performed by any suitable means capable of per-
forming the corresponding functions. The means may
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include various hardware and/or software component(s)
and/or module(s), including, but not limited to, a circuit, an
application specific integrated circuit (ASIC), or processor.
Generally, where there are operations illustrated in the
figures, those operations may have corresponding counter-
part means-plus-function components with similar number-
ing.

[0163] As used herein, the term “determining” encom-
passes a wide variety of actions. For example, “determining’™
may include calculating, computing, processing, deriving,
mvestigating, looking up (e.g., looking up 1n a table, a
database or another data structure), ascertaining and the like.
Additionally, “determining” may include receiwving (e.g.,
receiving information), accessing (e.g., accessing data in a
memory) and the like. Furthermore, “determining” may
include resolving, selecting, choosing, establishing and the

like.

[0164] As used herein, a phrase referring to “at least one
of” a list of 1tems refers to any combination of those items,
including single members. As an example, “at least one of:
a, b, or ¢ 1s intended to cover: a, b, ¢, a-b, a-c, b-c, and a-b-c.
[0165] The various illustrative logical blocks, modules
and circuits described in connection with the present dis-
closure may be implemented or performed with a general-
purpose processor, a digital signal processor (DSP), an
application specific integrated circuit (ASIC), a field pro-
grammable gate array signal (FPGA) or other programmable
logic device (PLD), discrete gate or transistor logic, discrete
hardware components or any combination thereof designed
to perform the functions described herein. A general-purpose
processor may be a microprocessor, but in the alternative,
the processor may be any commercially available processor,
controller, microcontroller or state machine. A processor
may also be implemented as a combination of computing
devices, e.g., a combination of a DSP and a microprocessor,
a plurality of microprocessors, one or more miCroprocessors

in conjunction with a DSP core, or any other such configu-
ration.

[0166] The steps of a method or algorithm described 1n
connection with the present disclosure may be embodied
directly in hardware, in a software module executed by a
processor, or in a combination of the two. A software module
may reside 1n any form of storage medium that 1s known in
the art. Some examples of storage media that may be used
include random access memory (RAM), read only memory
(ROM), flash memory, erasable programmable read-only
memory (EPROM), electrically erasable programmable
read-only memory (EEPROM), registers, a hard disk, a
removable disk, a CD-ROM and so forth. A software module
may include a single instruction, or many 1instructions, and
may be distributed over several different code segments,
among different programs, and across multiple storage
media. A storage medium may be coupled to a processor
such that the processor can read information from, and write
information to, the storage medium. In the alternative, the
storage medium may be integral to the processor.

[0167] The methods disclosed herein include one or more
steps or actions for achieving the described method. The
method steps and/or actions may be interchanged with one
another without departing from the scope of the claims. In
other words, unless a specific order of steps or actions 1s
specified, the order and/or use of specific steps and/or
actions may be modified without departing from the scope of
the claims.
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[0168] The functions described may be implemented 1n
hardware, software, firmware, or any combination thereof I
implemented in hardware, an example hardware configura-
tion may include a processing system in a device. The
processing system may be implemented with a bus archi-
tecture. The bus may include any number of interconnecting
buses and bridges depending on the specific application of
the processing system and the overall design constraints.
The bus may link together various circuits including a
processor, machine-readable media, and a bus interface. The
bus interface may be used to connect a network adapter,
among other things, to the processing system via the bus.
The network adapter may be used to implement signal
processing functions. For certain aspects, a user interface
(e.g., keypad, display, mouse, joystick, etc.) may also be
connected to the bus. The bus may also link various other
circuits such as timing sources, peripherals, voltage regula-
tors, power management circuits, and the like, which are
well known 1n the art, and therefore, will not be described
any further.

[0169] The processor may be responsible for managing the
bus and general processing, including the execution of
software stored on the machine-readable media. The pro-
cessor may be implemented with one or more general-
purpose and/or special-purpose processors. Examples
include microprocessors, microcontrollers, DSP processors,
and other circuitry that can execute software. Software shall
be construed broadly to mean instructions, data, or any
combination thereof, whether referred to as software, firm-
ware, middleware, microcode, hardware description lan-
guage, or otherwise. Machine-readable media may include,
by way of example, random access memory (RAM), flash
memory, read only memory (ROM), programmable read-
only memory (PROM), erasable programmable read-only
memory (EPROM), electrically erasable programmable
Read-only memory (EEPROM), registers, magnetic disks,
optical disks, hard drives, or any other suitable storage
medium, or any combination thereof. The machine-readable
media may be embodied 1n a computer-program product.
The computer-program product may include packaging
materials.

[0170] In a hardware implementation, the machine-read-
able media may be part of the processing system separate
from the processor. However, as those skilled 1n the art will
readily appreciate, the machine-readable media, or any
portion thereof, may be external to the processing system.
By way of example, the machine-readable media may
include a transmission line, a carrier wave modulated by
data, and/or a computer product separate from the device, all
which may be accessed by the processor through the bus
interface. Alternatively, or 1n addition, the machine-readable
media, or any portion thereof, may be integrated into the
processor, such as the case may be with cache and/or general
register files. Although the various components discussed
may be described as having a specific location, such as a
local component, they may also be configured 1n various
ways, such as certain components being configured as part
of a distributed computing system.

[0171] The processing system may be configured as a
general-purpose processing system with one or more micro-
processors providing the processor functionality and exter-
nal memory providing at least a portion of the machine-
readable media, all linked together with other supporting
circuitry through an external bus architecture. Alternatively,
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the processing system may include one or more neuromor-
phic processors for implementing the neuron models and
models of neural systems described herein. As another
alternative, the processing system may be implemented with
an application specific integrated circuit (ASIC) with the
processor, the bus interface, the user interface, supporting
circuitry, and at least a portion of the machine-readable
media integrated 1nto a single chip, or with one or more field
programmable gate arrays (FPGAs), programmable logic
devices (PLDs), controllers, state machines, gated logic,
discrete hardware components, or any other suitable cir-
cuitry, or any combination of circuits that can perform the
various functionality described throughout this disclosure.
Those skilled 1n the art will recognize how best to implement
the described functionality for the processing system
depending on the particular application and the overall
design constraints imposed on the overall system.

[0172] The machine-readable media may include a num-
ber of software modules. The software modules include
instructions that, when executed by the processor, cause the
processing system to perform various functions. The soft-
ware modules may include a transmission module and a
receiving module. Fach software module may reside 1n a
single storage device or be distributed across multiple stor-
age devices. By way of example, a software module may be
loaded 1into RAM from a hard drive when a triggering event
occurs. During execution of the software module, the pro-
cessor may load some of the instructions into cache to
increase access speed. One or more cache lines may then be
loaded into a general register file for execution by the
processor. When referring to the functionality of a software
module below, 1t will be understood that such functionality
1s 1implemented by the processor when executing instruc-
tions from that software module. Furthermore, 1t should be
appreciated that aspects of the present disclosure result 1n
improvements to the functioning of the processor, computer,
machine, or other system implementing such aspects.

[0173] If implemented 1n software, the functions may be
stored or transmitted over as one or more instructions or
code on a computer-readable medium. Computer-readable
media 1include both computer storage media and communi-
cation media including any medium that facilitates transfer
of a computer program from one place to another. A storage
medium may be any available medium that can be accessed
by a computer. By way of example, and not limitation, such
computer-readable media can include RAM, ROM,
EEPROM, CD-ROM or other optical disk storage, magnetic
disk storage or other magnetic storage devices, or any other
medium that can be used to carry or store desired program
code 1n the form of instructions or data structures and that
can be accessed by a computer. Additionally, any connection
1s properly termed a computer-readable medium. For
example, 1f the software 1s transmitted from a website,
server, or other remote source using a coaxial cable, fiber
optic cable, twisted pair, digital subscriber line (DSL), or
wireless technologies such as infrared (IR), radio, and
microwave, then the coaxial cable, fiber optic cable, twisted
pair, DSL, or wireless technologies such as infrared, radio,
and microwave are included in the definition of medium.
Disk and disc, as used herein, include compact disc (CD),
laser disc, optical disc, digital versatile disc (DVD), floppy
disk, and Blu-ray® disc where disks usually reproduce data
magnetically, while discs reproduce data optically with
lasers. Thus, 1n some aspects computer-readable media may

Oct. 24, 2019

include non-transitory computer-readable media (e.g., tan-
gible media). In addition, for other aspects computer-read-
able media may include transitory computer- readable media
(e.g., a signal). Combinations of the above should also be
included within the scope of computer-readable media.
[0174] Thus, certain aspects may include a computer pro-
gram product for performing the operations presented
herein. For example, such a computer program product may
include a computer-readable medium having instructions
stored (and/or encoded) thereon, the instructions being
executable by one or more processors to perform the opera-
tions described herein. For certain aspects, the computer
program product may include packaging material.

[0175] Further, 1t should be appreciated that modules
and/or other appropriate means for performing the methods
and techniques described herein can be downloaded and/or
otherwise obtained by a user terminal and/or base station as
applicable. For example, such a device can be coupled to a
server to facilitate the transfer of means for performing the
methods described herein. Alternatively, various methods
described herein can be provided via storage means (e.g.,
RAM, ROM, a physical storage medium such as a compact
disc (CD) or floppy disk, etc.), such that a user terminal
and/or base station can obtain the various methods upon
coupling or providing the storage means to the device.
Moreover, any other suitable technique for providing the
methods and techniques described herein to a device can be
utilized.

[0176] Iti1s to be understood that the claims are not limited
to the precise configuration and components illustrated
above. Various modifications, changes and variations may
be made 1n the arrangement, operation and details of the
methods and apparatus described above without departing
from the scope of the claims.

What 1s claimed 1s:

1. A method for providing navigational instructions using
at least one neural network, the method comprising;:

obtaining a set of navigational instructions describing a
route to a destination;

obtaining first image data through a first camera that 1s
oriented toward the route, the first image data depicting
a first scene associated with the route;

determining a first field of view associated with a user that
1s navigating the route to the destination based on a first
sensor that 1s oriented toward the user;

identifying at least one salient object represented 1n the
first scene based on the first field of view; and

outputting 1instructional information describing a first
navigational instruction of the set of navigational
instructions with reference to the at least one salient
object.

2. The method of claim 1, wherein the first sensor
comprises a second camera that 1s oriented toward the user.

3. The method of claim 2, further comprising:

obtaining second 1image data that 1s captured through the
second camera;

determining a second field of view associated with the
user based on the second image data; and

storing field-of-view information based on the second
field of view,

wherein the determining the first field of view associated
with the user that 1s navigating the route 1s based on the
field-of-view information.
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4. The method of claim 3, wherein the storing the field-
of-view 1nformation based on the second field of view
Comprises:

storing the field-of-view information based on the second

field of view before the obtaining the set of naviga-
tional 1nstructions describing the route to the destina-
tion.

5. The method of claim 1, further comprising:

processing the first image data using a first deep neural

network (DNN) for identification of a set of objects
represented 1n the first scene,

wherein the identifying the at least one salient object

represented 1n the first scene based on the first field of
view 1s further based on the set of objects represented
in the first scene.
6. The method of claim 5, wherein the 1dentifying the at
least one salient object represented in the first scene based on
the first field of view comprises:
processing the set of objects using a second DNN for
identification of the at least one salient object that 1s
estimated to be at least partially within the first field of
VIEW.

7. The method of claim 6, further comprising:

adjusting one or more weights associated with the second
DNN based on the first field of view.

8. The method of claim 7, wherein the one or more
weights are adjusted based at least in part on a profile
associated with the user, the profile being based on at least
one of an age associated with the user, a sex associated with
the user, a driving experience level associated with the user,
a preference associated with the user, historical information
assoclated with the user, or a location associated with the
user.

9. The method of claim 1, wherein the instructional
information 1s configured to be output through at least one
of audio presentation or visual presentation.

10. The method of claim 1, wherein the first image data
depicts the first scene over a plurality of time steps, and the
at least one salient object 1s 1n motion over the plurality of
time steps.

11. The method of claim 10, further comprising;

determining the at least one salient object 1s 1n motion,

wherein the instructional information describing the first
navigational instruction of the set of navigational
instructions with reference to the at least one salient
object 1s based on the motion of the at least one salient
object.

12. An apparatus for providing navigational instructions
using at least one neural network, the apparatus comprising;:

means for obtaining a set of navigational instructions

describing a route to a destination;
means for obtaining first image data through a first camera
that 1s oriented toward the route, the first 1mage data
depicting a first scene associated with the route;

means for determining a first field of view associated with
a user that 1s navigating the route to the destination
based on a first sensor that 1s oriented toward the user:;

means for identifying at least one salient object repre-
sented 1n the first scene based on the first field of view;
and

means for outputting instructional information describing

a first navigational instruction of the set of navigational
instructions with reference to the at least one salient
object.
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13. The apparatus of claim 12, wherein the first sensor
comprises a second camera that 1s oriented toward the user.

14. The apparatus of claim 13, further comprising:

means for obtaiming second image data that 1s captured

through the second camera;

means for determining a second field of view associated

with the user based on the second image data; and
means for storing field-of-view information based on the
second field of view,

wherein the determining the first field of view associated

with the user that 1s navigating the route 1s based on the
field-of-view information.

15. The apparatus of claim 14, wherein the means for
storing the field-of-view information based on the second
field of view 1s configured to store the field-of-view 1nfor-
mation based on the second field of view before the obtain-
ing the set of navigational instructions describing the route
to the destination.

16. The apparatus of claim 12, further comprising;

means for processing the first image data using a first deep

neural network (DNN) for identification of a set of
objects represented 1n the first scene,

wherein the identifying the at least one salient object

represented 1n the first scene based on the first field of
view 1s further based on the set of objects represented
in the first scene.

17. The apparatus of claim 16, wherein the means for
identitying the at least one salient object represented in the
first scene based on the first field of view 1s configured to
process the set of objects using a second DNN {for 1dentifi-
cation of the at least one salient object that 1s estimated to be
at least partially within the first field of view.

18. The apparatus of claim 17, further comprising;

means for adjusting one or more weights associated with
the second DNN based on the first field of view.

19. The apparatus of claim 18, wherein the one or more
weights are adjusted based at least in part on a profile
associated with the user, the profile being based on at least
one of an age associated with the user, a sex associated with
the user, a driving experience level associated with the user,
a preference associated with the user, historical information
assoclated with the user, or a location associated with the
user.

20. The apparatus of claim 12, wherein the instructional
information 1s configured to be output through at least one
of audio presentation or visual presentation.

21. The apparatus of claim 12, wherein the first 1mage
data depicts the first scene over a plurality of time steps, and
the at least one salient object 1s in motion over the plurality
of time steps.

22. The apparatus of claim 21, further comprising:

means for determining the at least one salient object 1s 1n
motion,

wherein the 1nstructional information describing the first
navigational instruction of the set of navigational
instructions with reference to the at least one salient
object 1s based on the motion of the at least one salient
object.

23. An apparatus for providing navigational instructions
using at least one neural network, the apparatus comprising;:

a memory; and

at least one processor coupled to the memory and con-
figured to:
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obtain a set of navigational instructions describing a
route to a destination;

obtain first image data through a first camera that 1s
oriented toward the route, the first image data depict-
ing a first scene associated with the route;

determine a first field of view associated with a user
that 1s navigating the route to the destination based
on a first sensor that 1s oriented toward the user;

identify at least one salient object represented 1n the
first scene based on the first field of view; and

output instructional information describing a first navi-
gational istruction of the set of navigational instruc-
tions with reference to the at least one salient object.

24. The apparatus of claim 23, wherein the at least one
processor 1s further configured to process the first image data
using a first deep neural network (DNN) for identification of
a set of objects represented 1n the first scene,

wherein the identifying the at least one salient object
represented 1n the first scene based on the first field of
view 1s further based on the set of objects represented
in the first scene.

25. The apparatus of claim 24, wherein the identification
of the at least one salient object represented in the first scene
based on the first field of view comprises to process the set
of objects using a second DNN for identification of the at
least one salient object that 1s estimated to be at least
partially within the first field of view.

26. The apparatus of claim 25, wherein the at least one
processor 1s further configured to adjust one or more weights

associated with the second DNN based on the first field of
VIEW.
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27. The apparatus of claim 23, wherein the instructional
information 1s configured to be output through at least one
of audio presentation or visual presentation.

28. The apparatus of claim 23, wherein the first 1mage
data depicts the first scene over a plurality of time steps, and
the at least one salient object 1s 1n motion over the plurality
of time steps.

29. The apparatus of claim 28, wherein the at least one
processor 1s further configured to determine the at least one
salient object 1s 1n motion,

wherein the 1nstructional information describing the first

navigational instruction of the set of navigational
instructions with reference to the at least one salient
object 1s based on the motion of the at least one salient
object.

30. A computer-readable medium storing computer-ex-
ecutable code for providing navigational instructions using
at least one neural network, include code to:

obtain a set of navigational instructions describing a route

to a destination;
obtain first 1mage data through a first camera that 1s
oriented toward the route, the first image data depicting
a first scene associated with the route;

determine a first field of view associated with a user that
1s navigating the route to the destination based on a first
sensor that 1s oriented toward the user;

1dentify at least one salient object represented 1n the first

scene based on the first field of view; and

output instructional information describing a first naviga-

tional instruction of the set of navigational istructions
with reference to the at least one salient object.
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