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(57) ABSTRACT

Embodiments of the present disclosure provide a computer-
implemented method, an electronic device and a computer
program product. The method comprises: obtaining infor-
mation of an application to be run by one of a plurality of
cloud systems; obtaining history information resulted from
the plurality of cloud systems running the application; in
response to presence of the history information resulted
from each of the plurality of cloud systems, scheduling the
application to a first cloud system whose history information
1s matched with the obtained information for running the
application; and 1n response to lack of the history informa-
tion resulted from at least one of the plurality of cloud
systems, scheduling the application to a second cloud sys-
tem of the at least one cloud system. Embodiments of the
present disclosure can optimize the scheduling result of the
scheduler of a cloud system and enhance user experience.
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METHOD, DEVICE AND COMPUTER
PROGRAM PRODUCT FOR SCHEDULING
MULTI-CLOUD SYSTEM

RELATED APPLICATION(S)

[0001] The present application claims priority to Chinese
Patent Application No. 201810362291.7, filed Apr. 20,
2018, and entitled “Method, Device and Computer Program
Product for Scheduling Multi-Cloud System,” which 1s
incorporated by reference herein 1n 1ts entirety.

FIELD

[0002] Embodiments of the present disclosure generally
relate to a computer system, a storage system or a cloud
system, and more specifically, to a computer-implemented
method, an electronic device and a computer program prod-
uct.

BACKGROUND

[0003] Public cloud systems have become a resilient
online resource that allows users to deploy and run appli-
cations easily. Typically, different cloud systems provide
such resources with different prices, performance, availabil-
ity and the like. When the users deploy and run an applica-
tion 1 a multi-cloud environment, a scheduler 1s generally
used to schedule the application to a certain cloud system for
running the application based on information related to the
application and cloud system.

[0004] More generally, the scheduler may be used to select
one or more targets among a plurality of potential candi-
dates. In a multi-cloud system, the scheduler may select
different target cloud systems with different kinds of policies
which possibly mvolve performance, costs, reliability and so
on. At present, the scheduler typically uses static informa-
tion or currently obtained transient information to schedule
applications based on fixed rules. However, this scheduling
approach can hardly achieve good scheduling results 1n
many cases and thus cannot meet the user’s requirements.

SUMMARY

[0005] Embodiments of the present disclosure relate to a
computer-implemented method, an electronic device and a
computer program product.

[0006] In a first aspect of the present disclosure, there 1s
provided a computer-implemented method. The method
comprises: obtaining information of an application to be run
by one of a plurality of cloud systems. The method further
comprises: obtaining history information resulted from the
plurality of cloud systems running the application. The
method further comprises: 1n response to presence of the
history information resulted from each of the plurality of
cloud systems, scheduling the application to a first cloud
system whose history information 1s matched with the
obtained information for running the application. The
method still further comprises: 1n response to lack of the
history information resulted from at least one of the plurality
of cloud systems, scheduling the application to a second
cloud system of the at least one cloud system.

[0007] In some embodiments, the method further com-
prises: updating the history information based on running of
the application on at least one of the plurality of cloud
systems.
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[0008] In some embodiments, the second cloud system 1s
selected randomly from the at least one cloud system.

[0009] In some embodiments, scheduling the application
to the first cloud system comprises: determining history
information having a highest matching degree with the
information; determining that the history information 1is
resulted from the first cloud system running the application;
and assigning the application to the first cloud system.

[0010] In some embodiments, the method further com-
prises: determining, from the history information, a history
duration for running the application; and predicting, based
on the history duration, a duration for the first cloud system
to run the application.

[0011] In some embodiments, obtaining the information
comprises: determining an identifier and a workload of the
application.

[0012] In some embodiments, the history information
comprises at least one of the following: an 1dentifier of a run
application, an 1dentifier of a cloud system that ran an
application, a workload of an application, a running duration
of an application, and whether an application needs to keep
running until terminated by a user.

[0013] In a second aspect of the present disclosure, there
1s provided an electronic device. The electronic device
comprises at least one processor; and at least one memory
including computer program instructions, the at least one
memory and the computer program instructions being con-
figured to, together with the at least one processor, cause the
clectronic device to obtain information of an application to
be run by one of a plurality of cloud systems. The at least one
memory and the computer program instructions are further
configured to, together with the at least one processor, cause
the electronic device to obtain history information resulted
from the plurality of cloud systems running the application.
The at least one memory and the computer program instruc-
tions are further configured to, together with the at least one
processor, cause the electronic device to: i response to
presence of the history information of resulted from each of
the plurality of cloud systems, schedule the application to a
first cloud system whose history information i1s matched
with the obtained information for running the application.
The at least one memory and the computer program instruc-
tions are fturther configured to, together with the at least one
processor, cause the electronic device to: 1n response to lack
of the history information resulted from at least one of the
plurality of cloud systems, schedule the application to a
second cloud system of the at least one cloud system.

[0014] In some embodiments, the at least one memory and
the computer program instructions are further configured to,
together with the at least one processor, cause the electronic
device to update the history information based on running of
the application on at least one of the plurality of cloud
systems.

[0015] In some embodiments, the second cloud system 1is
selected randomly from the at least one cloud system.

[0016] In some embodiments, the at least one memory and
the computer program instructions are further configured to,
together with the at least one processor, cause the electronic
device to: determine history information having a highest
matching degree with the information; determine that the
history information 1s resulted from the first cloud system
running the application; and assign the application to the
first cloud system.



US 2019/0327303 Al

[0017] Insome embodiments, the at least one memory and
the computer program instructions are further configured to,
together with the at least one processor, cause the electronic
device to: determine, from the history information, a history
duration for running the application; and predict, based on
the history duration, a duration for the first cloud system
running the application.

[0018] In some embodiments, the at least one memory and
the computer program instructions are further configured to,
together with the at least one processor, cause the electronic
device to: determine an identifier and a workload of the
application.

[0019] In some embodiments, the history information
comprises at least one of the following: an identifier of a run
application, an 1dentifier of a cloud system that ran an
application, a workload of an application, a running duration
of an application, and whether an application needs to keep
running until terminated by a user.

[0020] In a third aspect of the present disclosure, there 1s
provided a computer program product tangibly stored on a
non-transitory computer readable medium and comprising
machine executable instructions which, when executed,
cause a machine to perform steps of the method according
to the first aspect.

BRIEF DESCRIPTION OF THE DRAWINGS

[0021] Through the following detailed description with
reference to the accompanying drawings, the above and
other objectives, features, and advantages of example
embodiments of the present disclosure will become more
apparent. Several example embodiments of the present dis-
closure will be illustrated by way of example but not
limitation 1n the drawings 1n which:

[0022] FIG. 1 1s a schematic diagram 1illustrating applica-
tion scheduling 1n a multi-cloud environment in which
embodiments of the present disclosure may be implemented.
[0023] FIG. 2 1s a flowchart 1llustrating a computer-imple-
mented method in accordance with embodiments of the
present disclosure.

[0024] FIG. 3 1s a schematic block diagram 1llustrating a
device that may be used to implement embodiments of the
present disclosure.

[0025] Throughout the drawings, the same or similar
reference symbols refer to the same or similar components.

DETAILED DESCRIPTION

[0026] Principles of the present disclosure will now be
described with reference to various example embodiments
illustrated 1n the drawings. It 1s to be understood that
description of those embodiments 1s merely to enable those
skilled 1n the art to better understand and further implement
the present disclosure and not intended for limiting the scope
disclosed herein in any manner.

[0027] FIG. 1 1s a schematic diagram illustrating applica-
tion scheduling 1n a multi-cloud environment 100 1n which
embodiments of the present disclosure may be implemented.
As shown in FIG. 1, the multi-cloud environment 100
includes a scheduler 110, a cloud driver 120 and a plurality
of cloud systems 130-1 to 130-N (heremnafter collectively
referred to as “cloud system 130). In some embodiments,
examples of the plurality of cloud systems 130-1 to 130-N
may 1include various cloud systems provided by diflerent
entities (for example, companies). Generally, the scheduler
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110 determines which of the plurality of cloud systems
130-1 to 130-N that the application 140 1s scheduled to for
deployment and operation.

[0028] 'To perform such scheduling, the scheduler 110 may
obtain information associated with the cloud systems 130
from a metadata module 150, for instance, a price of a cloud
resource provided by the cloud systems 130. Moreover, the
scheduler 110 may further obtain some transient information
from the cloud systems 130 through the cloud driver 120,
such as how much of a resource of the cloud systems 130 1s
available presently. Based on this information, the scheduler
110 may determine which cloud system of the cloud systems
130 that the application 140 1s scheduled to.

[0029] It 1s to be understood that FIG. 1 only schemati-
cally 1illustrates units, modules or components associated
with embodiments of the present disclosure in the multi-
cloud environment 100. In other embodiments, the multi-
cloud environment 100 may further comprise additional
units, modules or components for other functions, such as an
execution module, an installation module, an authorization
module and the like. Therefore, embodiments of the present
disclosure are not limited to the specific units, modules or
components depicted 1n FIG. 1.

[0030] As mentioned above, conventional schedulers typi-
cally utilize static information or currently obtained transient
information to schedule applications based on fixed rules.
However, this scheduling approach can hardly achieve good
scheduling results 1n many cases and thus cannot meet user
requirements. For example, one way of scheduling 1s to
evaluate costs of running an application 1n different cloud
systems. To this end, the metadata module may store, for
instance, prices of cloud resources of different cloud systems
as metadata, such as a price/hour per central processing unit
(CPU) core, a price of dynamic random access memory
(DRAM) storage resource per gigabyte (GB), a price of solid
state drives (SSD) storage resource per GB and so on.
Conventional schedulers employ this price information and
price models to evaluate a total cost of completing the
running of an application in each cloud system, and then
select the cloud system with the lowest cost to run the
application.

[0031] It has been realized by the inventors of the present
disclosure that this scheduling approach may be problem-
atic. For example, 1n some cases, even 1f a plurality of cloud
systems claim to provide similar cloud resource configura-
tions, performance of the same application operating in
these cloud systems may be different, and the performance
of the same application operating in the same cloud system
may also be different and sometimes may vary significantly.
The conventional scheduling approach cannot predict a time
for completing the running of the application when the cloud
system has different or varying performance.

[0032] Therefore, the conventional scheduling approach
adopting a traditional price model can only determine the
cost per unit time, but i1t 1s 1impossible to determine the cost
for completing the running of the application. For applica-
tions that need to be run for a long time (such as background
applications), the conventional scheduling approach may be
appropriate. However, for some other applications, for
instance, applications with a fixed size of workload, the
conventional scheduling approach will give wrong sched-
uling output.

[0033] It has been further discovered by the inventors of
the present disclosure that the above-mentioned problem
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with the conventional scheduler 1s mainly resulting from the
use of static information or transient information to deter-
mine the cloud system to run the application. However, in
some scenarios, mformation for scheduling possibly needs
to be information over a period of time and should be
updated dynamically. Only with such information, the opti-
mal scheduling result may be achieved. Therefore, 1t shall be
understood that the above-mentioned problem of the con-
ventional scheduler does not only exist in the scheduling
approach based on price model but also 1n other scheduling
methods using static information or transient information.

[0034] In view of the above and other potential problems
of the conventional scheduler, embodiments of the present
disclosure provide a computer-implemented method, an
electronic device and a computer program product. Embodi-
ments of the present disclosure improve the scheduling
approach of the conventional scheduler so that the scheduler
determines the cloud system to run the application based on,
in addition to static information or transient information,
dynamic information or information over a period of time.
Embodiments of the present disclosure collect and reuse
runtime information associated with the application so as to
optimize the scheduling result of the scheduler and enhance
user experience. Reference will be made to the drawings
below to depict embodiments of the present disclosure in
detail.

[0035] FIG. 2 1s a flowchart 1llustrating a computer-imple-
mented method 200 1n accordance with embodiments of the
present disclosure. In some embodiments, method 200 may
be implemented by the scheduler 110 1n the multi-cloud
environment 100, for instance, or may be implemented by a
controller or controlling module 1n the scheduler 110 or
various modules of the scheduler 110. In other embodi-
ments, the method 200 may also be implemented by a
computing device independent of the multi-cloud environ-
ment 100, or other units in the multi-cloud environment 100.
For ease of discussion, the method 200 will be discussed in
combination with FIG. 1.

[0036] At 205, the scheduler 110 obtains information of
the application 140 to be run by one of the plurality of cloud
systems 130. For example, the scheduler 110 may determine
an 1dentifier (such as an application name) and a workload
(that 1s, the required amount of work) of the application 140.
It shall be understood that 1n the multi-cloud environment
100, 1t 1s common for the same application 140 to be run
multiple times while the workload for running the applica-
tion 140 each time might be different. Therefore, obtaining
the workload of the application 140 by the scheduler 110
tacilitates scheduling the application 140 to be run by a more
suitable cloud system 130.

[0037] Additionally, the workload of some applications
(such as a background application, daemon) cannot be
determined beforehand. Instead, these applications need to
keep running until terminated by the user, so the workload
of these types of applications may have special tags. In some
other embodiments, 1n addition to the identifier and the
workload of the application 140, the scheduler 110 may also
obtain other information of the application 140 so as to
schedule the application 140, such as the highest price
acceptable to the user, the lowest performance acceptable to
the user, the longest running time acceptable to the user and
SO On.

[0038] Insomeembodiments, obtaining the information of
application 140 may be implemented by arranging an appli-
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cation matching module (not shown) 1n the scheduler 110.
For example, the application matching module can i1dentity
different applications and respective workloads. As will be
discussed below 1n detail, the output of the application
matching module, namely, the information of application
140 obtained by the scheduler 110, may be used as an index
in the history information for running applications in the
cloud systems 130 and searching for the history information
associated with the application 140.

[0039] At 210, the scheduler 110 obtains history informa-
tion for running application 140 by the cloud systems 130-1
to 130-N 1n the plurality of cloud systems 130. Referring to
FIG. 1, the scheduler 110 may (for example, through the
application matching module, not shown) obtain the history
information from the metadata module 150. Correspond-
ingly, each time after scheduling the application to one of the
cloud systems 130 (such as the cloud system 130-1) for
running the application, the scheduler 110 may store history
information associated with running the application by the
cloud system 130-1 into the metadata module 150 for
reference 1n the subsequent application scheduling. In some
other embodiments, the scheduler 110 may also obtain
history information from other units or modules.

[0040] Insome embodiments, the history information may
include an identifier of a run application, an identifier of a
cloud system that ran an application, a workload of an
application, and/or a running duration of an application, and
so on. Therefore, the scheduler 110 may use the information
of the application 140 as an index and search for the history
information associated with the application 140 from all
history information of all the cloud systems 130-1 to 130-N
running all applications.

[0041] For example, the history information may be orga-
nized in a form of a data structure {an application identifier,
a cloud system identifier, a workload, a running duration}.
Taking the case that the cloud system 130-1 ran the appli-
cation 140 as an example, the generated history information
may be recorded as {the identifier of the application 140, the
identifier of the cloud system 130-1, the workload for this
running by the application 140, the running duration of this
running by the application 140}.

[0042] It shall be understood that similar history informa-
tion can be generated by each of the cloud systems 130-1 to
130-N running every application. It can be identified, with
the 1dentifier of the application and the 1dentifier of the cloud
system, which application and which cloud system that such
history information corresponds to. Moreover, i order to
distinguish an application that needs to be run for a long
term and an application having a fixed workload 1n history
information and to schedule these two kinds of applications
reasonably on this basis, the history information may further
include an information item about whether the application
needs to keep running until terminated by the user.

[0043] Referring back to FIG. 2, at 215, the scheduler 110
determines 1f history information resulted from each of
cloud systems 130-1 to 130-N for application 140 exists.
That 1s, the scheduler 110 determines 1f each of the cloud
systems 130-1 to 130-N once ran the application 140. For
example, the scheduler 110 may search, based on an 1den-
tifier of the application 140, for history information about
the application 140 from the history information resulted
from each of the cloud systems 130-1 to 130-N for all the
applications to perform the above determination. In some
embodiments, 1f each of the cloud systems 130-1 to 130-N
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once ran the application 140, the scheduler 110 may consider
that there 1s suflicient information to schedule the applica-
tion 140. Otherwise, the scheduler 110 may consider lack of
suilicient information for performing this scheduling of the
application 140.

[0044] At 220, 1n response to presence of the history
information resulted from each cloud system 130-1 to 130-N
for the application 140, the scheduler 110 schedules the
application 140 to a first cloud system (such as the cloud
system 130-1) whose history information 1s matched with
the obtained information for running the application. As
indicated above, each cloud system 130-1 to 130-N possibly
once ran the application 140, and possibly ran the applica-
tion 140 multiple times. However, the running of the appli-
cation 140 by each cloud system 130-1 to 130-N might be
different and the multiple times of running of the application
140 by the same cloud system might also be different. The
running information retlecting these past runnings of the
application 140 1s all included 1n the history information
obtained by the scheduler 110. Therefore, the scheduler 110
will determine history information matched with the infor-
mation of the application 140 in the obtained history infor-
mation and determine the cloud system to run the applica-
tion 140 this time based on the history information.

[0045] During the process of scheduling the application
140 to the first cloud system (such as the cloud system
130-1), the scheduler 110 may determine the history infor-
mation having the highest matching degree with the infor-
mation of the application 140, then determine that the
history information 1s resulted from the cloud system 130-1
running the application 140 and assign the application 140
to the cloud system 130-1. In this way, 1n the absence of
history information completely matching the information of
the application 140, the scheduler 110 may also implement
this scheduling of the application 140 optimally.

[0046] By way of a specific example, the information of
the application 140 that the scheduler 110 may obtain i1s
{application 140, workload 90} while the obtained history
information includes A: {application 140, cloud system
130-1, workload 10, running duration 10 hours}, B: {appli-
cation 140, cloud system 130-1, workload 100, running
duration 100 hours}, and C: {application 140, cloud system
130-2, workload 50, running duration 10 hours}. In this
case, the scheduler 110 may determine the history informa-
tion having the highest matching degree with the informa-
tion of the application 140, namely, history information B.
Then, the scheduler 110 may determine that the history
information B 1s resulted from the cloud system 130-1
running the application 140. On this basis, the scheduler 110
may assign the application 140 to the cloud system 130-1 for
running the application this time.

[0047] Continuing discussion with this example, the
scheduler 110 may further determine from the history infor-
mation B a history duration for running the application 140,
such as 100 hours. As such, the scheduler 110 may predict
based on the history duration the hours for the cloud system
130-1 running the application 140 this time, for example,
approximately 90 hours. In addition, based on a price model
in use, the scheduler 110 may further use the history duration
to obtain an accurate cost prediction of running the appli-
cation 140 with the cloud system 130-1 this time.

[0048] At 225, in response to lack of history information
resulted from at least one (such as cloud system 130-N or the
like) of a plurality of cloud systems 130-1 to 130-N, the
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scheduler 110 may schedule the application 140 to a second
cloud system (such as the cloud system 130-N) of at least
one cloud system for runming the application. As mentioned
above, 11 history information for running the application 140
by some cloud systems 1n the plurality of cloud systems 130
1s absent, it may mean that the scheduler 110 does not have
suflicient information to schedule the application 140. For
example, the scheduler 110 might be unable to predict the
cost of the application 140 run 1n a certain cloud system this
time.

[0049] For example, this case may occur when the multi-
cloud environment 110 1s mitialized and the scheduler 110
does not have any history information of any application
running 1n any cloud system. Therefore, scheduling the
application 140 to a cloud system that has never run the
application 140 may enable the scheduler 110 to finally have
suflicient information to make a correct scheduling decision
for future scheduling of the application 140.

[0050] In a scenario in which more than one cloud system
has never run the application 140, the second cloud system
(such as the cloud system 130-N) may be selected randomly
from the at least one cloud system. It should be understood
that since none of the at least one cloud system has run the
application 140, there 1s no history information for reference
to schedule the application 140 to one of the at least one
cloud system. In this case, the scheduler 110 may perform
this scheduling randomly. The advantage of random sched-
uling 1s that no information 1s needed to complete the
scheduling.

[0051] Insome embodiments, this random scheduling may
be performed by configuring a randomizer module (not
shown) 1n the scheduler 110. Certainly, 1n other embodi-
ments, the scheduler 110 may also select the second cloud
system 1n any other manner that does not need history
information, for instance, based on static information of a
cloud system, according to an order 1n the alphabet of the
first letters of names of cloud systems, and so on.

[0052] In some embodiments, the scheduler 110 may
update the history information based on running of the
application 140 on at least one (such as the cloud system
130-1 or cloud system 130-N) of the cloud systems 130 so
as to enrich and extend the history information, thereby
improving correctness of subsequent scheduling. For this
purpose, after 1t 1s determined to schedule the application
140 to the cloud system 130-1 or the cloud system 130-N,
the scheduler 110 may monitor various running information
of the application 140 running on the cloud system 130-1 or
cloud system 130-N, such as a running duration. Particu-
larly, the scheduler 110 may further determine whether the
application 140 stops running by itself or its running 1is
terminated by a user. If the application 140 stops running by
itself, then 1t might have a fixed workload. If the operation
of application 140 1s terminated by a user, then 1t may be an
application that needs long-term running, such as a back-
ground application.

[0053] In some embodiments, a collection of running
information may be performed by arranging a collection
module (not shown) 1n the scheduler 110. In other embodi-
ments, information related to running application 140 by the
cloud system 130-1 or cloud system 130-N may also be
collected by other storage units or modules, such as the
cloud system 130-1 or cloud system 130-N. In this case, the
scheduler 110 may obtain the running information from this
storage unit or module.
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[0054] After the runming information 1s collected or
obtained, the scheduler 110 may store the running informa-
tion along with the i1dentifier of the application 140 and the
identifier of the cloud system 130-1 (or the cloud system
130-N) into the metadata module 150 or other storage
modules so as to update the history information for reference
in the subsequent scheduling of the application 140.

[0055] FIG. 3 1s a block diagram 1illustrating a device 300
that may be used to implement embodiments of the present
disclosure. As 1illustrated in the FIG. 3, the device 300
comprises a central processing unit (CPU) 301 which can
execute various appropriate actions and processing based on
computer program instructions stored in a read-only
memory (ROM) 302 or computer program instructions
loaded 1nto a random access memory (RAM) 303 from a
storage unit 308. The RAM 303 also stores all kinds of
programs and data required by operating the storage device
300. The CPU 301, ROM 302 and RAM 303 are connected
to each other via a bus 304 to which an mput/output (I/O)
interface 305 1s also connected.

[0056] A plurality of components 1n the device 300 are
connected to the I/O interface 305, which comprises an input
unit 306, such as a keyboard, a mouse and the like; an output
unit 307, such as various types of displays, loudspeakers and
the like; a storage unit 308, such as a magnetic disk, an
optical disk and the like; and a communication unit 309,
such as a network card, a modem, a wireless communication
transceiver and the like. The communication unit 309 allows
the device 300 to exchange information/data with other
devices through computer networks such as Internet and/or
various telecommunication networks.

[0057] FEach procedure and process as described above,
such as the method 200, can be executed by the processing
unit 301. For example, 1n some embodiments, the method
200 can be implemented as computer software programs,
which are tangibly included 1n a machine-readable medium,
such as the storage unit 308. In some embodiments, the
computer program can be partially or completely loaded
and/or 1nstalled to the device 300 via the ROM 302 and/or
the communication unit 309. When the computer program 1s
loaded to the RAM 303 and executed by the CPU 301, one
or more steps of the above described method 200 are
implemented.

[0058] As used herein, the term “comprises” and 1ts vari-
ants are to be read as open-ended terms that mean “com-
prises, but 1s not limited to.” The term “based on” 1s to be
read as “based at least 1n part on.” The term “one embodi-
ment” or “the embodiment” 1s to be read as ““at least one
embodiment.” The terms “a first”, “a second” and others can
denote different or identical objects. The following text may
also contain other explicit or implicit definitions.

[0059] As used 1n the text, the term “determine” covers
various actions. For example, “determine” may include
operating, calculating, processing, deriving, examining,
looking up (such as look up 1n a table, a database or another
data structure), finding out and so on. Furthermore, “deter-
mine” may include receiving (such as receiving informa-
tion), accessing (such as accessing data in the memory) and
so on. Meanwhile, “determine” may include analyzing,
choosing, selecting, establishing and the like.

[0060] It should be noted that the embodiments of the

present disclosure can be realized by hardware, software or
a combination of hardware and software, where the hard-

ware part can be implemented by a special logic; the
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soltware part can be stored in a memory and executed by a
suitable 1nstruction execution system such as a micropro-
cessor or a special-purpose hardware. One of ordinary skill
in the art will appreciate that the above system and method
may be implemented with computer executable 1nstructions
and/or 1n processor-controlled code which 1s provided on a
carrier medium such as a programmable memory or a data
bearer such as an optical or electronic signal bearer.
[0061] Furthermore, although operations of the present
methods are described 1n a particular order 1n the drawings,
it does not require or imply that these operations are nec-
essarily performed according to this particular sequence, or
a desired outcome can only be achieved by performing all
shown operations. On the contrary, the execution order for
the steps as depicted 1n the flowcharts may be varied.
Alternatively, or 1n addition, some steps may be omitted, a
plurality of steps may be merged into one step, and/or a step
may be divided into a plurality of steps for execution. It waill
be noted that features and functions of two or more units
described above may be embodied in one unit. In turn,
features and functions of one unit described above may be
further embodied in more units.
[0062] Although the present disclosure has been described
with reference to various embodiments, 1t should be under-
stood that the present disclosure 1s not limited to the dis-
closed embodiments. The present disclosure i1s 1intended to
cover various modifications and equivalent arrangements
included 1n the spirit and scope of the appended claims.
What 1s claimed 1s:
1. A computer-implemented method, comprising:
obtaining information of an application to be run by one
of a plurality of cloud systems;
obtaining history information resulted from the plurality
of cloud systems running the application;
1n response to presence of the history information resulted
from each of the plurality of cloud systems, scheduling
the application to a first cloud system whose history
information 1s matched with the obtained information
for running the application; and
in response to lack of the history information resulted
from at least one of the plurality of cloud systems,
scheduling the application to a second cloud system of
the at least one cloud system.
2. The method of claim 1, further comprising:

updating the history information based on running of the
application on at least one of the plurality of cloud
systems.

3. The method of claim 1, wherein the second cloud
system 1s selected randomly from the at least one cloud
system.

4. The method of claim 1, wherein scheduling the appli-
cation to the first cloud system comprises:

determining history information having a highest match-

ing degree with the information;

determining that the history information 1s resulted from

the first cloud system running the application; and
assigning the application to the first cloud system.

5. The method of claim 1, further comprising:

determining, from the history information, a history dura-
tion for running the application; and
predicting, based on the history duration, a duration for
the first cloud system running the application.
6. The method of claim 1, wherein obtaining the infor-
mation comprises:
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determining an identifier and a workload of the applica-

tion.

7. The method of claim 1, wherein the history information
comprises at least one of the following:

an 1dentifier of a run application, an 1dentifier of a cloud

system that ran an application, a workload of an appli-
cation, a running duration of an application, and
whether an application needs to keep running until
terminated by a user.

8. An electronic device, comprising:

at least one processor; and

at least one memory including computer program instruc-

tions, the at least one memory and the computer pro-

gram 1nstructions being configured to, together with the

at least one processor, cause the electronic device to:

obtain information of an application to be run by one of
a plurality of cloud systems;

obtain history information resulted from the plurality of
cloud systems running the application;

in response to presence ol the history information
resulted from each of the plurality of cloud systems,
schedule the application to a first cloud system
whose history information 1s matched with the
obtained information for running the application;
and

in response to lack of the history information resulted
from at least one of the plurality of cloud systems,
schedule the application to a second cloud system of
the at least one cloud system.

9. The electronic device of claim 8, wherein the at least
one memory and the computer program instructions are
further configured to, together with the at least one proces-
sor, cause the electronic device to:

update the history information based on running of the

application on at least one of the plurality of cloud
systems.

10. The electronic device of claim 8, wherein the second
cloud system 1s selected randomly from the at least one
cloud system.

11. The electronic device of claim 8, wherein the at least
one memory and the computer program instructions are
further configured to, together with the at least one proces-
sor, cause the electronic device to:

determine history information having a highest matching

degree with the information;

determine that the history information 1s resulted from the

first cloud system running the application; and

assign the application to the first cloud system.

12. The electronic device of claim 8, wherein the at least
one memory and the computer program instructions are
further configured to, together with the at least one proces-
sor, cause the electronic device to:

determine, from the history information, a history dura-

tion for running the application; and

predict, based on the history duration, a duration for the

first cloud system running the application.
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13. The electronic device of claim 8, wherein the at least
one memory and the computer program instructions are
further configured to, together with the at least one proces-
sor, cause the electronic device to:

determine an 1dentifier and a workload of the application.

14. The electronic device of claim 8, wherein the history
information comprises at least one of the following:

an 1dentifier of a run application, an 1dentifier of a cloud

system that ran an application, a workload of an appli-
cation, a running duration of an application, and
whether an application needs to keep running until
terminated by a user.

15. A computer program product tangibly stored on a
non-transitory computer readable medium and including
machine executable instructions which, when executed,
cause the machine to perform steps of a method comprising:

obtaining information of an application to be run by one

of a plurality of cloud systems;

obtaining history information resulted from the plurality

of cloud systems running the application;

in response to presence of the history information resulted

from each of the plurality of cloud systems, scheduling
the application to a first cloud system whose history
information 1s matched with the obtained information
for running the application; and

in response to lack of the history information resulted

from at least one of the plurality of cloud systems,
scheduling the application to a second cloud system of
the at least one cloud system.

16. The computer program product of claim 15, wherein
the steps of the method further comprise:

updating the history information based on running of the

application on at least one of the plurality of cloud
systems.

17. The computer program product of claim 15, wherein
the second cloud system 1s selected randomly from the at
least one cloud system.

18. The computer program product of claim 15, wherein
scheduling the application to the first cloud system com-
Prises:

determining history information having a highest match-

ing degree with the information;

determining that the history information 1s resulted from

the first cloud system running the application; and
assigning the application to the first cloud system.

19. The computer program product of claim 15, wherein
the steps of the method further comprise:

determining, from the history information, a history dura-

tion for running the application; and

predicting, based on the history duration, a duration for

the first cloud system running the application.

20. The computer program product of claim 15, wherein
obtaining the information comprises:

determining an 1dentifier and a workload of the applica-

tion.
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