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ence distance 1mage information, and detecting, based on the
distance 1mage information acquired by the distance image
sensor and the reference distance image information stored
in the storing unit, whether a stationary object present in the
monitoring area 1s blocking the boundary 1n a visual field of
the distance 1mage sensor.
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ROBOT SYSTEM

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application claims the benefit of Japanese
Patent Application No. 2018-2048935, the content of which 1s
incorporated herein by reference.

FIELD
[0002] The present invention relates to a robot system.
BACKGROUND
[0003] There has been known a robot system that, in

distance 1mages continuously acquired by a distance image
sensor disposed above a work table, sets, around an oper-
ating space of a robot, a monitoring area having a boundary
and causes, according to detection of an operator or the like
entering the monitoring area through the boundary, the robot

to perform danger avoiding operation (see, for example,
PTL 1).

Japanese Unexamined Patent Application, Publication No.
2017-221985

SUMMARY

[0004] According to an aspect of the present invention,
there 1s provided a robot system including: a robot; a
distance 1mage sensor that temporally continuously
acquires, from above an operating space of the robot,
distance 1image information around the operating space; and
an 1mage processing device that processes the distance
image information acquired by the distance image sensor,
the 1image processing device defining, around the operating
space, a monitoring area that includes a boundary for
enabling entrance into the operating space from an outside,
including a storing unit that stores reference distance image
information, which 1s the distance image information of the
boundary of the monitoring area 1n a state 1n which an object
1s absent 1n the monitoring area, and detecting, based on the
distance 1mage information acquired by the distance image
sensor and the reference distance image information stored
in the storing unit, whether a stationary object present in the
monitoring area 1s blocking the boundary 1n a visual field of
the distance 1mage sensor.

BRIEF DESCRIPTION OF DRAWINGS

[0005] FIG. 1 1s an overall configuration diagram showing
a robot system according to an embodiment of the present
invention.

[0006] FIG. 2 1s a side view showing a robot system
shown 1n FIG. 1.

[0007] FIG. 3 1s a diagram showing an example of a
distance 1mage of an outer surface of a monitoring area and
an example of a distance 1mage of a bottom surface of the

monitoring area acquired by the robot system shown in FIG.
1

[0008] FIG. 4 1s a side view showing an example of a case
in which a stationary object 1s disposed 1n the monitoring
area 1n the robot system shown in FIG. 2.

[0009] FIG. § 1s a diagram showing an example of a
distance 1mage of the outer surface of the monitoring area
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and an example of a distance 1mage of the bottom surface of
the monitoring area in the case of FIG. 4.

[0010] FIG. 6 1s a diagram showing a differential image
between the distance image shown 1n FIG. 5 and the distance
image shown in FIG. 3.

[0011] FIG. 7 1s a perspective view showing an example of
a blind spot formed by the stationary object disposed in the
monitoring area shown in FIG. 4.

DETAILED DESCRIPTION

[0012] A robot system 1 according to an embodiment of
the present invention 1s explained below with reference to
the drawings.

[0013] The robot system 1 according to this embodiment
includes, as shown 1n FIG. 1, a robot 2, a security camera (a
distance 1mage sensor) 3 disposed above an operating range
(an operating space) G of the robot 2, and an i1mage
processing device 4 connected to the security camera 3.
[0014] In an example shown in FIG. 1, the robot 2 1s, for
example, a six-axis articulated type robot and includes a
spherical operating range G.

[0015] As the security camera 3, a stereo camera or a
distance 1mage sensor of a TOF (Time of tlight) type can be
used. The security camera 3 can acquire, for each of pixels,
a distance 1image (distance 1mage information) obtained by
detecting a distance from a lens center of the security camera
3.

[0016] As shownin FIG. 1 and FIG. 2, the security camera
3 has a field of view V 1n which the security camera 3 1s
capable of photographing a range surrounding the entire
circumierence of the operating range G of the robot 2
without interfering with the operating range G of the robot
2. That 1s, the field of view V of the security camera 3
radially extends from the lens center and expands to an
annular range not including the operating range G of the
robot 2. The distance 1image acquired by the security camera
3 1s, for example, as shown 1n FIG. 3. In the figure, a region
indicated by hatching is the distance image.

[0017] The image processing device 4 1s configured by a
processor and a memory. The 1mage processing device 4
defines a monitoring area A as shown i FIG. 2 1n the
distance i1mage acquired by the security camera 3. The
monitoring area A 1s, for example, a square annular region
having a rectangular fixed cross-sectional shape and, as
shown 1n FIG. 2, disposed in a position surrounding the
entire circumierence on the outer side of the operating range
G of the robot 2. In FIG. 3, the distance 1mage corresponds
to an outer surface Al of the monitoring area A and a bottom
surface A2 of the monitoring area A shown in FIG. 2.
[0018] The security camera 3 acquires, concerning the
pixels, distance information to an object present in the field
of view V. However, a region further on the outer side than
the outer surface (a boundary) Al of the monitoring area A
and a region further on the lower side than the bottom
surface A2 of the momitoring area A are excluded from a
monitoring target depending on the size of the distance
information.

[0019] That 1s, a point B1 present further on the outer side
than the outer surface Al of the monitoring area A shown in
FIG. 2 1s disposed 1n a position farther than the outer surface
Al of the monitoring area A on a straight line L1 connecting
the point B1 and the lens center of the security camera 3.
Theretfore, distance information of a pixel corresponding to
the point B1 1n the distance image 1s larger than distance
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information of a point B2 on the outer surface Al of the
monitoring area A corresponding to the same pixel. There-
fore, the 1image processing device 4 can exclude the point B1
from the monitoring target considering that the point B1 1s
a point outside the monitoring area A.

[0020] A point C1 present further on the lower side than
the bottom surface A2 of the monitoring area A shown in
FIG. 2 1s disposed 1n a position farther than the bottom
surface A2 of the momitoring area A on a straight line 1.2
connecting the point C1 and the lens center of the security
camera 3. Therefore, distance information of a pixel corre-
sponding to the point C1 in the distance 1image 1s larger than
distance information of a point C2 on the bottom surface A2
of the monitoring area A corresponding to the same pixel.
Theretfore, the 1mage processing device 4 can exclude the
point C1 from the monitoring target considering that the
point C1 1s a point outside the monitoring area A.

[0021] A stationary object (see FIG. 5) X present 1n the
monitoring area A, for example, an object maintained 1n a
standstill state such as a table or a control device 1s excluded
from the monitoring target by being set as the stationary
object X.

[0022] In this case, in this embodiment, the 1mage pro-
cessing device 4 detects, using a distance 1image obtained by
the security camera 3, whether the stationary object X
present 1n the monitoring area A 1s blocking the outer surface
(the boundary) Al of the monitoring area A in the field of
view (the visual field) V of the security camera 3.

[0023] Specifically, the 1mage processing device 4
includes a storing unit (not shown 1in the figure) that stores
a first reference distance 1image, which 1s a distance 1mage of
cach of the outer surface Al and the bottom surface A2 of
the monitoring area A 1n a state in which the stationary
object X 1s not disposed. The image processing device 4 can
detect the stationary object X from a difference between the
distance 1mage acquired by the security camera 3 and the
reference distance image.

[0024] When the stationary object X 1s detected, the image
processing device 4 detects whether the detected stationary
object X hangs over a part of a region that should originally
be the outer surface Al or an inner surface A3 of the
monitoring area A.

[0025] An example of the reference distance image 1is
shown 1 FIG. 3. A side view of the stationary object X
disposed 1n the monitoring area A 1s shown in FIG. 4. An
example of a distance 1image of the outer surface Al of the
monitoring area A and an example of a distance 1mage of the
bottom surface A2 of the monitoring area A are shown in
FIG. 5. A differential image between the reference distance
image shown in FIG. 3 and the distance image shown 1n

FIG. 5 1s shown 1n FIG. 6.

[0026] A hatched region 1n the monitoring area A in FIG.
4 1s a blind spot formed 1n the monitoring area A by the
stationary object X. In an example shown 1n FIG. 4, the blind
spot 1s formed to partially hang over a part of the outer
surface Al of the monitoring area A.

[0027] In FIG. 6, a hatched region indicates a region
where the outer surface Al of the monitoring area A 1s
blocked by the stationary object X.

[0028] In this region, since the stationary object X 1s
disposed 1n a position closer to the security camera 3 than
the outer surface Al of the monitoring area A, distance
information smaller than the distance information of the
outer surface Al 1s acquired in pixels in these regions.
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Consequently, it 1s possible to detect that the outer surface
Al of the monitoring area A 1s blocked by the stationary
object X.

[0029] That 1s, when the field of view V 1s blocked
because the stationary object X hangs over the region that
should be the outer surface Al of the monitoring area A,
there 1s possibility that the operator or the like enters,
without being detected by the distance image sensor, the
monitoring area A from a blocked outer surface Al portion
through a blind spot hidden by the stationary object X.

[0030] It 1s possible to grasp presence or absence of the
possibility of the entrance through the blind spot formed by
the stationary object X by detecting presence or absence of
the outer surface Al blocked by the stationary object X.
When 1t can be determined that there 1s the possibility of the
entrance, 1t 1s possible to apply measures for preventing the
entrance of the operator or the like by moving the stationary
object X to a position where the stationary object X does not
block the outer surface Al or the inner surface A3 1n the field
of view V or providing, on the outer side of the outer surface
Al of the monitoring area A, a wall for closing, in advance,
a path leading to the blind spot.

[0031] In thus way, with the robot system 1 according to
this embodiment, it 1s detected whether the field of view V
of the security camera 3 1s blocked 1n the region overlapping
the outer surface Al of the monitoring area A by the
stationary object X disposed in the monitoring area A.
Theretore, there 1s an advantage that 1t 1s possible to grasp
presence or absence of possibility of entrance of the operator
or the like through the blind spot formed by the stationary
object X.

[0032] Note that, 1n this embodiment, the 1mage process-
ing device 4 may calculate size of a space blocked by the
stationary object X. The robot system 1 may include an
informing unit that, when the calculated size of the space
exceeds a predetermined threshold, informs to that effect. As
the informing unit, it 1s possible to adopt a unit that informs
with any method such as sound, light, or screen display.

[0033] Examples of the size of the space include, as shown
in FIG. 7, a capacity S of a space (a hatched region) blocked
by the stationary object X in the monitoring area A, a
minimum cross-sectional area D of the space, and a mini-
mum dimension E of a cross section of the space. In FIG. 7,
the space forming the blind spot 1s a space added with a
space below the bottom surface A2 of the monitoring area A.

[0034] When the stationary object X 1s blocking the field
of view V of the security camera 3 on the inner surface A3
of the monitoring area A and the space has a capacity larger
than a capacity for enabling a human to hide, a human hiding
in the blind spot by the stationary object X before the start
of the robot system 1 can enter the operating range G of the
robot 2 without being detected by the security camera 3.
Therefore, the capacity S of the space needs to be kept
sufliciently small.

[0035] When the minimum cross-sectional area D of the
space or the minimum dimension E of the cross section of
the space has size for enabling a human or a part of the body
of the human, for example, an arm or a leg to pass, the
human or the part of the human can enter the operating range
G of the robot 2 without being detected by the security
camera 3. Therefore, the minimum cross-sectional area D of
the space or the mimimum dimension E of the cross section
of the space also needs to be kept suthiciently small.
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[0036] The image processing device 4 may include a
display unit. The display unit 1s a monitor. The display unit
displays the space blocked by the stationary object X. The
space may be displayed 1n a different color in the distance
1mage.

[0037] The image processing device 4 may include a
three-dimensional-model generating unit that generates a
three-dimensional model of the space. The display unit may
display the generated three-dimensional model of the space.
[0038] As the three-dimensional model of the space, a
three-dimensional model of the space 1tself may be directly
generated. Alternatively, by generating a three-dimensional
model of the momitoring area A, the space blocked by the
stationary object X may be indirectly displayed according to
presence or absence of a region where the three-dimensional
model of the monitoring area A 1s lost.

[0039] By displaying the three-dimensional model, 1t 1s
possible to confirm the shape of the space blocked by the
stationary object X while varying a viewing angle.

[0040] The robot system 1 may include a photographing
unit that photographs the robot 2 and the periphery of the
robot 2. The display unit may superimpose and display the
three-dimensional model on an 1mage acquired by the pho-
tographing unit. Consequently, since the blind spot formed
by the stationary object X 1s displayed on the display unit as
a three-dimensional model to be superimposed and dis-
played on an image of the robot 2 or the like actually
acquired by the photographing unit, 1t 1s easy to grasp the
position of the blind spot with respect to the robot 2 or the
like. It 1s possible to easily apply, to the blind spot, measures
for preventing entrance.

[0041] When the robot system 1 includes two or more
security camera 3 and a space blocked by the stationary
object X with respect to any one security camera 3 1s defined
as a blind spot, a sum of sets of spaces of blind spots
calculated concerning the security cameras 3 only has to be
calculated as the blind spot. When a space blocked by the
stationary object X with respect to all the security cameras
3 1s defined as a blind spot, a product set of spaces of blind
spots calculated concerning the security cameras 3 only has
to be calculated as the blind spot.

[0042] From the above-described embodiment, the fol-
lowing 1invention 1s derived.

[0043] According to an aspect of the present invention,
there 1s provided a robot system including: a robot; a
distance 1mage sensor that temporally continuously
acquires, from above an operating space of the robot,
distance 1mage information around the operating space; and
an 1mage processing device that processes the distance
image information acquired by the distance image sensor,
the 1mage processing device defining, around the operating
space, a monitoring area that includes a boundary for
enabling entrance 1nto the operating space from an outside,
including a storing unit that stores reference distance image
information, which 1s the distance 1mage information of the
boundary of the monitoring area 1n a state in which an object
1s absent 1n the monitoring area, and detecting, based on the
distance 1mage information acquired by the distance 1image
sensor and the reference distance image information stored
in the storing unit, whether a stationary object present in the
monitoring area 1s blocking the boundary 1n a visual field of
the distance 1mage sensor.

[0044] According to this aspect, when the distance image
information around the operating space 1s temporally con-
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tinuously acquired from above the operating space of the
robot by the distance 1mage sensor, the acquired distance
image information 1s processed by the image processing
device. The image processing device defines, around the
operating space of the robot, the monitoring area including
the boundary for enabling entrance into the operating space
from the outside. Consequently, when an operator or the like
enters the monitoring area across the boundary, distance
information 1n any pixel in the distance image information
changes over time. Consequently, it 1s possible to detect the
entrance of the operator or the like into the monitoring area.

[0045] On the other hand, when the stationary object 1s
disposed 1n the monitoring area, a change over time of the
distance information in the distance image information does
not occur. The stationary object 1s not detected as an entering
object.

[0046] In this case, according to this aspect, the 1mage
processing device stores, 1n the storing unit, the reference
distance i1mage information, which 1s the distance image
information of the boundary of the monitoring area in the
state 1n which an object 1s absent in the monitoring area, and
detects, based on the reference distance image information
and the distance 1image information acquired by the distance
image sensor, whether the stationary object present in the
monitoring area 1s blocking the boundary in the visual field
of the distance image sensor.

[0047] When the stationary object 1s blocking the bound-
ary, there 1s possibility that the operator or the like can enter,
without being detected by the distance image sensor, the
monitoring area from a blocked boundary portion through a
blind spot hidden by the stationary object. That 1s, 1t the
operator or the like enters the monitoring area from the
boundary portion blocked by the stationary object through
the blind spot, a change over time of the distance informa-
tion 1n the distance image information does not occur. The
entrance ol the operator or the like cannot be detected.
Therefore, 1t 1s possible to grasp presence or absence of the
possibility of the entrance through the blind spot formed by
the stationary object by detecting presence or absence of the
boundary blocked by the stationary object. When it can be
determined that there 1s the possibility of the entrance, 1t 1s
possible to apply measures for preventing the entrance.

[0048] In the aspect, the 1mage processing device may
include an informing unit that, when the 1mage processing
device determines that the stationary object 1s blocking the
boundary, calculates size of a space blocked by the station-
ary object and informs when the calculated size of the space
exceeds a predetermined threshold.

[0049] With this configuration, 1t 1s possible to determine
whether the operator or the like can pass or hide in the blind
spot formed by the stationary object. When the size of the
space exceeds the predetermined threshold, the informing
unit informs to that effect. When the informing unit informs
to that effect, it 1s possible to apply measures for preventing
the entrance.

[0050] In the aspect, the 1mage processing device may
calculate a minimum cross-sectional area of the space as the
s1ze of the space.

[0051] With this configuration, it 1s possible to determine
whether the operator or the like can pass or cause a part of
the body to enter the blind spot formed by the stationary
object. When the size of the space exceeds the predeter-
mined threshold, the informing umt informs to that effect.
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When the informing unit informs to that effect, it 1s possible
to apply measures for preventing the entrance.

[0052] In the aspect, the 1mage processing device may
calculate a minimum dimension of a cross section of the
space as the size of the space.

[0053] With this configuration, it 1s possible to determine
whether the operator or the like can pass or cause a part of
the body to enter the blind spot formed by the stationary
object. When the size of the space exceeds the predeter-
mined threshold, the informing unit informs to that efiect.
When the informing unit informs to that effect, 1t 1s possible
to apply measures for preventing the entrance.

[0054] In the aspect, the 1mage processing device may
include a display unit that, when the image processing
device determines that the stationary object 1s blocking the
boundary, displays a space blocked by the stationary object.
[0055] With this configuration, since the blind spot formed
by the stationary object 1s displayed on the display unait, 1t 1s
possible to easily apply measures for preventing entrance to
the displayed blind spot.

[0056] In the aspect, the 1image processing device may
include a three-dimensional-model generating unit that gen-
erates a three-dimensional model of the space, and the
display unit may display the three-dimensional model of the
space generated by the three-dimensional-model generating
unit.

[0057] With this configuration, since the blind spot formed
by the stationary object 1s displayed on the display unit as a
three-dimensional model, it 1s possible to change and dis-
play an angle of the blind spot and easily apply, to the blind
spot, measures for preventing the entrance.

[0058] In the aspect, the robot system may include a
photographing unit that photographs the robot and a periph-
ery of the robot, and the display unit may superimpose and
display the three-dimensional model on an 1mage acquired
by the photographing unat.

[0059] With this configuration, since the blind spot formed
by the stationary object 1s displayed on the display unit as a
three-dimensional model to be superimposed and displayed
on an 1mage of the robot or the like actually acquired by the
photographing umnit, 1t 1s easy to grasp the position of the
blind spot with respect to the robot or the like. It 1s possible
to easily apply, to the blind spot, measures for preventing
entrance.

1. A robot system comprising;:

a robot;

a distance i1mage sensor that temporally continuously
acquires, from above an operating space of the robot,
distance image information around the operating space;
and
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an 1mage processing device that processes the distance
image information acquired by the distance image
Sensor,

the 1mage processing device defining, around the operat-
Ing space, a monitoring area that includes a boundary
for enabling entrance 1nto the operating space from an
outside area, including a storing unit that stores refer-
ence distance 1mage information, which 1s the distance
image information of the boundary of the monitoring
area 1n a state i which an object 1s absent in the
monitoring area, and detecting, based on the distance
image information acquired by the distance image
sensor and the reference distance image information
stored 1n the storing unit, whether a stationary object
present 1n the monitoring area 1s blocking the boundary
in a visual field of the distance image sensor.

2. The robot system according to claim 1, wherein the
image processing device includes an informing unit that,
when the i1mage processing device determines that the
stationary object 1s blocking the boundary, calculates a size
of a space blocked by the stationary object and informs when
the calculated size of the space exceeds a predetermined

threshold.

3. The robot system according to claim 2, wherein the
image processing device calculates a minmimum cross-sec-
tional area of the space as the size of the space.

4. The robot system according to claim 2, wherein the
image processing device calculates a minimum dimension of
a cross section of the space as the size of the space.

5. The robot system according to claim 1, wherein the
image processing device includes a display unit that, when
the 1mage processing device determines that the stationary
object 1s blocking the boundary, displays a space blocked by
the stationary object.

6. The robot system according to claim 5, wherein

the 1mage processing device includes a three-dimen-
sional-model generating unit that generates a three-
dimensional model of the space, and

the display unit displays the three-dimensional model of
the space generated by the three-dimensional-model
generating unit.

7. The robot system according to claim 6, further com-
prising a photographing unit that photographs the robot and
a periphery of the robot, wherein

the display umit superimposes and displays the three-
dimensional model on an 1mage acquired by the pho-
tographing unit.
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