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(57) ABSTRACT

Techniques involve managing a storage space. In response to
rece1ving an allocation request for allocating a storage space,
a storage space size and a slice size are obtained. A first
storage system and a second storage system are selected
from multiple storage systems, the first storage system and
the second storage system includes a first storage device
group and a second storage device group respectively, and
the first storage device group does not overlap the second
storage device group. A first slice group and a second slice
group 1s obtained from the first storage system and the
second storage system respectively, on the basis of the size
of the storage space and the size of the slice. A user storage
system 1s built at least on the basis of the first slice group and

GOo6F 12/02 (2006.01) the second slice group, so as to respond to the allocation
Goo6l’ 12/06 (2006.01) request.
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METHOD, APPARATUS, AND COMPUTER
PROGRAM PRODUCT FOR MANAGING
STORAGE SPACE

CROSS-REFERENCE TO RELATED
APPLICATION

[0001] This application claims priority to Chinese Patent
Application No. CN201811279970.4, on file at the China
National Intellectual Property Administration (CNIPA), hav-
ing a filing date of Oct. 30, 2018, and having “METHOD,
APPARATUS, AND COMPUTER PROGRAM PRODUCT
FOR MANAGING STORAGE SPACE” as a fitle, the
contents and teachings of which are herein incorporated by
reference in their entirety.

FIELD

[0002] Various implementations of the present disclosure
generally relate to storage management, and more specifi-
cally, to a method, apparatus and computer program product
for providing data storage.

BACKGROUND

[0003] With the development of data storage techniques,
various data storage devices now provide users with 1ncreas-
ingly large data storage capacity, and their data access speed
has been improved greatly. In storage systems, there has
been proposed the concept of storage resource pool. A
storage resource pool 1n a storage system may include a
plurality of storage devices, and each among the plurality of
storage devices may include a plurality of extents. At this
point, a corresponding storage space may be allocated to a
user according to the size requested by the user.

[0004] Storage spaces 1n the storage system may be allo-
cated to a plurality of users. However, due to limits of the
capacity of storage spaces 1n the storage system and the
response speed of the storage system for user requests, when
a workload of the storage system reaches a high level, the
response speed for users will slow down. At this point, how
to manage storage spaces more eflectively becomes a focus
of research.

SUMMARY

[0005] Therefore, it 1s desirable to develop and implement
a technmical solution for managing storage spaces more
elfectively. It 1s desired that the technical solution can be
compatible with existing storage systems and manage stor-
age spaces more eflectively by reconstructing various con-
figurations of these storage systems.

[0006] According to a first aspect of the present disclo-
sure, there 1s provided a method for managing a storage
space. In the method, 1n response to receiving an allocation
request for allocating a storage space, the size of a storage
space and the size of a slice 1n the storage space which are
specified by the allocation request are obtained. A first
storage system and a second storage system are selected
from multiple storage systems, here the first storage system
and the second storage system includes a first group of
storage devices and a second group of storage devices
respectively, and the first group of storage devices do not
overlap the second group of storage devices. A first group of
slices and a second group of slices are obtained from the first
storage system and the second storage system respectively,
on the basis of the size of the storage space and the size of
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the slice. A user storage system 1s built at least on the basis
of the first group of slices and the second group of slices, so
as to respond to the allocation request.

[0007] According to a second aspect of the present dis-
closure, there 1s provided an apparatus for managing a
storage space, the apparatus including: at least one proces-
sor; a volatile memory; and a memory coupled to the at least
one processor, the memory having instructions stored
thereon, the instructions, when executed by the at least one
processor, causing the apparatus to perform acts. The acts
include: 1n response to receiving an allocation request for
allocating a storage space, obtaining the size of a storage
space and the size of a slice 1n the storage space which are
specified by the allocation request; selecting a first storage
system and a second storage system from multiple storage
systems, the first storage system and the second storage
system 1ncluding a first group of storage devices and a
second group of storage devices respectively, and the first
group ol storage devices not overlapping the second group
ol storage devices; obtaining a first group of slices and a
second group of slices from the first storage system and the
second storage system respectively, on the basis of the size
of the storage space and the size of the slice; and building a
user storage system at least on the basis of the first group of
slices and the second group of slices, so as to respond to the
allocation request.

[0008] According to a third aspect of the present disclo-
sure, there 1s provided a computer program product. The
computer program product 1s tangibly stored on a non-
transient computer readable medium and includes machine
executable 1instructions which are used to implement a
method according to the first aspect of the present disclo-
sure.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Through the more detailed description in the

accompanying drawings, features, advantages and other
aspects of the implementations of the present disclosure will
become more apparent. Several implementations of the
present disclosure are illustrated schematically and are not
intended to limit the present invention. In the drawings:

[0010] FIG. 1 schematically shows a block diagram of a
technical solution for managing a storage space;

[0011] FIG. 2A schematically shows a block diagram of a
storage environment before data migration;

[0012] FIG. 2B schematically shows a block diagram of a
storage environment after data migration;

[0013] FIG. 3 schematically shows a block diagram for

managing a storage space according to implementations of
the present disclosure;

[0014] FIG. 4 schematically shows a flowchart of a

method for managing a storage space according to imple-
mentations of the present disclosure;

[0015] FIG. 5 schematically shows a block diagram for
expanding a storage space according to implementations of
the present disclosure;

[0016] FIG. 6 schematically shows a candidate path for
accessing data in a user storage system according to imple-
mentations of the present disclosure;

[0017] FIG. 7 schematically shows a flowchart of a
method for accessing data 1n a user storage system according
to 1implementations of the present disclosure;
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[0018] FIG. 8A schematically shows a view of a storage
system according to implementations of the present disclo-
sure;

[0019] FIG. 8B schematically shows a view of a rebuild
process of a storage system according to implementations of
the present disclosure;

[0020] FIG. 9 schematically shows a block diagram of a
storage resource pool according to implementations of the
present disclosure;

[0021] FIG. 10 schematically shows a block diagram of an
extent 1n the storage resource pool 1in FIG. 9; and

[0022] FIG. 11 schematically shows a block diagram of an
apparatus for managing a storage space according to
example implementations of the present disclosure.

DETAILED DESCRIPTION

[0023] The individual features of the various embodi-
ments, examples, and implementations disclosed within this
document can be combined 1n any desired manner that
makes technological sense. Furthermore, the individual fea-
tures are hereby combined in this manner to form all
possible combinations, permutations and variants except to
the extent that such combinations, permutations and/or
variants have been explicitly excluded or are impractical.
Support for such combinations, permutations and variants 1s
considered to exist within this document.

[0024] It should be understood that the specialized cir-
cuitry that performs one or more of the various operations
disclosed herein may be formed by one or more processors
operating 1n accordance with specialized instructions per-
sistently stored 1n memory. Such components may be
arranged 1n a variety of ways such as tightly coupled with
cach other (e.g., where the components electronically com-
municate over a computer bus), distributed among different
locations (e.g., where the components electronically com-
municate over a computer network), combinations thereof,
and so on.

[0025] The preferred implementations of the present dis-
closure will be described in more details with reference to
the drawings. Although the drawings 1llustrate the preferred
implementations of the present disclosure, 1t should be
appreciated that the present disclosure can be implemented
in various manners and should not be limited to the imple-
mentations explained herein. On the contrary, the imple-
mentations are provided to make the present disclosure more
thorough and complete and to fully convey the scope of the
present disclosure to those skilled 1n the art.

[0026] As used herein, the term “includes™ and 1ts variants
are to be read as open-ended terms that mean “includes, but
1s not limited to.” The term “or” 1s to be read as “and/or”
unless the context clearly indicates otherwise. The term
“based on™ 1s to be read as “based at least in part on.” The
terms “one example implementation” and “one 1mplemen-
tation” are to be read as “at least one example 1implemen-
tation.” The term “a further implementation” 1s to be read as
“at least a further implementation.” The terms “first”, “sec-
ond” and so on can refer to same or different objects. The
following text also can include other explicit and implicit
definitions.

[0027] FIG. 1 schematically shows a block diagram 100 of
a technical solution for managing a storage space. As
depicted, there 1s a storage resource pool 116 1n a storage
system 110. Though not shown in FIG. 1, the storage
resource pool 116 may include a plurality of storage devices,
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and the plurality of storage devices may include a plurality
of extents. The plurality of extents 1n the storage system may
provide a storage space 120 to users, so as to be accessed by
servers 122, 124 for various users.

[0028] It will be understood the servers 122 and 124 here
may be servers for accessing different user storage systems.
For example, one user storage system A may be used to
support online sales service, and the server 122 may be used
to access the user storage system A. For another example,
another user storage system B may be used to support online
music service, and the server 124 may be used to access the
user storage system B. Although FIG. 1 depicts only two
servers 122 and 124, in other application environment, the
storage space 120 may further provide storage spaces to
more user storage systems, and there may further exist a
larger number of servers.

[0029] It will be understood 1n the technical solution as
shown 1n FIG. 1, with the increase of servers, the workload
of the storage system 110 gets increasingly heavy. At this
point, the storage system 110 might be overloaded and thus
fail to respond to access requests from various servers within
an acceptable time, and then data migration 1s a must. With
reference to FIGS. 2A and 2B, description 1s presented
below to the process of data migration.

[0030] FIG. 2A schematically shows a block diagram of a
storage environment 200A before data migration. As shown
in the right of FI1G. 2A, there 1s schematically shown another
storage system 210, which may include a storage resource
pool 216. Like the storage system 110, each extent in the
storage system 210 may provide a storage space 220 to the
outside so as to be accessed by various servers. At this point,
a server 222 may access space 1n the storage space 220. As
the workload of the storage system 110 increases, the storage
system 110 might be unable to provide services to many
servers 122, 124, etc. Therefore, one part of services pro-
vided by the storage system 110 have to be migrated to the
storage system 210 with a lighter workload.

[0031] FIG. 2B schematically shows a block diagram of a

storage environment 200B after data migration. In the figure,
as shown by an arrow 250, first the server 124 may be
migrated to the position where a server 224 resides. In this
process, many data copy operations are mvolved, which 1s
time-consuming and strenuous. Further, a connection 252
between the server 124 and the storage space 120 may be
broken, and a connection 254 may be established between
the server 224 and the storage space 220. In this way, all
services related to the server 224 will be migrated to the
storage space 220 provided by the storage system 210.
Thereby, the heavy workload at the storage system 110 may
be eased. In this data migration process, complex operations
will be involved, and moreover a large number of data copy
operations are required in order to achieve a load balance
between the storage systems 110 and 210.

[0032] Although the technical solution of data migration
can alleviate the workload imbalance between multiple
storage systems, the server 124 has to shut down during the
data migration, which will seriously 1mpact the user expe-
rience.

[0033] To solve the foregoing drawbacks, implementa-
tions of the present disclosure provide a method, apparatus
and computer program product for managing a storage
space. With implementations of the present disclosure, the
storage space may be provided to a user more eflectively.
Detailed description 1s presented below to specific imple-
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mentations of the present disclosure. According to 1mple-
mentations of the present disclosure, provided 1s a method
for managing a storage space. In the method, after an
allocation request for allocating a storage space 1s received,
the storage space across multiple storage systems may be
provided to the user. At this point, since there 1s no overlap
among storage devices 1n various storage systems, work-
loads 1n these storage systems may be balanced in a more
ellective way. Further, 1t may be ensured each storage device
in these storage systems works below an appropriate work-
load, so that fast service may be provided to the user.

[0034] With reference to FIG. 3, detailed description 1is
presented below to more details about implementations of
the present disclosure. FIG. 3 schematically shows a block
diagram 300 for managing a storage space according to
implementations of the present disclosure. In the figure, the
s1ze ol a storage space and the size of a slice 1n the storage
space which are specified by an allocation request may be
obtained from the allocation request for allocating the stor-
age space. For example, the allocation request may request
the allocation of a 400M storage space, and it 1s desired the
s1ze of each slice providing a storage space 1s 100M. At this
point, 1t may be determined a total of 4 slices need to be
allocated from the first storage system 110 and the second
storage system 210.

[0035] It will be understood although FIG. 3 illustrates

only two storage systems 110 and 210, there may exist more
storage systems 1n the whole storage environment. As shown
in FI1G. 3, the first storage system 110 and the second storage
system 210 may be selected from multiple storage systems.
Here the first storage system 110 and the second storage
system 210 include a storage resource pool 116 and a storage
resource pool 216 respectively, and the storage resource pool
116 and the storage resource pool 216 may include a first
group ol storage devices and a second group of storage
devices respectively. It will be understood according to
example implementations of the present disclosure, the
number of storage devices 1n each storage system is not
intended to be limited, but the storage resource pools 116
and 216 may include the same or different numbers of
storage devices, and the first group of storage devices and
the second group of storage devices do not overlap.

[0036] It will be understood according to example 1mple-
mentations of the present disclosure, an internal organiza-
tion mode of the storage systems 110 and 210 1s not intended
to be limited. The storage systems 110 and 210 may be
organized in the same or different mode. For example, the
storage system 110 may be an ordinary storage system
without redundant data, or may be a high-reliability storage
system based on Redundant Array of Independent Disks
(RAID). According to example implementations of the
present disclosure, the storage systems 110 and 210 may be
storage systems based on the same RAID level, or may be
storage systems based on different RAID levels.

[0037] As shown in FIG. 3, a first group of slices and a
second group of slices may be obtained from the first storage
system 110 and the second storage system 210 respectively,
on the basis of the size of the storage space and the size of
the slice. For example, the first group of slices may include
1 slice 322 from the first storage system 110, and the second
group of slices may include 3 slices 324, 326 and 328. In this
way, a user storage system 320 may be established at least
on the basis of the first group of slices and the second group
of slices, so as to respond to the allocation request.
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[0038] It will be understood although FIG. 3 illustrates an
example 1n which a different number of slices are selected
from respective storage systems, according to example
implementations of the present disclosure, the same number
of slices may further be selected from respective storage
systems. Further, although FIG. 3 illustrates a circumstance
in which slices are selected from two storage systems,
according to example implementations of the present dis-
closure, slices may further be selected from more storage
systems.

[0039] With the foregoing example implementations, the
storage space may be provided to the user across multiple
storage systems. At this point, a certain number of slices may
be selected from various storage systems 1n view ol work-
loads of these storage systems. For example, when a storage
system has a heavy workload, then less slices (even no slice)
may be selected from the storage system; when a storage
system has a light workload, then more slices may be
selected from the storage system. In this way, workloads at
various storage systems may be balanced, and further 1t may
be ensured the user storage system established as such has
a higher response speed.

[0040] General description has been presented to 1mple-
mentations of the present disclosure with reference to FIG.
3. Heremaftter, more details on how to storage a storage
space will be described in detail with reference to FIG. 4.
This figure schematically shows a flowchart of a method 400
for managing a storage space according to implementations
of the present disclosure. At block 410, i1t 1s determined
whether an allocation request for allocating a storage space
1s recerved or not. If i1t 1s determined the allocation request
1s received, then the method 400 proceeds to block 420. At
block 420, the size of a storage space specified by the
allocation request and the size of a slice 1n the storage space
are obtained. Alternatively and/or 1n addition to, the alloca-
tion request may further specity the number of slices and the
size of the slice.

[0041] At block 430, a first storage system 110 and a
second storage system 210 may be selected from multiple
storage systems, the first storage system 110 and the second
storage system 210 1including a first group of storage devices
and a second group of storage devices respectively. It will be
understood here the first group of storage devices and the
second group of storage devices do not overlap. It will be
understood the first storage system 110 and the second
storage system 210 may be selected 1n many ways.

[0042] For example, two storage systems having the larg-
est free space may be selected from multiple storage sys-
tems. Alternatively and/or in addition to, two storage sys-
tems with minimum access pressure may be selected from
multiple storage systems. Although as illustrated 1in FIG. 3
only two storage systems are selected, according to example
implementations of the present disclosure, more storage
systems may further be selected. For example, regarding the
above example, when 4 slices need to be allocated, they may
be selected from 3 or 4 storage systems.

[0043] At block 440, a first group of slices and a second
group of slices are obtained from the first storage system 110
and the second storage system 210 respectively on the basis
of the size of the storage space and the size of the slice.
According to example implementations of the present dis-
closure, 1n view of workloads of the first storage system 110
and the second storage system 210, 1t may be determined
how many slices are selected from each storage system.
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Specifically, a first workload of the first storage system 110
and a second workload of the second storage system 210
may be obtained, and a first group of slices and a second
group of slices may be selected on the basis of the first
workload and the second workload respectively.

[0044] According to example implementations of the pres-
ent disclosure, a smaller number of slices may be selected
from the first storage system with a heavier workload, and
a larger number of slices may be selected from the second
storage system with a lighter workload. Returning to FIG. 3,
suppose workloads of various storage systems are repre-
sented by integers within a range between 0 and 100, and the
first workload and the second workload are 75 and 25
respectively. At this point, 1n view of the ratio between 735
and 25, it may be determined 1 slice 1s selected from the first
storage system 110 and 3 slices are selected from the second
storage system 210.

[0045] Adfter the first group of slices and the second group
of slices are used to create the user storage system, as the
user accesses slices 1n the user storage system, workloads of
the first storage system 110 and the second storage system
210 will increase accordingly. At this point, since the first
storage system 110 with a heavier workload provides less
slices, there 1s a low probability that these slices will be
accessed, which will not seriously degrade the first storage
system 110 that 1s already 1n heavy workload. In addition,
since the second storage system 210 provides more slices, 1t
1s highly probable that these slices will be accessed, at which
point more access requests will hit the second storage
system 210. Since the workload of the second storage
system 210 1s lighter, even 1f many access requests hit the
second storage system 210, the response speed of the second
storage system 210 will not be decreased too much.

[0046] With the above example implementations, on the
one hand, 1t 1s avoided that data need to be migrated from the
first storage system 110 to other lightly loaded storage
system when the workload of the first storage system 110
continues to rise. On the other hand, a load balance may be
stricken among multiple storage systems in a straightfor-
ward but effective way.

[0047] According to example implementations of the pres-
ent disclosure, the first workload may include at least one of
storage resource service load or access load of the first
storage system 110. It will be understood since the capacity
of available storage system in the storage system 1s limited,
the service load of storage resources 1s one ol important
aspects of the workload. According to example implemen-
tations of the present disclosure, the size of a first free space
in the first storage system 110 and the size of a second free
space 1n the second storage system 210 may be determined,
and according to a proportion between the two sizes, it may
be determined how many slices are selected from the first
storage system 110 and the second storage system 210
respectively.

[0048] It will be understood the capacity of a control node
of the storage system for processing access requests from
users 1s also limited. Therefore, the access load will also
impact the processing capacity of the storage system. The
access load may include many factors. For example, 1f the
control node receives many access requests within a short
period of time, at this point some access requests have to be
queued. For another example, 11 an access request received
by the control node points to a larger address range, at this
point 1t takes a long time to process such an access request.
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According to example implementations of the present dis-
closure, respective access loads of the first storage system
110 and the second storage system 210 may be determined,
and further on the basis of a proportion between the two
access loads, 1t may be determined how many slices are
selected from the first storage system 110 and the second
storage system 210 respectively.

[0049] According to example implementations of the pres-
ent disclosure, 1n view of both free space and access load,
the numbers of slices are selected from the first storage
system 110 and the second storage system 210 respectively
may be determined. For example, weights may be set to the
free space and the access load, and the workload of the
storage system may be determined by weighted sum or other
means. With the above example implementations, many
factors that will impact the storage system may be consid-
ered together, so as to select a corresponding number of
slices from different storage systems more eflectively and
further 1improve the level of load balance among these
storage systems.

[0050] Returning to FIG. 4, at block 450, a user storage
system 320 1s established at least on the basis of the first
group of slices and the second group of slices, so as to
respond to the allocation request. At this point, the user may
access various slices 1n the user storage system 320 via the
server 122.

[0051] According to example implementations of the pres-
ent disclosure, an address mapping of the user storage
system may be established. Here the address mapping
includes a mapping relationship between each slice 1n the
user storage system and a storage system where each slice
resides. With the above example implementations, 1t may be
recorded at which address 1n which storage system a slice
allocated to the user 1s. In this way, when an access request
for a target slice in the user storage system 1s received, a
storage system where the target slice resides may be deter-
mined conveniently, and further the access request may be
guided to the corresponding storage system.

[0052] Further, storage spaces in various slices may be
addressed 1n a umiform address format. In this way, when an
access request for a target address range 1n the user storage
system 1s received, a slice corresponding to the target
address range may be determined. Further, a physical
address range corresponding to the target address range may
be found by an address mapping inside the storage system
where the slice resides.

[0053] According to example implementations of the pres-
ent disclosure, a unique 1dentifier may be set for the user
storage system 320. At this point, each storage system that
provides slices for the user storage system 320 may use the
same 1dentifier so as to represent various storage systems

operate together and jointly provide the user storage system
320.

[0054] Description has been presented regarding how to
select slices from multiple storage systems and create the
user storage system 320 on the basis of selected slices.
According to example implementations of the present dis-
closure, after the user storage system 320 1s created, the
storage space of the user storage system 320 may be
expanded according to a user request. If an expansion
request for expanding the user storage system 320 1s
received, the expansion request may be parsed and the size
of an expanded space specified by the expansion request
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may be obtained. With reference to FIG. 5, description 1s
presented below to more details about expansion.

[0055] FIG. S schematically shows a block diagram 500
for expanding a storage space according to implementations
of the present disclosure. Suppose the expansion request
specifies a 100M storage space (1.e., 1 slice) wants to be
added to the user storage system 320, at this point a third
storage system 510 may be selected from multiple storage
systems. It will be understood here the third storage system
510 may be a different storage system from the first storage
system 110 and the second storage system 210, and the third
storage system 510 may include a third group of storage
devices 516. In view of the size (100M) of the expanded
space and the size (100M) of the slice, a third group of slices
may be obtained from the third storage system 510. At this
point, the third group of slices will consist of 1 slice, and the
user storage system 1s expanded on the basis of the third
group of slices as a response to the expansion request. As
shown 1n FIG. 5, 1 slice may be selected from the storage
system 510, and the original user storage system 320 1s

expanded with a slice 512, so as to form a storage system
520.

[0056] It will be understood at this point, the user may
access the expanded user storage system 520 in a storage
space 522 via the server 122. In this way, with the growth of
the user’s demands on storage spaces, the size of the user
storage system 520 may be continuously expanded by using
a new slice. With the above example implementations, by
expanding the storage space of the user storage system with
a different storage system from those where slices 1n the user
storage system reside, data 1n the user storage system may
be caused to be distributed in more storage systems. In this
way, the data migration demand may be avoided when a
failure or other situation that will impact the user access
speed occurs 1n a storage system.

[0057] It will be understood although the third storage
system 510 has been shown as being different from the first
storage system 110 and the second storage system 210,
according to example implementations of the present dis-
closure, the third storage system 510 may further be any of
the first storage system 110 or the second storage system
210. According to example implementations, when a larger
expanded space wants to be added to the original user
storage system 320, two or more storage systems may be
selected from multiple storage systems, and the user storage
system may be expanded on the basis of free spaces in the
selected two or three storage systems. According to example
implementations of the present disclosure, 1n view of respec-
tive workloads of storage systems, slices may first be
selected from a storage system with a lighter workload.

[0058] It will be understood perhaps the size of the user
storage system 320 needs to be reduced. According to
example 1mplementations of the present disclosure, work-
loads of storage systems where various slices in the user
storage system 320 reside may be determined first. Then,
slices provided by the storage system with the heaviest
workload may be released. According to example imple-
mentations of the present disclosure, when selecting to-be-
released slices, 1t should be ensured after the release opera-
tion, slices 1n the user storage system reside 1n at least two
storage systems.

[0059] According to example implementations of the pres-
ent disclosure, the server 122 may be connected via a switch
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to the first storage system 110 and the second storage system
210. At this point, multiple connection paths may be
arranged 1n order to endure the server 122 can correctly
access data 1n the first storage system 110 and the second
storage system 210. With the above example implementa-
tions, 1t may be ensured when a certain connection path or
paths fail(s), the server 122 still can use other normal path
to access data 1n the first storage system 110 and the second
storage system 210. With reference to FIG. 6, description 1s
presented below to more details about connection paths.

[0060] FIG. 6 schematically shows a block diagram 600 of
a candidate path for accessing data 1n the user storage system
according to implementations of the present disclosure. It
will be understood 1n order to ensure the reliability of a
storage system, the storage system usually provides data
access service to the outside through one or more control
nodes. In FIG. 2, the storage system 110 may have two
control nodes 612 and 614. During the operation of the
storage system 110, the two control nodes 612 and 614 may
provide service to the outside 1n parallel. If one node fails,
then the other may continue to work. Similarly, the storage
system 210 may have two control nodes 616 and 618 so as
to provide service to the outside in parallel.

[0061] In FIG. 6, the server 122 for accessing the user

storage system may be connected to the two storage systems
via a switch 620. In order to endure the reliability of data
connection, the server 122 may be connected to two ports
642 and 644 of the switch 620 via ports 632 and 634
respectively. In this way, two paths may be provided
between the server 122 and the switch 620. Further, the
switch 620 may be connected to each of the control nodes
612, 614, 616 and 618 of the first storage system 110 and the
second storage system 210. As shown in FIG. 6, ports 622,
624, 626 and 628 of the switch 620 may be connected to the
control nodes 612, 614, 616 and 618 respectively.

[0062] With the above example implementations, multiple
candidate paths may be provided between the switch and the
first storage system 110, the second storage system 210. An
arrow 650 schematically shows one connection path
between the server 122 and the first storage system 110: the
server 122—the port 632—the port 642—the switch 620—
the port 622—the control node 612—the first storage system
110. It will be understood the arrow 650 merely 1llustrates
one candidate path between the server 122 and the first
storage system 110, and the topological structure 1in FIG. 6
may further include other candidate paths.

[0063] For example, as seen from FIG. 6, there may exist
16 candidate paths between the server 122 and various
storage systems. For example, another candidate path

between the server 122 and the first storage system 110 may
be: the server 122—the port 632—the port 642—the switch
620—the port 622—the control node 614—the first storage
system 110. For another example, one candidate path
between the server 122 and the second storage system 210
may be: the server 122—the port 632—the port 642—the
switch 620—the port 622—the control node 616—the sec-
ond storage system 210. According to example implemen-
tations of the present disclosure, candidate paths between
the server 122 and various storage systems may be stored
using a path table as shown in Table 1 below.
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TABLE 1

Candidate Paths

No. Identifier Path

1 Candidate path 1 Server 122 - port 632 - port 642 - switch 620 -
port 622 - control node 612 - first storage

system 110
2 Candidate path 2 Server 122 - port 632 - port 642 - switch 620 -

port 622 - control node 614 - first storage

system 110

3 Candidate path 3 Server 122 - port 632 - port 642 - switch 620 -
port 622 - control node 616 - second storage
system 210

[0064] According to example implementations of the pres-
ent disclosure, if an access request for a target slice in the
user data storage 1s received, then first multiple candidate
paths between the server 122 and a storage system where the
target slice resides may be determined. Regarding the topo-
logical structure shown in FIG. 6, the target slice may be
accessed via one of multiple candidate paths shown 1n Table
1.

[0065] According to example implementations of the pres-
ent disclosure, a preferred candidate for each slice 1n the user
storage system 320 may be determined with candidate paths
shown 1n Table 1 above. Description 1s presented below 1n
the context of accessing a specific target slice. Returning to
FIG. 3, suppose an access request for a first slice 1n the user
storage system 320 1s received. At this point, first a first
candidate path may be selected from multiple candidate
paths, and the eflort 1s made to see whether the candidate
path can route the access request to the storage system where
the first slice resides.

[0066] As seen from Table 1 above, the first candidate path
1s “server 122—oport 632—port 642—switch 620—port
622——control node 612—{irst storage system 110.” As seen
from FIG. 3, the first slice 322 1n the user storage system 320
resides 1n the first storage system 110. Since the selected
candidate path can route the access request to the correct
destination, namely the first storage system 110, the selected
candidate path may be marked as a recommended path for
accessing the first slice 322. Where the recommended path
has been obtained, when an access request for the slice 322
1s received subsequently, the recommended path may
directly route the access request to the first storage system
110 wherein the slice 322 resides.

[0067] In subsequent operation of the user storage system
320, suppose an access request for a second slice 324 1n the
user storage system 320 1s received, then one candidate path
may be selected from multiple candidate paths as shown in
Table 1. As seen from FIG. 3, the second slice 324 1n the user
storage system 320 resides in the second storage system 210.
Suppose the first path 1s selected, as seen from FIG. 6, the
selected path does not route guide the access request to the
destination (second storage system 210) where the slice 324
resides, but guides the access request to the first storage
system 110. At this point, the access request may be for-
warded from the first storage system 110 to the correct
destination, namely the second storage system 210, so that
the second storage system 210 may respond to the access
request.

[0068] According to example implementations of the pres-
ent disclosure, 1t may be indicated with a specific message
(e.g., with SCSI sense key): the selected candidate path fails
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to guide the access request to the correct destination. In
subsequent operation, 1f the server 122 receives an access
request for the second slice 324, then a selection may be
made among those candidate paths which have not been
selected. Then, the access request 1s routed by the selected
path. If the selected path routes the access request to the
second storage system 210, then the selected path 1s marked
as a recommended path. If the selected path does not route
the access request to the second storage system 210, then a
forward operation 1s performed, and 1t 1s reported with a
specific message: the selected path fails to guide the access
request to the correct destination. Operations may be
repeated according to the above method, t1ll a candidate path
(e.g., path 3 shown in Table 3) that can route the access
request to the correct destination 1s found.

[0069] With the above described method, a recommended
path for accessing each slice in the user storage system 320
may be obtained one by one. According to example 1mple-
mentations of the present disclosure, a recommended path
table may be built to record recommended paths for various
slices 1n the user storage system 320. According to example
implementations of the present disclosure, recommended
paths may be recorded in a form shown in Table 2 below.

TABLE 2

Recommended Paths for Slices

No. Slice Identifier Recommended Path
1 Slice 1 Candidate path 1
2 Slice 2 Candidate path 3
[0070] In Table 2, the first column represents a sequence

number, the second column represents the identifier of a
slice, and the third column “recommended path” represents
a recommended path for a slice shown 1n the second column.
It will be understood here the candidate path 1 1s the
candidate path 1 shown in Table 1. For various nodes 1n
paths, reference may be made to Table 1. It will be under-
stood 1n the running process of the user storage system 320,
a recommended path may be determined for each slice
according to the above described method.

[0071] In the running process of the user storage system
320, a failure might occur 1n an 1nter-port connection, a port
of the switch 620 and a control node of the storage system.
At this point, an access request for a certain slice could not
be routed to a corresponding destination simply in reliance
on recommended paths shown in Table 2. At this point,
standby paths for various paths may be determined in
advance.

[0072] According to example implementations of the pres-
ent disclosure, a further path may be selected from candidate
paths as a standby path. For example, a path that fails to
route the access request to the correct destination in the
above process may be set as a standby path. Although 1t
might take more time to route the access request by the
standby path than the recommended path, the standby path
may offer support when the recommended path fails to work
normally. Alternatively and/or in addition to, a recom-
mended path among multiple candidate paths which can
route the access request to the correct destination may be
marked as a standby path.
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[0073] According to example implementations of the pres-
ent disclosure, a data structure may be arranged separately
to store standby paths for various slices. Alternatively and/or
in addition to, standby paths for various slices may be added
to Table 2. With the above example implementations, even
if a failure occurs in connections between the server 122 and
the first storage system 110, the second storage system 210,
the access request may be conveniently routed to the cor-
responding destination by a standby path.

[0074] With reference to FIG. 7, description 1s presented
below to varieties of circumstances that might arise when
accessing slices in the user storage system 320. FIG. 7
schematically shows a flowchart of a method 700 for access-
ing data in the user storage system according to implemen-
tations of the present disclosure. At block 710, 1t 1s judged
whether an access request for a target slice in the user
storage system 320 is received or not. If the judgment result
1s “yes,” then the method 700 proceeds to block 720. At
block 720, a candidate path 1s selected from multiple can-
didate paths.

[0075] Then, at block 730, the access request 1s routed by
the selected candidate path. If the selected candidate path
can route the access request to a target storage system where
the target slice resides, then the method 700 proceeds to
block 740 so as to i1dentify the selected candidate path as a
recommended path. If the selected candidate path fails to
route the access request to the target storage system where
the target slice resides, then the method 700 proceeds to
block 750. At this point, the storage system that has received
the access request may forward the access request to the
target storage system where the target slice resides.

[0076] At block 760, another access request for the target
slice may be recerved. At block 770, 1t may be judged
whether the target slice already has a recommended path or
not. If the judgment result 1s “yes,” then the method 700
proceeds to block 780 so as to process the newly received
access request on the basis of the recommended path. If the
judgment result 1s “no,” then the method 700 returns to
block 720. At this point, a next candidate path that has not
been selected may be selected from multiple candidate paths
at block 720. It will be understood the processing for only
one slice 1n the user storage system 320 has been 1llustrated
in FIG. 7. The processing for other slice 1s similar, which 1s
not detailed here.

[0077] According to example implementations of the pres-
ent disclosure, the storage system 110 and the second storage
system 210 may be RAID-based storage systems. It will be
understood the RAID-based storage system may combine
multiple storage devices 1into an array of disks. By providing
redundant storage devices, reliability of an entire disk group
1s caused to significantly exceed a single storage device.
RAID may offer various advantages over a single storage
device, for example, enhancing data integrity, enhancing

tault tolerance, increasing throughput or capacity, etc. There
exist a number of RAID standards, such as RAID-1, RAID-

2, RAID-3, RAID-4, RAID-5, RAID-6, RAID-10, RAID-
50, etc. For more details about RAID levels, those skilled 1in
the art may refer to https://en.wikipedia.org/wiki/Standard

RAID levels and https://en.wikipedia.org/wiki/Nested_
RAID levels, etc.
[0078] FIG. 8A schematically 1llustrates a schematic view

of a storage system 800 according to implementations of the
present disclosure. In the storage system shown in FIG. 8A,
working principles of RAID are illustrated by taking a
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RAID-5 (4D+1P, where 4D represents that 4 storage devices
are mncluded 1n the storage system for storing data, and 1P
represents that 1 storage device 1s included in the storage
system for storing parity) array that consists of five inde-
pendent storage devices (810, 812, 814, 816 and 818) as an
example. It should be noted although five storage devices are
schematically shown in FIG. 8A, in other implementations
more or less storage devices may be comprised according to
different levels of RAID. The storage system 800 may
include multiple stripes. A though FIG. 8 A illustrates stripes
820, 822, 824, . . ., and 826, 1n other examples the RAID

system may further include a different number of stripes.

[0079] In RAID, a stripe crosses multiple physical storage
devices (for example, the stripe 820 crosses storage the
devices 810, 812, 814, 816 and 818). The stripe may be
simply construed as a storage area among multiple storage
devices which satisfies a given address range. Data stored 1n
the stripe 820 includes multiple parts: a data block DO0OO
stored 1n the storage device 810, a data block DO1 stored 1n
the storage device 812, a data block D02 stored in the
storage device 814, a data block D03 stored in the storage
device 816, and a data block PO stored 1n the storage device
818. In this example, the data blocks D00, D01, D02 and
D03 are stored data, and the data block PO 1s a P parity of
the stored data.

[0080] The mode of storing data in other stripes 822 and
824 1s similar to that in the stripe 820, and the difference 1s
that the parity about other data block may be stored in other
storage device than the storage device 818. In this way, when
one of the multiple storage devices 810, 812, 814, 816 and
818 fails, data in the failed device may be recovered from
other normal storage devices.

[0081] FIG. 8B schematically illustrates a schematic view
800B of rebulding process of a storage system according to
implementations of the present disclosure. As shown 1n FIG.
8B, when one storage device (e.g. the shaded storage device
816) fails, data may be recovered from the other storage
devices 810, 812, 814 and 818 that operate normally. At this
point, a new backup storage device 818B may be added to
RAID to replace the storage device 818. In this way,
recovered data may be written to 818B, and system rebuild-
ing may be realized.

[0082] Note while a RAID-5 storage system including 5
storage devices (among which 4 storage devices are used for
storing data and 1 storage device 1s used for storing parity)
has been described with reference to FIGS. 8A and 8B,
according to definition of other RAID levels, there may
further exist a storage system including a different number
of storage devices. On the basis of definition of RAID-6, for
example, two storage devices may be used to store parity P
and Q respectively. For another example, according to
definition of triple-parity RAID, three storage devices may
be used to store parity P, Q and R respectively.

[0083] With the development of distributed storage tech-
nologies, the various storage devices 810, 812, 814, 816 and
818 1n the storage system shown in FIGS. 8A and 8B may
be no longer limited to physical storage devices but may be
virtual storage devices. For example, respective extents on
the storage device 810 may come from different physical
storage devices (hereinatter referred to as storage devices for
short) 1n the resource pool. FIG. 9 schematically shows a
block diagram of a storage resource pool 116 according to
implementations of the present disclosure. As depicted, the
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storage resource pool 160 may include multiple physical
storage devices 910, 920, 930, 940, 950, . . ., 960.

[0084] FIG. 10 schematically shows a block diagram of
extents in the storage resource pool as shown in FIG. 9. The
storage resource pool 116 may include multiple storage
devices 910, 920, 930, 940, 950, . . . , 960. Each storage
device may include multiple extents, wherein a blank extent
(as shown by a legend 1060) represents a free extent, an
extent (as shown by a legend 1062) shown with slashes
represents an extent for a first stripe of the storage system
800A 1n FIG. 8A, and a shaded extent (as shown by a legend
1064 ) represents an extent for a second stripe of the storage
system 800A 1n FIG. 8A. At this point, extents 1012, 1022,
1032, 1042 and 1052 for the first stripe are for storing data
blocks D00, D01, D02, D03 and parity PO of the first stripe
respectively. Extents 1024, 1034, 1044, 1054 and 1014 for

the second stripe are for storing blocks D10, D11, D12, D13
and parity P1 of the second stripe respectively.

[0085] As shown in FIG. 10, there may exist a reserved
free portion 1070 in each storage device, so that when a
storage device 1n the resource pool fails, extents in the free
portion 1070 1n each storage device may be selected to
rebuild various extents in the failed storage device.

[0086] Note in FIG. 10 the 4D+1P RAID-35 storage system
1s taken as an example to illustrate how extents in various
stripes are distributed over multiple storage systems in the
resource pool. When RAID based on other level 1s used,
those skilled in the art may implement concrete details on
the basis of the above described principles. For example, in
the 6D+1P+1Q RAID-6 storage system, 8 extents in each
stripe may be distributed over multiple storage devices so as
to ensure a load balance between the multiple storage
devices.

[0087] Specific implementations of the first storage sys-
tem 110 and the second storage system 210 have been shown
with reference to FIGS. 8A to 10. It will be understood the
first storage system 110 and the second storage system 210
may use the same or different organization modes, so long
as they can expose a desired number of slices to the outside
and perform an operation to a target slice as a correct
response to an access request for the target slice.

[0088] While examples of the method according to the
present disclosure have been described 1n detail with refer-
ence to FIGS. 3 to 10, description 1s presented below to the
implementation of a corresponding apparatus. According to
example 1mplementations of the present disclosure, pro-
vided 1s an apparatus for managing a storage space, extents
in the storage space coming from multiple storage devices 1in
a resource pool associated with storage systems. The appa-
ratus 1ncludes: an obtaining module configured to, in
response to receiving an allocation request for allocating a
storage space, obtain the size of a storage space and the size
of a slice in the storage space which are specified by the
allocation request; a selecting module configured to select a
first storage system and a second storage system from
multiple storage systems, the first storage system and the
second storage system including a first group of storage
devices and a second group of storage devices respectively,
and the first group of storage devices not overlapping the
second group of storage devices; a slice obtaining module
configured to obtain a first group of slices and a second
group of slices from the first storage system and the second
storage system respectively, on the basis of the size of the
storage space and the size of the slice; and a building module
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configured to build a user storage system on the basis of the
first group of slices and the second group of slices, so as to
respond to the allocation request.

[0089] FIG. 11 schematically shows a block diagram of an
apparatus 1100 for managing a storage system according to
example i1mplementations of the present disclosure. As
depicted, the apparatus 1100 includes a central process unit
(CPU) 1101, which can execute various suitable actions and
processing based on the computer program instructions
stored 1n the read-only memory (ROM) 1102 or computer
program 1nstructions loaded 1n the random-access memory
(RAM) 1103 from a storage unit 1108. The RAM 1103 can
also store all kinds of programs and data required by the
operations of the apparatus 1100. CPU 1101, ROM 1102 and
RAM 1103 are connected to each other via a bus 1104. The

input/output (I/0) interface 1105 1s also connected to the bus
1104.

[0090] A plurality of components in the apparatus 1100 1s
connected to the I/0 interface 11035, including: an input unit
1106, such as keyboard, mouse and the like; an output unit
1107, e.g., various kinds of display and loudspeakers etc.; a
storage unit 1108, such as magnetic disk and optical disk
etc.; and a communication unit 1109, such as network card,
modem, wireless transceiver and the like. The communica-
tion unit 1109 allows the apparatus 1100 to exchange
information/data with other devices via the computer net-
work, such as Internet, and/or various telecommunication
networks.

[0091] The above described each process and treatment,
such as the methods 400 and 700, can also be executed by
the processing unit 1101. For example, 1n some implemen-
tations, the methods 400 and 700 can be implemented as a
computer software program tangibly included 1n the
machine-readable medium, e.g., the storage unit 1108. In
some 1mplementations, the computer program can be par-
tially or fully loaded and/or mounted to the apparatus 1100
via ROM 1102 and/or the communication unit 1109. When
the computer program 1s loaded to the RAM 1103 and
executed by the CPU 1101, one or more steps of the above
described methods 400 and 700 can be implemented. Alter-
natively, 1n other implementations, the CPU 1101 also can
be configured 1n other suitable manners to realize the above
procedure/method.

[0092] According to example implementations of the pres-
ent disclosure, there 1s provided an apparatus for managing
a storage space, the apparatus including: at least one pro-
cessor; a volatile memory; and a memory coupled to the at
least one processor, the memory having instructions stored
thereon, the instructions, when executed by the at least one
processor, causing the apparatus to perform acts. The acts
include: 1n response to receiving an allocation request for
allocating a storage space, obtaining the size of a storage
space and the size of a slice 1n the storage space which are
specified by the allocation request; selecting a first storage
system and a second storage system from multiple storage
systems, the first storage system and the second storage
system 1ncluding a first group of storage devices and a
second group of storage devices respectively, and the first
group ol storage devices not overlapping the second group
of storage devices; obtaining a first group of slices and a
second group of slices from the first storage system and the
second storage system respectively, on the basis of the size
of the storage space and the size of the slice; and building a
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user storage system at least on the basis of the first group of
slices and the second group of slices, so as to respond to the
allocation request.

[0093] According to example implementations of the pres-
ent disclosure, building a user storage system at least on the
basis of the first group of slices and the second group of
slices includes: building an address mapping of the user
storage system, the address mapping including a mapping
relationship between each slice in the user storage system
and a storage system where each slice resides.

[0094] According to example implementations of the pres-
ent disclosure, obtaiming a first group of slices and a second
group of slices from the first storage system and the second
storage system respectively includes: obtaining a first work-
load and a second workload of the first storage system and
the second storage system respectively; and selecting the
first group of slices and the second group of slices on the
basis of the first workload and the second workload.
[0095] According to example implementations of the pres-
ent disclosure, the first workload includes at least any of a
storage resource service load or an access load of the first
storage system.

[0096] According to example implementations of the pres-
ent disclosure, the acts further include: 1n response to
receiving an expansion request for expanding the user
storage system, obtaining the size of an expanded space
specified by the expansion request; selecting a third storage
system from the multiple storage systems, the third storage
system including a third group of storage devices; obtaining
a third group of slices from the third storage system on the
basis of the size of the expanded space and the size of the
slice; and expanding the user storage system at least on the
basis of the third group of slices, so as to respond to the
expansion request.

[0097] According to example implementations of the pres-
ent disclosure, the acts further include: regarding a slice 1n
the user storage system, obtaining multiple candidate paths
for accessing the slice, wherein an access server of the user
storage system 1s connected to one of multiple control nodes
of the first storage system via a group of ports respectively,
the multiple control nodes being used to access data in the
first storage system, a candidate path of the multiple candi-
date paths including a port in the group of ports and a control
node among the multiple control nodes.

[0098] According to example implementations of the pres-
ent disclosure, the acts further include: 1n response to
receiving an access request for a target slice in the user
storage system, determining multiple candidate paths for
accessing the target slice; and accessing the target slice via
a candidate path of the multiple candidate paths.

[0099] According to example implementations of the pres-
ent disclosure, accessing the target slice via a candidate path
of the multiple candidate paths includes: in response to
determining the candidate path guides the access request to
a target storage system where the target slice resides, 1den-
tifying the candidate path as a recommended path.

[0100] According to example implementations of the pres-
ent disclosure, accessing the target slice via a candidate path
of the multiple candidate paths includes: in response to
determining the candidate path fails to guide the access
request to a target storage system where the target slice
resides, forwarding the access request to the target storage
system so that the target storage system responds to the
access request.
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[0101] According to example implementations of the pres-
ent disclosure, the acts further include: 1n response to
receiving a further access request for the target slice, obtain-
ing a further candidate path of the multiple candidate paths;
and accessing the target slice via the further candidate path.

[0102] According to example implementations of the pres-
ent disclosure, there 1s provided a computer program prod-
uct. The computer program product 1s tangibly stored on a
non-transient computer readable medium and includes
machine executable instructions which are used to 1mple-
ment the method according to the present disclosure.

[0103] According to example implementations of the pres-
ent disclosure, there 1s provided a computer readable
medium. The computer readable medium has machine
executable 1nstructions stored thereon, the machine execut-
able instructions, when executed by at least one processor,
causing the at least one processor to implement the method
according to the present disclosure.

[0104] The present disclosure can be method, device,
system and/or computer program product. The computer
program product can include a computer-readable storage
medium, on which the computer-readable program instruc-
tions for executing various aspects of the present disclosure
are loaded.

[0105] The computer-readable storage medium can be a
tangible apparatus that maintains and stores instructions
utilized by the 1nstruction executing apparatuses. The com-
puter-readable storage medium can be, but not limited to,
such as electrical storage device, magnetic storage device,
optical storage device, electromagnetic storage device,
semiconductor storage device or any appropriate combina-
tions of the above. More concrete examples of the computer-
readable storage medium (non-exhaustive list) include: por-
table computer disk, hard disk, random-access memory
(RAM), read-only memory (ROM), erasable programmable
read-only memory (EPROM or tlash), static random-access
memory (SRAM), portable compact disk read-only memory
(CD-ROM), digital versatile disk (DVD), memory stick,
floppy disk, mechanical coding devices, punched card stored
with 1nstructions thereon, or a projection 1n a slot, and any
appropriate combinations of the above. The computer-read-
able storage medium utilized here 1s not interpreted as
transient signals per se, such as radio waves or freely
propagated electromagnetic waves, electromagnetic waves
propagated via waveguide or other transmission media (such
as optical pulses via fiber-optic cables), or electric signals
propagated via electric wires.

[0106] The described computer-readable program instruc-
tion can be downloaded from the computer-readable storage
medium to each computing/processing device, or to an
external computer or external storage via Internet, local area
network, wide area network and/or wireless network. The
network can include copper-transmitted cable, optical fiber
transmission, wireless transmission, router, firewall, switch,
network gate computer and/or edge server. The network
adapter card or network interface 1n each computing/pro-
cessing device receives computer-readable program instruc-
tions from the network and forwards the computer-readable
program instructions for storage in the computer-readable
storage medium of each computing/processing device.

[0107] The computer program instructions for executing
operations of the present disclosure can be assembly 1nstruc-
tions, instructions of instruction set architecture (ISA),
machine instructions, machine-related instructions, micro-
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codes, firmware 1nstructions, state setting data, or source
codes or target codes written 1n any combinations of one or
more programming languages, wherein the programming
languages consist of object-oriented programming lan-
guages, e.g., Smalltalk, C++ and so on, and traditional
procedural programming languages, such as “C” language
or similar programming languages. The computer-readable
program 1nstructions can be implemented fully on the user
computer, partially on the user computer, as an independent
software package, partially on the user computer and par-
tially on the remote computer, or completely on the remote
computer or server. In the case where remote computer 1s
involved, the remote computer can be connected to the user
computer via any type of networks, including local area
network (LAN) and wide area network (WAN), or to the
external computer (e.g., connected via Internet using the
Internet service provider). In some implementations, state
information of the computer-readable program instructions
1s used to customize an electronic circuit, e.g., program-
mable logic circuit, field programmable gate array (FPGA)
or programmable logic array (PLA). The electronic circuit
can execute computer-readable program instructions to
implement various aspects of the present disclosure.

[0108] Various aspects of the present disclosure are
described here with reference to flow chart and/or block
diagram of method, apparatus (system) and computer pro-
gram products according to implementations of the present
disclosure. It should be understood that each block of the
flow chart and/or block diagram and the combination of
various blocks 1n the flow chart and/or block diagram can be
implemented by computer-readable program instructions.

[0109] The computer-readable program instructions can
be provided to the processing unit of general-purpose com-
puter, dedicated computer or other programmable data pro-
cessing apparatuses to manufacture a machine, such that the
instructions that, when executed by the processing unit of
the computer or other programmable data processing appa-
ratuses, generate an apparatus for implementing functions/
actions stipulated 1n one or more blocks 1n the flow chart
and/or block diagram. The computer-readable program
instructions can also be stored in the computer-readable
storage medium and cause the computer, programmable data
processing apparatus and/or other devices to work i a
particular manner, such that the computer-readable medium
stored with instructions contains an article of manufacture,
including instructions for implementing various aspects of
the functions/actions stipulated 1n one or more blocks of the
flow chart and/or block diagram.

[0110] The computer-readable program instructions can
also be loaded into computer, other programmable data
processing apparatuses or other devices, so as to execute a
series of operation steps on the computer, other program-
mable data processing apparatuses or other devices to gen-
erate a computer-implemented procedure. Therefore, the
instructions executed on the computer, other programmable
data processing apparatuses or other devices implement
functions/actions stipulated 1n one or more blocks of the
flow chart and/or block diagram.

[0111] The flow chart and block diagram in the drawings
illustrate system architecture, functions and operations that
may be implemented by system, method and computer
program product according to multiple implementations of
the present disclosure. In this regard, each block in the flow
chart or block diagram can represent a module, a part of
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program segment or code, wherein the module and the part
of program segment or code include one or more executable
instructions for performing stipulated logic functions. In
some alternative implementations, 1t should be noted that the
functions indicated in the block can also take place in an
order different from the one indicated i1n the drawings. For
example, two successive blocks can be 1n fact executed in
parallel or sometimes 1n a reverse order dependent on the
involved functions. It should also be noted that each block
in the block diagram and/or flow chart and combinations of
the blocks 1n the block diagram and/or flow chart can be
implemented by a hardware-based system exclusive for
executing stipulated functions or actions, or by a combina-
tion of dedicated hardware and computer instructions.

[0112] Various implementations of the present disclosure
have been described above and the above description 1s only
by way of example rather than exhaustive and 1s not limited
to the implementations of the present disclosure. Many
modifications and alterations, without deviating from the
scope and spirit of the explained various implementations,
are obvious for those skilled 1n the art. The selection of terms
in the text aims to best explain principles and actual appli-
cations of each implementation and technical improvements
made 1n the market by each implementation, or enable other
ordinary skilled in the art to understand implementations of
the present disclosure.

[/We claim:
1. A method for managing a storage space, comprising:

in response to receiving an allocation request for allocat-
ing a storage space, obtaining the size of a storage
space and the size of a slice 1n the storage space which
are specified by the allocation request;

selecting a first storage system and a second storage
system from multiple storage systems, the first storage
system and the second storage system comprising a first
group of storage devices and a second group of storage
devices respectively, and the first group of storage
devices not overlapping the second group of storage
devices;

obtaining a first group of slices and a second group of
slices from the first storage system and the second
storage system respectively, on the basis of the size of
the storage space and the size of the slice; and

building a user storage system at least on the basis of the
first group of slices and the second group of slices, so
as to respond to the allocation request.

2. The method of claim 1, wherein building a user storage
system at least on the basis of the first group of slices and the
second group of slices comprises:

building an address mapping of the user storage system,
the address mapping comprising a mapping relation-
ship between each slice 1n the user storage system and
a storage system where each slice resides.

3. The method of claim 1, wherein obtaining a first group
of slices and a second group of slices from the first storage
system and the second storage system respectively com-
prises:

obtaining a first workload and a second workload of the

first storage system and the second storage system
respectively; and

selecting the first group of slices and the second group of
slices on the basis of the first workload and the second
workload.
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4. The method of claim 3, wherein the first workload
comprises at least any of a storage resource service load or
an access load of the first storage system.

5. The method of claim 1, further comprising: 1n response
to receiving an expansion request for expanding the user
storage system,

obtaining the size of an expanded space specified by the

expansion request;

selecting a third storage system from the multiple storage

systems, the third storage system comprising a third
group of storage devices;

obtaining a third group of slices from the third storage

system on the basis of the size of the expanded space
and the size of the slice; and

expanding the user storage system at least on the basis of

the third group of slices, so as to respond to the
expansion request.

6. The method of claim 1, further comprising:

regarding a slice in the user storage system, obtaining

multiple candidate paths for accessing the slice,
wherein an access server of the user storage system 1s
connected to one of multiple control nodes of the first
storage system via a group of ports respectively, the
multiple control nodes being used to access data in the
first storage system, a candidate path of the multiple
candidate paths comprising a port in the group of ports
and a control node among the multiple control nodes.

7. The method of claim 6, further comprising: 1n response
to receiving an access request for a target slice 1n the user
storage system,

determining multiple candidate paths for accessing the

target slice; and

accessing the target slice via a candidate path of the

multiple candidate paths.

8. The method of claim 6, wherein accessing the target
slice via a candidate path of the multiple candidate paths
COMprises:

in response to determining the candidate path guides the
access request to a target storage system where the
target slice resides, 1dentifying the candidate path as a
recommended path.

9. The method of claim 8, wherein accessing the target
slice via a candidate path of the multiple candidate paths
COMprises:

in response to determining the candidate path fails to
guide the access request to a target storage system
where the target slice resides, forwarding the access
request to the target storage system so that the target
storage system responds to the access request.

10. The method of claim 9, further comprising: 1n
response to receiving a further access request for the target
slice,

obtaining a further candidate path of the multiple candi-

date paths; and

accessing the target slice via the further candidate path.

11. An apparatus for managing a storage space, compris-
ng:

at least one processor;

a volatile memory; and

a memory coupled to the at least one processor and having
instructions stored thereon, the instructions, when
executed by the at least one processor, causing the
apparatus to perform acts comprising:
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1n response to recerving an allocation request for allo-
cating a storage space, obtaining the size of a storage
space and the size of a slice 1n the storage space
which are specified by the allocation request;

selecting a first storage system and a second storage
system from multiple storage systems, the first stor-
age system and the second storage system compris-
ing a first group of storage devices and a second
group ol storage devices respectively, and the first
group of storage devices not overlapping the second
group of storage devices;

obtaining a first group of slices and a second group of
slices from the first storage system and the second
storage system respectively, on the basis of the size
of the storage space and the size of the slice; and

building a user storage system at least on the basis of
the first group of slices and the second group of
slices, so as to respond to the allocation request.

12. The apparatus of claim 11, wherein building a user
storage system at least on the basis of the first group of slices
and the second group of slices comprises:

building an address mapping of the user storage system,
the address mapping comprising a mapping relation-
ship between each slice in the user storage system and
a storage system where each slice resides.

13. The apparatus of claim 11, wherein obtaining a first
group of slices and a second group of slices from the first
storage system and the second storage system respectively
COMpPIrises:

obtaining a first workload and a second workload of the
first storage system and the second storage system
respectively; and

selecting the first group of slices and the second group of
slices on the basis of the first workload and the second
workload.

14. The apparatus of claim 13, wherein the first workload
comprises at least any of a storage resource service load or
an access load of the first storage system.

15. The apparatus of claim 11, wherein the acts further
comprise: 1n response to receiving an expansion request for
expanding the user storage system,

obtaining the size of an expanded space specified by the
expansion request;

selecting a third storage system from the multiple storage
systems, the third storage system comprising a third
group of storage devices;

obtaining a third group of slices from the third storage
system on the basis of the size of the expanded space
and the size of the slice; and

expanding the user storage system at least on the basis of
the third group of slices, so as to respond to the
expansion request.

16. The apparatus of claim 11, wherein the acts further
comprise:
regarding a slice 1n the user storage system, obtaining
multiple candidate paths for accessing the slice,

wherein an access server of the user storage system 1s
connected to one of multiple control nodes of the first
storage system via a group of ports respectively, the
multiple control nodes being used to access data in the
first storage system, a candidate path of the multiple
candidate paths comprising a port in the group of ports
and a control node among the multiple control nodes.
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17. The apparatus of claim 16, wherein the acts further
comprise: 1n response to receirving an access request for a
target slice 1n the user storage system,

determining multiple candidate paths for accessing the

target slice; and

accessing the target slice via a candidate path of the

multiple candidate paths.

18. The apparatus of claam 16, wherein accessing the
target slice via a candidate path of the multiple candidate
paths comprises:

in response to determining the candidate path guides the

access request to a target storage system where the
target slice resides, 1dentifying the candidate path as a
recommended path.

19. The apparatus of claim 18, wherein accessing the
target slice via a candidate path of the multiple candidate
paths comprises:

in response to determining the candidate path fails to

guide the access request to a target storage system
where the target slice resides, forwarding the access
request to the target storage system so that the target
storage system responds to the access request.

20. The apparatus of claim 19, wherein the acts further
comprise: 1n response to receiving a further access request
for the target slice,

obtaining a further candidate path of the multiple candi-

date paths; and

accessing the target slice via the further candidate path.
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21. A computer program product having a non-transitory
computer readable medium which stores a set of instructions
to manage a storage space; the set of instructions, when
carried out by computerized circuitry, causing the comput-
erized circuitry to perform a method of:

in response to receiving an allocation request for allocat-
ing a storage space, obtaining the size of the storage
space and the size of a slice 1n the storage space which
are specified by the allocation request;

selecting a first storage system and a second storage
system from multiple storage systems, the first storage

system and the second storage system comprising a first
group of storage devices and a second group of storage
devices respectively, and the first group of storage
devices not overlapping the second group of storage
devices;

obtaining a first group of slices and a second group of
slices from the first storage system and the second
storage system respectively, on the basis of the size of
the storage space and the size of the slice; and

building a user storage system at least on the basis of the
first group of slices and the second group of slices, so
as to respond to the allocation request.
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