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PEDESTRIAN RE-IDENTIFICATION
METHODS AND APPARATUSES,
ELECTRONIC DEVICES, AND STORAGE
MEDIA

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] The present disclosure 1s a U.S. continuation appli-
cation of International Application No. PCT/CN2018/
116600, filed on Nov. 21, 2018, which claims priority to
Chinese Patent Application No. 201810145717.3 and filed
on Feb. 12, 2018. The disclosures of these applications are
incorporated herein by reference in their entirety.

BACKGROUND

[0002] Pedestrian re-identification 1s a key technology 1n
an intelligent video surveillance system, and it aims to find
a candidate video from a great amount of candidate videos
containing a same pedestrian as a target video by measuring
similarities between the given target video and the candidate
videos.

SUMMARY

[0003] Embodiments of the present disclosure provide
technical solutions for pedestrian re-identification.

[0004] According to a first aspect of the embodiments of
the present disclosure, provided 1s a pedestrian re-1dentifi-
cation method, including: obtaining at least one candidate
video and a target video containing a target pedestrian;
encoding each target video segment in the target video and
cach candidate video segment 1n the at least one candidate
segment respectively; determining, according to encoding
results, a score of similarity between the each target video
segment and the each candidate video segment, the score of
similarity being used for representing a degree of similarity
between pedestrian features 1n the target video segment and
pedestrian features in the candidate video segment; and
performing, according to the score of similarity, pedestrian
re-1dentification on the at least one candidate video.

[0005] According to a second aspect of the embodiments
of the present disclosure, provided 1s a pedestrian re-1den-
tification apparatus, including: an obtaining module, config-
ured to obtain at least one candidate video and a target video
containing a target pedestrian; an encoding module, config-
ured to encode each target video segment 1n the target video
and each candidate video segment 1n the at least one
candidate segment respectively; a determining module, con-
figured to determine, according to encoding results, a score
of similarity between the each target video segment and the
cach candidate video segment, the score of similarity being
used for representing a degree of similarity between pedes-
trian features in the target video segment and pedestrian
features 1n the candidate video segment; and an 1dentifying
module, configured to perform, according to the score of
similarity, pedestrian re-identification on the at least one
candidate video.

[0006] According to a third aspect of the embodiments of
the present disclosure, provided 1s an electronic device,
including: a processor and a memory for storing instructions
executable by the processor, where execution of the mstruc-
tions by the processor causes the processor to perform the
pedestrian re-1dentification method according to the first
aspect.
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[0007] According to a fourth aspect of the embodiments of
the present disclosure, provided 1s a non-transitory com-
puter-readable storage medium, configured to store com-
puter-readable 1nstructions, wherein execution of the
instructions by the processor causes the processor to perform
the pedestrian re-1dentification method according to the first
aspect.

[0008] According to a fifth aspect of the embodiments of
the present disclosure, provided 1s a computer program
product, including at least one executable 1nstruction, where
when the executable instruction 1s executed, the pedestrian
re-1dentification method according to the first aspect is
implemented.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] FIG. 1 1s a schematic flowchart according to one or
more embodiments of a pedestrian re-1dentification method
according to embodiments of the present disclosure;
[0010] FIG. 2 1s a schematic calculation framework dia-
gram according to one or more embodiments of a pedestrian
re-1dentification method according to embodiments of the
present disclosure;

[0011] FIG. 3 1s a schematic flowchart according to one or
more embodiments of a pedestrian re-1dentification method
according to embodiments of the present disclosure;
[0012] FIG. 4 1s a schematic attention encoding mecha-
nism diagram in a pedestrian re-identification method
according to one or more embodiments of the present
disclosure;

[0013] FIG. § 1s a schematic structural diagram of one
embodiment of a pedestrian re-identification apparatus
according to one or more embodiments of the present
disclosure;

[0014] FIG. 6 1s a schematic structural diagram of another
embodiment of a pedestrian re-identification apparatus
according to one or more embodiments of the present
disclosure; and

[0015] FIG. 7 1s a schematic structural diagram of one
embodiment of an electronic device according to one or
more embodiments of the present disclosure.

DETAILED DESCRIPTION

[0016] A current pedestrian re-identification method
mainly encodes a complete video, and measures the simi-
larities between the entire target video and the entire can-
didate video by using an encoding result. The eflect of
pedestrian re-1dentification 1s poor.

[0017] According to the embodiments of the present dis-
closure, during pedestrian re-identification, a target video
containing a target pedestrian and at least one candidate
video are obtained; each target video segment in the target
video and each candidate video segment in the at least one
candidate segment are separately encoded; a score of simi-
larity between the each target video segment and the each
candidate video segment 1s determined according to encod-
ing results; and pedestrian re-1dentification 1s performed on
the at least one candidate video according to the score of
similarity. A number of frames contained 1n a video segment
are far less than a number of frames contained 1n an entire
video, and therefore, a degree of change of pedestrian
surface information in the video segment 1s far lower than a
degree of change of pedestrian surface information in the
entire video. Compared with encoding of an entire target
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video and an entire candidate video, encoding of each target
video segment and each candidate video segment effectively
reduces changes of pedestrian surface information, and a
diversity of pedestrian surface information in different video
frames and a dynamic correlation between a video frame and
a video frame are used, so as to improve a utilization rate of
the pedestrian surface information, and improve an accuracy
rate of calculation of a score of similarity between the each
target video segment and the each candidate video segment
according to encoding results, thereby improving an accu-
racy rate of pedestrian re-identification.

[0018] The specific implementations of the embodiments
of the present invention are further described 1n detail below
with reference to the accompanying drawings (the same
reference numerals 1n a plurality of accompanying drawings
represent the same elements) and the embodiments. The
following embodiments are intended to illustrate the present
invention, but are not intended to limit the scope of the
present 1vention.

[0019] A person skilled 1n the art may understand that the
terms such as “first” and “second” 1n the embodiments of the
present invention are only used to distinguish different
operations, devices or modules, etc., and do not represent
any specific technical meaning or an inevitable logical
sequence therebetween.

[0020] Retferring to FIG. 1, a schematic flowchart of one
embodiment of a pedestrian re-1dentification method accord-
ing to embodiments of the present disclosure 1s shown.

[0021] The pedestrian re-1dentification method according
to the embodiments of the present disclosure invokes, by
means of a processor of an electronic device, related instruc-
tions stored 1n a memory to perform the operations below.

[0022] Operation S100, a target video containing a target
pedestrian and at least one candidate video are obtained.

[0023] The target video 1n the embodiments of the present
disclosure contains one or more target pedestrians, and the
candidate video contains one or more candidate pedestrians
or does not contain a candidate pedestrian. The target video
and the at least one candidate video in the embodiments of
the present disclosure 1s a video 1mage from a video acqui-
sition device or from other devices. One purpose of the
embodiments of the present disclosure 1s obtaiming from at
least one candidate video a candidate video in which a
candidate pedestrian and a target pedestrian are a same
pedestrian.

[0024] In an optional example, operation S100 1s per-
formed by a processor by 1invoking a corresponding instruc-
tion stored in a memory, or 1s performed by an obtaining
module 50 run by the processor.

[0025] Operation S102, each target video segment 1n the
target video and each candidate video segment 1n the at least
one candidate segment are separately encoded.

[0026] First, the target video and the candidate video are
segmented to generate each target video segment in the
target video and each candidate video segment 1n the can-
didate segment, where the each target video segment has a
fixed time length, each candidate video segment has a fixed
time length, and the time length of the each target video
segment and the time length of the each candidate video
segment are same or different.

[0027] Then, an encoding operation 1s separately per-
formed on the each target video segment and the each
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candidate video segment, to obtain an encoding result of the
cach target video segment and an encoding result of the each
candidate video segment.

[0028] In an optional example, operation S102 is per-
formed by a processor by invoking a corresponding instruc-
tion stored in a memory, or 1s performed by an encoding
module 52 run by the processor.

[0029] Operation S104, a score of similarity between the
cach target video segment and the each candidate video
segment 1s determined according to encoding results.
[0030] In the embodiments of the present disclosure, the
encoding result of the each target video segment may be
considered to be one form of expression of a pedestrian
feature vector in the each target video segment, and the
encoding result of the each candidate video segment may be
considered to be one form of expression of a pedestrian
feature vector 1n the each candidate video segment.

[0031] Alternatively, the encoding result 1s a pedestrian
feature vector. If a pedestrian feature vector of a certain
target video segment and a pedestrian feature vector of a
certain candidate video segment are same or approximate, it
1s 1indicated that a possibility that the target video segment
and the candidate video segment contain a same target
pedestrian 1s high; and 1f a pedestrian feature vector of a
certain target video segment and a pedestrian feature vector
of a certain candidate video segment are different, 1t 1s
indicated that a possibility that the target video segment and
the candidate video segment contain a same target pedes-
trian 1s low, 1.e., a score of similarity between the target
video segment and the candidate video segment 1s low.
[0032] In an optional example, operation S104 1s per-
formed by a processor by invoking a corresponding instruc-
tion stored 1n a memory, or 1s performed by a determining
module 54 run by the processor.

[0033] Operation S106, pedestrian re-identification 1s per-
formed on the at least one candidate video according to the
score of similarity.

[0034] After the score of similarity between the each
target video segment and the each candidate video segment
1s obtained, a score of similarity of the at least one candidate
video may be obtained according to the score of similarity.
A candidate video with a high score of similarity 1s deter-
mined as a candidate video in the target video having a same
target pedestrian.

[0035] In an optional example, operation S106 1s per-
formed by a processor by invoking a corresponding instruc-
tion stored 1n a memory, or 1s performed by an 1dentifying
module 56 run by the processor.

[0036] The pedestrian re-identification method provided
in the embodiments of the present disclosure may be per-
formed under the calculation framework as shown 1n FIG. 2.
First, a video (including a target video and at least one
candidate video) 1s segmented to generate video segments
having a fixed length. p represents the target video, g
represents one candidate video 1n the at least one candidate
video, p, 1s one target video segment 1n the target video p,
and g, 1s one candidate video segment 1n the candidate video
g. In order to measure a similarity between any two video
segments 1n the target video p and the candidate video g, a
deep network having a collaborative attention mechanism 1s
used. The deep network uses the target video segment p, and
the candidate video segment g, as inputs, and an output
m(p,.2,) as a score of similarity between the target video
segment p, and the candidate video segment g,. For every



US 2020/0134321 Al

two video segments (a target video segment and a candidate
video segment) 1n the target video p and the candidate video
g, scores of similarity between several video segments may
be obtained. In order to eflectively estimate the similarity
between the target video p and the candidate video g, some
of scores of similarity with a high similarity may be selected
by using a competitive mechanism, and these scores of
similarity are added to obtain an reliable estimate c(p,g) of
the similarity between the target video p and the candidate
video g.

[0037] According to the embodiments of the present dis-
closure, during pedestrian re-identification, a target video
containing a target pedestrian and at least one candidate
video are obtained; each target video segment in the target
video and each candidate video segment in the at least one
candidate segment are separately encoded; a score of simi-
larity between the each target video segment and the each
candidate video segment 1s determined according to encod-
ing results; and pedestrian re-identification 1s performed on
the at least one candidate video according to the score of
similarity. A number of frames contained 1n a video segment
are far less than a number of frames contained in an entire
video, and therefore, a degree of change of pedestrian
surface information in the video segment 1s far lower than a
degree of change of pedestrian surface information in the
entire video. Compared with encoding of an entire target
video and an entire candidate video, encoding of each target
video segment and each candidate video segment effectively
reduces changes of pedestrian surface information, and a
diversity of pedestrian surface information in different video
frames and a dynamic correlation between a video frame and
a video frame are used, so as to improve a utilization rate of
the pedestrian surface information, and improve an accuracy
rate of calculation of a score of similarity between the each
target video segment and the each candidate video segment
according to encoding results, thereby improving an accu-
racy rate of pedestrian re-identification.

[0038] Referring to FIG. 3, a schematic flowchart of
another embodiment of a pedestrian re-1dentification method
according to embodiments of the present disclosure 1is
shown.

[0039] It should be noted that description portions of the
embodiments of the present disclosure all have their own
focuses, and for details that are not described exhaustively
in one embodiment, refer to the introduction and description
in other embodiments 1n the present disclosure. Details are
not described repeatedly.

[0040] Operation S300, a target video containing a target
pedestrian and at least one candidate video are obtained.

[0041] Operation S302, each target video segment in the
target video and each candidate video segment 1n the at least
one candidate segment are separately encoded.

[0042] Optionally, operation S302 may include the fol-
lowing operations.

[0043] Operation S3020, a first target feature vector and a
second target feature vector of each target video frame in the
each target video segment as well as an index feature vector
of the each target video segment are obtained, and a first
candidate feature vector and a second candidate feature
vector of each candidate video frame 1n the each candidate
video segment are obtained.

[0044] In an optional implementation, an image feature
vector of the each target video frame and an 1image feature
vector of the each candidate video frame separately may be
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extracted by using a neural network, where the 1mage feature
vector 1s used for reflecting an 1image feature in the video
frame, such as a pedestrian feature and a background fea-
ture. For the target video frame, a first target feature vector
and a second target feature vector of each target video frame
in the each target video segment as well as an index feature
vector of the each target video segment are generated
according to the image feature vector of the each target
video frame, where the index feature vector contains infor-
mation of the target video segment, and useful information
can be effectively distinguished from noise information. For
the candidate video frame, a first candidate feature vector
and a second candidate feature vector of each candidate
video frame are generated according to the image feature
vector of the each candidate video frame. Specifically, a first
target feature vector (a “key” feature vector) and a first
candidate feature vector (a “key” feature vector) may be
generated according to a linear transformation of each frame
of feature, a second target feature vector (a “value” feature
vector) and a second candidate feature vector (a “value”
feature vector) may be generated according to another linear
transformation of the each frame of feature, and an index
feature vector of the each target video segment i1s generated
by using a Long Short-Term Memory (LSTM) network and
the image feature vector of the each target video frame of the
cach target video segment, where the index feature vector 1s
generated by the target video segment, and used for the
target video segment 1tself and all candidate video segments.

[0045] Operation S3022, an attention weight vector is
generated according to the index feature vector, the first
target feature vector, and the first candidate feature vector.

[0046] In the embodiments of the present disclosure, the
first target feature vector and the first candidate feature
vector are used for generating an attention weight vector.
The attention weight vector comprises a target attention
weight vector and a candidate attention weight vector. In an
optional implementation, for the target video frame, a target
attention weight vector of the each target video frame may
be generated according to the index feature vector and the
first target feature vector. Optionally, a target heat map of the
cach target video frame 1s generated according to the index
feature vector and the first target feature vector of the each
target video frame, specifically, an inner product operation 1s
performed according to the index feature vector and the first
target feature vector of the each target video frame to obtain
a target heat map of the each target video frame; and
normalization processing 1s performed on the target heat
map 1in time dimension by using a softmax function to obtain
a target attention weight vector of the each target video
frame. For the candidate video frame, a candidate attention
weight vector of the each candidate video frame may be
generated according to the index feature vector and the first
candidate feature vector. Optionally, a candidate heat map of
the each candidate video frame 1s generated according to the
index feature vector and the first candidate feature vector of
the each candidate video frame, specifically, an inner prod-
uct operation 1s performed according to the index feature
vector and the first candidate feature vector of the each
candidate video frame to obtain a candidate heat map of the
cach candidate video frame; and normalization processing 1s
performed on the candidate heat map 1n time dimension by
using a soitmax function to obtain a candidate attention
weight vector of the each candidate video frame.
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[0047] The attention weight vector 1s used for enhancing
an effective pedestrian feature in an encoding process, 1s a
weight vector having discrimination information, and can
reduce the influence of noise information.

[0048] Operation S3024, an encoding result of the each
target video segment and an encoding result of the each
candidate video segment are obtained according to the
attention weight vector, the second target feature vector, and
the second candidate feature vector.

[0049] In the embodiments of the present disclosure, the
second target feature vector 1s used for retlecting an 1mage
feature of each frame 1n the target video segment, and the
second candidate feature vector i1s used for reflecting an
image feature of each frame 1n the candidate video segment.
In an optional implementation, for the target video frame, an
encoding result of the each target video segment 1s obtained
according to the target attention weight vector and the
second target feature vector of the each target video frame.
Specifically, the target attention weight vector of the each
target video frame 1s multiplied by second target feature
vectors of respective target video frames; and multiplication
results of the each target video frame 1s added in time
dimension, to obtain an encoding result of the each target
video segment. For the candidate video frame, an encoding
result of the each candidate video segment 1s obtained
according to the candidate attention weight vector and the
second candidate feature vector of the each candidate video
frame. Optionally, the candidate attention weight vector of
the each candidate video frame 1s multiplied by second
candidate feature vectors of respective candidate video
frames; and multiplication results of the each candidate
video frame 1s added in time dimension, to obtain an
encoding result of the each candidate video segment.

[0050] Operation S302 1n the embodiments of the present
disclosure may be implemented by an attention encoding
mechamism diagram, 1.e., by extracting features of different
frames 1n a video segment (a target video segment and a
candidate video segment), an encoding result of the video
segment, and the process 1s as shown in FIG. 4. First, a
convolutional neural network feature 1s extracted from each
target video frame 1n a target video segment and each
candidate video frame 1n a candidate video segment, a “key”
feature vector and a “value” feature vector corresponding to
the each target video frame or the each candidate video
frame 1s generated according to the convolutional neural
network feature, an mnner product operation 1s performed on
the “key” feature vector of the each target video frame or the
each candidate video frame and an index feature vector of
the each target video segment to form a heat map, and a
correction between each feature 1n the target video frame or
the candidate video frame and global information 1s reflected
by means of the heat map. A normalization operation 1s
performed on the heat map 1n time dimension by using a
softmax function to form an attention weight vector, the
attention weight vector 1s multiplied by the *“value” feature
vector of the each video frame in each dimension, and
obtained results of different video frames are added in time
dimension, so as to obtain an encoding result of the each
video segment.

[0051] Operation S304, a score of similarity between the
cach target video segment and the each candidate video
segment 1s determined according to encoding results.

[0052] In an optional implementation, a subtraction opera-
tion, a square operation, a full connection operation, and a
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normalization operation are performed on the encoding
result of the each target video segment and the encoding
result of the each candidate video segment in sequence, to
obtain a score of similarity between the each target video
segment and the each candidate video segment. Specifically,
a subtraction operation 1s performed on the encoding result
of the each target video segment and the encoding result of
the each candidate video segment 1n sequence, and then a
square operation 1s performed in each image dimension,
where the 1image dimension includes, but 1s not limited to, a
pedestrian 1mage dimension and a background 1image dimen-
sion, where the pedestrian 1mage dimension includes a head
image dimension, an upper body image dimension, a lower
body 1image dimension, and the like; and the background
image dimension includes a building image dimension, a
street 1mage dimension, and the like. A {feature vector
obtained after the square operation passes through a full
connection layer to obtain a two-dimensional feature vector,
and finally, a score of similarity between the each target
video segment and the each candidate video segment 1s
obtained by means of a nonlinear normalization of a Sig-
moid function. In one or more embodiments of the present
disclosure, the performing a subtraction operation on the
encoding result of the each target video segment and the
encoding result of the each candidate video segment 1n
sequence comprises: the encoding result of the each target
video 1s subtracted by the encoding result of the each
candidate video segment 1n sequence.

[0053] Operation S306, pedestrian re-1dentification 1s per-
formed on the at least one candidate video according to the
score of similarity.

[0054] In an optional implementation, for each of the at
least one candidate video, scores of similarity greater than or
equal to a preset threshold or high scores of similarity (for
example, scores of similarity ranked top 20%) are added as
a score of similarity of the each candidate video; the score
of similarity of the each candidate video 1s ranked 1n
descending order; and one or more candidate videos ranked
top 1s determined as videos containing a same target pedes-
trian as the target video. The preset threshold may be set
according to actual situations, and the high scores are
relative.

[0055] According to the embodiments of the present dis-
closure, during pedestrian re-identification, a target video
containing a target pedestrian and at least one candidate
video are obtained; each target video segment in the target
video and each candidate video segment 1n the at least one
candidate segment are separately encoded; a score of simi-
larity between the each target video segment and the each
candidate video segment 1s determined according to encod-
ing results; and pedestrian re-1dentification 1s performed on
the at least one candidate video according to the score of
similarity. A number of frames contained in a video segment
are far less than a number of frames contained 1n an entire
video, and therefore, a degree of change of pedestrian
surface information in the video segment 1s far lower than a
degree of change of pedestrian surface information in the
entire video. Compared with encoding of an entire target
video and an entire candidate video, encoding of each target
video segment and each candidate video segment effectively
reduces changes of pedestrian surface information, and a
diversity of pedestrian surface information in different video
frames and a dynamic correlation between a video frame and
a video frame are used, so as to improve a utilization rate of
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the pedestrian surface information, and improve an accuracy
rate of calculation of a score of similarity between the each
target video segment and the each candidate video segment
according to encoding results, thereby improving an accu-
racy rate of pedestrian re-identification.

[0056] The encoding result of the candidate video in the
embodiments of the present disclosure 1s obtained by the
index feature vector of the target video segment and the
“key” feature vector of the candidate video segment. In an
encoding process, the index feature vector of the target video
segment 1s used as guidance information, there improving
accuracy of determination of the score of similarity accord-
ing to the encoding result of the candidate video. The
attention weight vector of the each candidate video frame 1s
estimated by using the index feature vector of the target
video segment, so as to reduce the influence of an abnormal
candidate video frame 1n the candidate video on the encod-
ing result of the candidate video segment, thereby making
re-1dentification of a pedestrian i1n the candidate video more
targeted.

[0057] According to the embodiments of the present dis-
closure, a target video and a candidate video are segmented,
a target video segment and a candidate video segment are
encoded, and when a pedestrian in the candidate video 1s
blocked by a part of the candidate video frame, a candidate
video segment with a high score of similarity as an effective
candidate video segment of the candidate video, and a
candidate video segment with a low score of similarity 1s
1gnored.

[0058] Referring to FIG. 5, a schematic structural diagram
of one embodiment of a pedestrian re-1dentification appara-
tus according to embodiments of the present disclosure 1s
shown.

[0059] The pedestrian re-1dentification apparatus provided
in the embodiments of the present disclosure includes: an
obtaining module 50, configured to obtain a target video
containing a target pedestrian and at least one candidate
video; an encoding module 52, configured to encode each
target video segment in the target video and each candidate
video segment 1n the at least one candidate segment sepa-
rately; a determining module 54, configured to determine a
score of similarity between the each target video segment
and the each candidate video segment according to encoding
results, the score of similarity being used for representing a
degree of similarity between pedestrian features 1n the target
video segment and the candidate video segment; and an
identification module 56, configured to perform pedestrian
re-1dentification on the at least one candidate video accord-
ing to the score of similarity.

[0060] The pedestrian re-identification apparatus accord-
ing to the embodiments of the present disclosure 1s config-
ured to implement the corresponding pedestrian re-identifi-
cation method according to the forgoing embodiments, and
has beneficial eflects of the corresponding method embodi-
ments. Details are not described herein repeatedly.

[0061] Referring to FIG. 6, a schematic structural diagram
of another embodiment of a pedestrian re-identification
apparatus according to embodiments of the present disclo-
sure 1s shown.

[0062] The pedestrian re-identification apparatus provided
in the embodiments of the present disclosure includes: an
obtaining module 60, configured to obtain a target video
contaiming a target pedestrian and at least one candidate
video; an encoding module 62, configured to encode each
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target video segment 1n the target video and each candidate
video segment 1n the at least one candidate segment sepa-
rately; a determining module 64, configured to determine a
score of similarity between the each target video segment
and the each candidate video segment according to encoding
results, the score of similarity being used for representing a
degree of similarity between pedestrian features in the target
video segment and the candidate video segment; and an
identification module 66, configured to perform pedestrian
re-1dentification on the at least one candidate video accord-
ing to the score of similarity.

[0063] Optionally, the encoding module 62 includes: a
feature vector obtaiming module 620, configured to obtain a
first target feature vector and a second target feature vector
of each target video frame 1n the each target video segment
as well as an index feature vector of the each target video
segment, and obtain a first candidate feature vector and a
second candidate feature vector of each candidate video
frame 1n the each candidate video segment; a weight vector
generating module 622, configured to generate an attention
welght vector according to the index feature vector, the first
target feature vector, and the first candidate feature vector;
and an encoding result obtaiming module 624, configured to
obtain an encoding result of the each target video segment
and an encoding result of the each candidate video segment
according to the attention weight vector, the second target
feature vector, and the second candidate feature vector.

[0064] Optionally, the feature vector obtaining module
620 1s configured to extract an image feature vector of the
cach target video frame and an 1mage feature vector of the
cach candidate video frame separately; and generate a first
target feature vector and a second target feature vector of the
cach target video frame as well as an index feature vector of
the each target video frame according to the image feature
vector of the each target video frame, and generate a first
candidate feature vector and a second candidate feature
vector of the each candidate video frame according to the
image feature vector of the each candidate video frame.

[0065] Optionally, the attention weight vector comprises a
target attention weight vector and a candidate attention
weilght vector. The weight vector generating module 622 1s
configured to generate a target attention weight vector of the
cach target video frame according to the index feature vector
and the first target feature vector, and generate a candidate
attention weight vector of the each candidate video frame
according to the index feature vector and the first candidate
feature vector.

[0066] Optionally, the weight vector generating module
622 1s configured to generate a target heat map of the each
target video frame according to the index feature vector and
the first target feature vector of the each target video frame;
and perform normalization processing on the target heat map
to obtain a target attention weight vector of the each target
video frame; and/or generate a candidate heat map of the
cach candidate video frame according to the index feature
vector and the first candidate feature vector of the each
candidate video frame; and perform normalization process-
ing on the candidate heat map to obtain a candidate attention
weight vector of the each candidate video frame.

[0067] Optionally, the encoding result obtaining module
624 1s configured to obtain an encoding result of the each
target video segment according to the target attention weight
vector and the second target feature vector of the each target
video frame, and obtain an encoding result of the each
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candidate video segment according to the candidate atten-
tion weight vector and the second candidate feature vector of
the each candidate video frame.

[0068] Optionally, the encoding result obtaining module
624 1s configured to multiply the target attention weight
vector of the each target video frame by second target feature
vectors of respective target video frames; and add multipli-
cation results of the each target video frame in time dimen-
s10n, to obtain an encoding result of the each target video
segment; and/or multiply the candidate attention weight
vector of the each candidate video frame by second candi-
date feature vectors of respective candidate video frames;
and add multiplication results of the each candidate video
frame 1n time dimension, to obtain an encoding result of the
each candidate video segment.

[0069] Optionally, the determining module 64 1s config-
ured to perform a subtraction operation on the encoding
result of the each target video frame and the encoding result
of the each candidate video segment in sequence; perform a
square operation on a subtraction operation result 1n each
dimension; perform a full connection operation on a feature
vector obtained by the square operation to obtain a two-
dimensional feature vector; and perform a normalization
operation on the two-dimensional feature vector, to obtain a
score of similarity between the each target video segment
and the each candidate video segment.

[0070] Optionally, the identifying module 66 1s configured
to, for each candidate video 1n the at least one candidate
video, take a sum of a preset proportion of top scores in
scores of similarity between each candidate video segment
of the candidate video and the each target video segment as
a score of similarity of the candidate video; rank the score
of similarity of the each candidate video in descending
order; and determine one or several candidate videos ranked
top as videos containing a same target pedestrian as the
target video.

[0071] The pedestrian re-identification apparatus accord-
ing to the embodiments of the present disclosure 1s config-
ured to implement the corresponding pedestrian re-1dentifi-
cation method according to the forgoing embodiments, and
has beneficial effects of the corresponding method embodi-
ments. Details are not described herein repeatedly.

[0072] The embodiments of the present disclosure further
provide an electronic device which, for example, 1s a mobile
terminal, a Personal Computer (PC), a tablet computer, a
server, or the like. Referring to FIG. 7 below, a schematic
structural diagram of an electronic device 700 suitable for
implementing the pedestrian re-identification apparatus
according to the embodiments of the present disclosure 1s
shown. As shown 1n FIG. 7, the electronic device 700 may
include a memory and a processor. Specifically, the elec-
tronic device 700 includes one or more processors, a com-
munication element, and the like. The one or more proces-
sors are, for example, one or more Central Processing Units
(CPUs) 701, and/or one or more Graphic Processing Units
(GPUs) 713, or the like, and the processors execute various
appropriate actions and processing according to executable
instructions stored 1 a Read-Only Memory (ROM) 702 or
executable 1nstructions loaded from a storage section 708 to
a Random Access Memory (RAM) 703. The communication
element includes a communication component 712 and/or a
communication interface 709. The communication compo-
nent 712 includes, but 1s not limited to, a network card, and
the network card includes, but 1s not limited to, an Infini-
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Band (IB) network card. The communication interface 709
includes a communication interface of a network interface
card such as a Local Area Network (LAN) card and a
modem, and the communication interface 709 performs
communication processing via a network such as the Inter-
net.

[0073] The processor may communicate with the ROM
702 and/or the RAM 703 to execute executable 1nstructions,
1s connected to the communication component 712 via a
communication bus 704, and communicates with other
target devices via the communication component 712, so as
to achieve corresponding operations of any pedestrian re-
identification method provided in the embodiments of the
present disclosure, for example, obtaining a target video
containing a target pedestrian and at least one candidate
video; encoding each target video segment in the target
video and each candidate video segment 1n the at least one
candidate segment separately; determining a score of simi-
larity between the each target video segment and the each
candidate video segment according to encoding results, the
score of similarity being used for representing a degree of
similarity between pedestrian features in the target video
segment and the candidate video segment; and performing
pedestrian re-identification on the at least one candidate
video according to the score of similarity.

[0074] Inaddition, the RAM 703 may further store various
programs and data required for operations of an apparatus.
The CPU 701 or GPU 713, the ROM 702, and the RAM 703
are connected to each other by means of the communication
bus 704. In the presence of the RAM 703, the ROM 702 1s
an optional module. The RAM 703 stores executable
instructions, or writes the executable instructions to the
ROM 702 during running, where the executable instructions
cause the processor to perform corresponding operations of
the foregoing communication method. An Input/output (I/O)
interface 705 i1s also connected to the communication bus
704. The communication component 712 1s integrated, or 1s
configured to have plurality of sub-modules (e.g., plurality
of IB network cards) linked on the communication bus.

[0075] The following components are connected to the I/O
interface 705: an mput section 706 including a keyboard, a
mouse and the like; an output section 707 including a
Cathode-Ray Tube (CRT), a Liquid Crystal Display (LCD),
a loudspeaker and the like; a storage section 708 including
hardware and the like; and the communication intertace 709
of a network interface card such as an LAN card and a
modem. A drive 710 1s also connected to the I/O interface
705 according to requirements. A removable medium 711
such as a magnetic disk, an optical disk, a magneto-optical
disk, a semiconductor memory or the like 1s installed on the
drive 710 according to requirements, so that a computer
program read from the removable medium 1s installed on the
storage section 708 according to requirements.

[0076] It should be noted that the architecture illustrated 1n
FIG. 7 1s merely an optional implementation. During spe-
cific practice, the number and types of the components 1n
FIG. 7 may be selected, decreased, increased, or replaced
according to actual requirements. Different functional com-
ponents may be separated or integrated or the like. For
example, the GPU and the CPU may be separated, or the
GPU may be integrated on the CPU, and the communication
clement may be separated from or integrated on the CPU or
the GPU or the like. These alternative implementations all
fall within the scope of protection of the present invention.
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[0077] The electronic device according to the embodi-
ments of the present disclosure can be configured to 1mple-
ment the corresponding pedestrian re-identification method
in the foregoing embodiments. The components in the
electronic device may be configured to perform the opera-
tions 1n the foregoing method embodiments. For example,
the pedestrian re-identification method described above may
be 1implemented by the processor of the electronic device
invoking related instructions stored in the memory. For the
purpose of concision, details are not described herein repeat-
edly.

[0078] The process described above with reference to the
flowchart according to the embodiments of the present
disclosure may be implemented as a computer soiftware
program. For example, the embodiments of the present
disclosure 1include a computer program product, including a
computer program tangibly included on a machine-readable
medium. The computer program includes a program code
for performing the method shown in the flowchart. The
program code may include corresponding instructions for
performing the operations of the method provided in the
embodiments of the present disclosure, for example, obtain-
ing a target video containing a target pedestrian and at least
one candidate video; encoding each target video segment 1n
the target video and each candidate video segment 1n the at
least one candidate segment separately; determining a score
of similanity between the each target video segment and the
each candidate video segment according to encoding results,
the score of similarity being used for representing a degree
of stmilarity between pedestrian features 1n the target video
segment and the candidate video segment; and performing
pedestrian re-identification on the at least one candidate
video according to the score of similarity. In such embodi-
ments, the computer program may be downloaded and
installed from a network through the communication ele-
ment and/or installed from the removable medium 711.
When the computer program 1s executed by the processor,
functions provided 1in the method according to the embodi-
ments of the present disclosure are performed.

[0079] The methods, apparatuses, electronic devices, and
storage media according to the embodiments of the present
disclosure may be implemented 1n many manners. For
example, the methods, apparatuses, electronic devices, and
storage media according to the embodiments of the present
disclosure may be implemented by using software, hard-
ware, firmware, or any combination of software, hardware,
and firmware. Unless otherwise specially stated, the fore-
going sequences of operations of the methods are merely for
description, and are not intended to limit the operations of
the methods of the embodiments of the present disclosure. In
addition, 1n some embodiments, the present disclosure may
be implemented as programs recorded in a recording
medium. The programs include machine-readable nstruc-
tions for implementing the methods according to the
embodiments of the present disclosure. Theretfore, the pres-
ent disclosure further covers the recording medium storing
the programs for performing the methods according to the
embodiments of the present disclosure.

[0080] The descriptions of the embodiments of the present
disclosure are provided for the purpose of examples and
description, and are not intended to be exhaustive or limait
the present invention to the disclosed form. Many modifi-
cations and changes are obvious to a person of ordinary skill
in the art. The embodiments are selected and described to
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better describe a principle and an actual application of the
present disclosure, and to make a person of ordinary skill in
the art understand the present disclosure, so as to design
various embodiments with various modifications applicable
to particular use.

1. A pedestrian re-identification method, comprising;

obtaining at least one candidate video and a target video
containing a target pedestrian;
encoding each target video segment 1n the target video

and each candidate video segment in the at least one
candidate segment respectively;

determining, according to encoding results, a score of
similarity between the each target video segment and
the each candidate video segment, the score of simi-
larity being used for representing a degree of similarity
between pedestrian features in the target video segment
and pedestrian features 1n the candidate video segment;
and

performing, according to the score of similarity, pedes-
trian re-identification on the at least one candidate
video.

2. The method according to claim 1, wherein the encoding
cach target video segment 1n the target video and each
candidate video segment in the at least one candidate
segment respectively comprises:

obtaining a first target feature vector and a second target
feature vector of each target video frame in the each
target video segment as well as an index feature vector
of the each target video segment;

obtaining a first candidate feature vector and a second
candidate feature vector of each candidate video frame
in the each candidate video segment;

generating, according to the index feature vector, the first
target feature vector, and the first candidate feature
vector, an attention weight vector; and

obtaining, according to the attention weight vector, the
second target feature vector, and the second candidate
feature vector, an encoding result of the each target
video segment and an encoding result of the each
candidate video segment.

3. The method according to claim 2, wherein the obtaining
a first target feature vector and a second target feature vector
of each target video frame 1n the each target video segment
as well as an index feature vector of the each target video
segment, and obtaiming a first candidate feature vector and
a second candidate feature vector of each candidate video
frame 1n the each candidate video segment comprises:

extracting an image feature vector of the each target video

frame and an 1mage feature vector of the each candidate
video frame respectively;

generating, according to the image feature vector of the
cach target video frame, the first target feature vector
and the second target feature vector of the each target
video frame as well as the index feature vector of the
cach target video frame; and

generating, according to the image feature vector of the
each candidate video frame, the first candidate feature
vector and the second candidate feature vector of the
each candidate video frame.

4. The method according to claim 2, wherein the attention
weilght vector comprises a target attention weight vector and
a candidate attention weight vector, wherein the generating,
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according to the index feature vector, the first target feature
vector, and the first candidate feature vector, an attention
weight vector comprises:

generating, according to the index feature vector and the
first target feature vector, a target attention weight
vector of the each target video frame; and

generating, according to the index feature vector and the
first candidate feature vector, a candidate attention
weight vector of the each candidate video frame.

5. The method according to claim 4, wherein the gener-
ating, according to the index feature vector and the first
target feature vector, a target attention weight vector of the

each target video frame comprises:

generating, according to the index feature vector and the
first target feature vector of the each target video frame,
a target heat map of the each target video frame; and

performing normalization processing on the target heat
map to obtain the target attention weight vector of the
cach target video frame;

and/or

the generating, according to the index feature vector and
the first candidate feature vector, a candidate attention
weilght vector of the each candidate video frame com-
prises:

generating, according to the index feature vector and the
first candidate feature vector of the each candidate
video frame, a candidate heat map of the each candidate
video frame; and

performing normalization processing on the candidate
heat map to obtain the candidate attention weight
vector of the each candidate video frame.

6. The method according to claim 2, wherein the obtain-
ing, according to the attention weight vector, the second
target feature vector, and the second candidate feature vec-
tor, an encoding result of the each target video segment and
an encoding result of the each candidate video segment
COmprises:

obtaining, according to the target attention weight vector
and the second target feature vector of the target video
frame, the encoding result of the each target video
segment; and

obtaining, according to the candidate attention weight
vector and the second candidate feature vector of the
candidate video frame, the encoding result of the each
candidate video segment.

7. The method according to claim 6, wherein the obtain-
ing, according to the target attention weight vector and the
second target feature vector of the each target video frame,
the encoding result of the each target video segment com-
prises:

multiplying the target attention weight vector of the each

target video frame by the second target feature vector
of the each target video frame;

adding, 1n time dimension, multiplication result of the
cach target video frame; and

obtain the encoding result of the each target video seg-
ment,

and/or

the obtaining, according to the candidate attention weight
vector and the second candidate feature vector of the
cach candidate video frame, the encoding result of the
cach candidate video segment comprises:
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multiplying the candidate attention weight vector of the
cach candidate video frame by the second candidate
feature vector of the each candidate video frame;

adding, in time dimension, multiplication result of the
each candidate video frame; and

obtaining the encoding result of the each candidate video

segment.

8. The method according to claim 1, wherein the deter-
mining, according to encoding results, a score of similarity
between the each target video segment and the each candi-
date video segment comprises:

performing a subtraction operation on an encoding result

of the each target video segment and an encoding result
of the each candidate video segment in sequence;

performing, 1n each dimension, a square operation on a

result of the subtraction operation;

performing a full connection operation on a feature vector

obtained by the square operation to obtain a two-
dimensional feature vector;

performing a normalization operation on the two-dimen-

sional feature vector; and

obtaining the score of similarity between the each target

video segment and the each candidate video segment.

9. The method according to claim 1, wherein the perform-
ing, according to the score of similarity, pedestrian re-
identification on the at least one candidate video comprises:

for each candidate video in the at least one candidate

video, taking a sum of a preset proportion of top scores
in scores of similarity between each candidate video
segment of the candidate video and the each target
video segment as a score of similarity of the candidate
video;

ranking the score of similarity of the each candidate video

in a descending order; and

determining one or several candidate videos ranked top as
videos containing a same target pedestrian as the target
video.

10. An electronic device, comprising:
a processor; and

a memory for storing instructions executable by the
Processor;

wherein execution of the instructions by the processor
causes the processor to perform the following opera-
tions:

obtaining at least one candidate video and a target video
containing a target pedestrian;
encoding each target video segment 1n the target video

and each candidate video segment in the at least one
candidate segment respectively;

determining, according to encoding results, a score of
similarity between the each target video segment and
the each candidate video segment, the score of simi-
larity being used for representing a degree of similarity
between pedestrian features in the target video segment
and pedestrian features 1n the candidate video segment;
and

performing, according to the score of similarity, pedes-
trian re-identification on the at least one candidate
video.

11. The electronic device according to claim 10, wherein
the encoding each target video segment 1n the target video
and each candidate video segment in the at least one
candidate segment respectively comprises:
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obtaining a first target feature vector and a second target
feature vector of each target video frame in the each
target video segment as well as an index feature vector
of the each target video segment;

obtaining a first candidate feature vector and a second
candidate feature vector of each candidate video frame
in the each candidate video segment;

generating, according to the index feature vector, the first
target feature vector, and the first candidate feature
vector, an attention weight vector; and

obtaining, according to the attention weight vector, the
second target feature vector, and the second candidate
feature vector, an encoding result of the each target
video segment and an encoding result of the each
candidate video segment.

12. The electronic device according to claim 11, wherein
the obtaining a first target feature vector and a second target
feature vector of each target video frame 1n the each target
video segment as well as an index feature vector of the each
target video segment, and obtaining a first candidate feature
vector and a second candidate feature vector of each can-
didate video frame in the each candidate video segment
COMprises:

extracting an image feature vector of the each target video
frame and an 1mage feature vector of the each candidate
video frame respectively;

generating, according to the image feature vector of the
cach target video frame, the first target feature vector
and the second target feature vector of the each target
video frame as well as the index feature vector of the
cach target video frame; and

generating, according to the image feature vector of the
each candidate video frame, the first candidate feature
vector and the second candidate feature vector of the
each candidate video frame.

13. The electronic device according to claim 11, wherein
the attention weight vector comprises a target attention
weight vector and a candidate attention weight vector,
wherein the generating, according to the index feature
vector, the first target feature vector, and the first candidate
feature vector, an attention weight vector comprises:

generating, according to the index feature vector and the
first target feature vector, a target attention weight
vector of the target video frame; and

generating, according to the index feature vector and the
first candidate feature vector, a candidate attention
weight vector of the each candidate video frame.

14. The electronic device according to claim 13, wherein
the generating, according to the index feature vector and the
first target feature vector, a target attention weight vector of
the each target video frame comprises:

generating, according to the index feature vector and the
first target feature vector of the each target video frame,
a target heat map of the each target video frame; and

performing normalization processing on the target heat
map to obtain the target attention weight vector of the
cach target video frame;

and/or

the generating, according to the index feature vector and
the first candidate feature vector, a candidate attention
weilght vector of the each candidate video frame com-
prises:
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generating, according to the index feature vector and the
first candidate feature vector of the each candidate
video frame, a candidate heat map of the each candidate
video frame; and

performing normalization processing on the candidate
heat map to obtain the candidate attention weight
vector of the each candidate video frame.

15. The electronic device according to claim 11, wherein
the obtaining, according to the attention weight vector, the
second target feature vector, and the second candidate fea-
ture vector, an encoding result of the each target video
segment and an encoding result of the each candidate video
segment comprises:

obtaining, according to the target attention weight vector
and the second target feature vector of the target video
frame, the encoding result of the each target video
segment; and

obtaining, according to the candidate attention weight
vector and the second candidate feature vector of the
candidate video frame, the encoding result of the each
candidate video segment.

16. The electronic device according to claim 15, wherein
the obtaining, according to the target attention weight vector
and the second target feature vector of the each target video
frame, the encoding result of the each target video segment
COmprises:

multiplying the target attention weight vector of the each
target video frame by the second target feature vector
of the each target video frame;

adding, 1n time dimension, multiplication result of the
cach target video frame; and

obtain the encoding result of the each target video seg-
ment;

and/or

the obtaining, according to the candidate attention weight
vector and the second candidate feature vector of the
each candidate video frame, the encoding result of the
cach candidate video segment comprises:

multiplying the candidate attention weight vector of the
cach candidate video frame by the second candidate
feature vector of the each candidate video frame;

adding, 1n time dimension, multiplication result of the
each candidate video frame; and

obtaining the encoding result of the each candidate video
segment.

17. The electronic device according to claim 10, wherein
the determining, according to encoding results, a score of
similarity between the each target video segment and the
cach candidate video segment comprises:

performing a subtraction operation on an encoding result
of the each target video segment and an encoding result
of the each candidate video segment 1n sequence;

performing, 1n each dimension, a square operation on a
result of the subtraction operation;

performing a full connection operation on a feature vector
obtained by the square operation to obtain a two-
dimensional feature vector;

performing a normalization operation on the two-dimen-
sional feature vector; and

obtaining the score of similarity between the each target
video segment and the each candidate video segment.
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18. The electronic device according to claim 10, wherein
the performing, according to the score of similarity, pedes-
trian re-identification on the at least one candidate video
COmprises:

for each candidate video 1n the at least one candidate

video, taking a sum of a preset proportion of top scores
in scores of similarity between each candidate video
segment of the candidate video and the each target
video segment as a score of similarity of the candidate
video;

ranking the score of similarity of the each candidate video

in a descending order; and

determining one or several candidate videos ranked top as

videos containing a same target pedestrian as the target
video.

19. A non-transitory computer-readable storage medium,
configured to store computer-readable instructions, wherein
execution of the instructions by the processor causes the
processor to perform the following operations:

obtaining at least one candidate video and a target video

containing a target pedestrian;

encoding each target video segment 1n the target video

and each candidate video segment 1n the at least one
candidate segment respectively;

determining, according to encoding results, a score of

similarity between the each target video segment and
the each candidate video segment, the score of simi-
larity being used for representing a degree of similarity
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between pedestrian features in the target video segment
and pedestrian features 1n the candidate video segment;
and

performing, according to the score of similarity, pedes-
trian re-identification on the at least one candidate
video.

20. The non-transitory computer-readable storage
medium according to claim 19, wherein the encoding each
target video segment 1n the target video and each candidate
video segment 1n the at least one candidate segment respec-
tively comprises:

obtaining a first target feature vector and a second target

feature vector of each target video frame in the each
target video segment as well as an index feature vector
of the each target video segment;

obtaining a first candidate feature vector and a second
candidate feature vector of each candidate video frame
in the each candidate video segment;

generating, according to the index feature vector, the first
target feature vector, and the first candidate feature
vector, an attention weight vector; and

obtaining, according to the attention weight vector, the
second target feature vector, and the second candidate
feature vector, an encoding result of the each target
video segment and an encoding result of the each

candidate video segment.
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