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VEHICLE DIGITAL ASSISTANT
AUTHENTICATION

TECHNICAL FIELD

[0001] The present disclosure 1s generally related to a
vehicle authentication system. More specifically, the present
disclosure 1s related to a vehicle authentication system for
voice commands.

BACKGROUND

[0002] Many vehicles are provided with infotainment sys-
tems supporting voice command input. A vehicle user may
perform various features using voice commands such as
setting navigation destination and adjusting temperatures.
Currently, there are many voice command systems do not
support authentications of the identity of a user. Diflerent
users (e.g. a vehicle owner and a passenger) have been given
the same authority for voice commands.

SUMMARY

[0003] In one or more illustrative embodiment of the
present disclosure, a vehicle includes a controller, pro-
grammed to responsive to detecting a voice command from
a user and a location of the user inside the vehicle via a
microphone, authenticate an 1dentity of the user using facial
recognition on an image captured, by a camera, of the
location of the user; and responsive to a successiul authen-
tication, execute the voice command.

[0004] In one or more illustrative embodiment of the
present disclosure, a vehicle includes a controller, pro-
grammed to responsive to detecting a door opening or
closing event, detect an occupancy of the vehicle via a
camera, and authenticate an i1dentity of a first user and an
identity of a second user via facial recognition on an 1image
captured via the camera; responsive to receiving a voice
command from a first user via a microphone, analyze the
voice command to detect whether the voice command 1s
occupancy-dependent based on predefined rules; and
responsive to detecting the voice command 1S occupancy-
dependent, verity i1f a predefined occupancy-dependent con-
dition 1s met through the identity of the second user.
[0005] In one or more illustrative embodiment of the
present disclosure, a method for a vehicle includes respon-
sive to recerving an input indicative of an upcoming voice
command, activating an omni-directional microphone and a
camera; receiving a voice command from a user via the
microphone; detecting a direction from which the voice
command 1s received via the microphone; capturing an
image inside a vehicle cabin via the camera; authenticating
an 1dentity of the user by facial recognition on the image
based on the direction received from the microphone; and
responsive to a successiul authentication, executing the
voice command.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] For a better understanding of the invention and to
show how i1t may be performed, embodiments thereof waill
now be described, by way of non-limiting example only,
with reference to the accompanying drawings, in which:

[0007] FIG. 1 1illustrates an example block topology of a
vehicle system of one embodiment of the present disclosure;
[0008] FIG. 2 illustrates an example flow diagram for a
process of one embodiment of the present disclosure; and
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[0009] FIG. 3 illustrates an example flow diagram for a
process of another embodiment of the present disclosure.

DETAILED DESCRIPTION

[0010] As required, detailed embodiments of the present
invention are disclosed herein; however, 1t 1s to be under-
stood that the disclosed embodiments are merely exemplary
of the invention that may be embodied in various and
alternative forms. The figures are not necessarily to scale;
some features may be exaggerated or minimized to show
details of particular components. Therefore, specific struc-
tural and functional details disclosed herein are not to be
interpreted as limiting, but merely as a representative basis
for teaching one skilled 1n the art to variously employ the
present 1nvention.

[0011] The present disclosure generally provides for a
plurality of circuits or other electrical devices. All references
to the circuits and other electrical devices, and the function-
ality provided by each, are not intended to be limited to
encompassing only what 1s illustrated and described herein.
While particular labels may be assigned to the various
circuits or other electrical devices, such circuits and other
electrical devices may be combined with each other and/or
separated 1n any manner based on the particular type of
clectrical implementation that 1s desired. It 1s recognized that
any circuit or other electrical device disclosed herein may
include any number of microprocessors, integrated circuits,
memory devices (e.g., FLASH, random access memory
(RAM), read only memory (ROM), electrically program-
mable read only memory (EPROM), electrically erasable
programmable read only memory (EEPROM), or other
suitable variants thereof) and software which co-act with
one another to perform operation(s) disclosed herein. In
addition, any one or more of the electric devices may be
configured to execute a computer-program that 1s embodied
in a non-transitory computer readable medium that 1s pro-
gramed to perform any number of the functions as disclosed.
[0012] The present disclosure, among other things, pro-
poses a vehicle voice command authorization system. More
specifically, the present disclosure proposes a vehicle voice
command authorization system using image recognition
technologies.

[0013] Referring to FIG. 1, an example block topology of
a vehicle system 100 of one embodiment of the present
disclosure 1s 1llustrated. A vehicle 102 may include various
types of automobile, crossover utility vehicle (CUV), sport
utility vehicle (SUV), truck, recreational vehicle (RV), boat,
plane, or other mobile machine for transporting people or
goods. In many cases, the vehicle 102 may be powered by
an internal combustion engine. As another possibility, the
vehicle 102 may be battery electric vehicle (BEV), a hybrid
electric vehicle (HEV) powered by both an internal com-
bustion engine and one or move electric motors, such as a
series hybrid electric vehicle (SHEV), a parallel hybnd
electric vehicle (PHEV), or a parallel/series hybrid vehicle
(PSHEV), a boat, a plane or other mobile machine for
transporting people or goods. As an example, the system 100
may include the SYNC system manufactured by The Ford
Motor Company of Dearborn, Mich. It should be noted that
the illustrated system 100 1s merely an example, and more,
tewer, and/or differently located elements may be used.
[0014] As illustrated 1n FIG. 1, a computing platiorm 104
may include one or more processors 112 configured to
perform instructions, commands, and other routines 1n sup-
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port of the processes described herein. For instance, the
computing platform 104 may be configured to execute
instructions of vehicle applications 108 to provide features
such as navigation, alert, and wireless communications.
Such instructions and other data may be maintained 1n a
non-volatile manner using a variety of types of computer-
readable storage medium 106. The computer-readable
medium 106 (also referred to as a processor-readable
medium or storage) includes any non-transitory medium
(e.g., tangible medium) that participates in providing
instructions or other data that may be read by the processor
112 of the computing platform 104. Computer-executable
instructions may be compiled or interpreted from computer
programs created using a variety of programming languages
and/or technologies, including, without limitation, and either
alone or in combination, Java, C, C++, C #, Objective C,

Fortran, Pascal, Java Script, Python, Perl, and PL/SQL.

[0015] The computing platform 104 may be provided with
various features allowing the vehicle occupants/users to
intertace with the computing platiorm 104. For example, the
computing platform 104 may receive mput from human-
machine interface (HMI) controls 120 configured to provide
for occupant interaction with the vehicle 102. As an
example, the computing platform 104 may interface with
one or more buttons (not shown) or other HMI controls
configured to invoke functions on the computing platform
104 (e.g., steering wheel audio buttons, a push-to-talk but-
ton, instrument panel controls, etc.).

[0016] The computing plattorm 104 may also drive or
otherwise communicate with one or more displays 116
configured to provide visual output to vehicle occupants by
way of a video controller 114. In some cases, the display 116
may be a touch screen further configured to receive user
touch nput via the video controller 114, while 1n other cases
the display 116 may be a display only, without touch input
capabilities. The computing platform 104 may further drive
or otherwise communicate with one or more interior cam-
eras 118 configured to capture video images of vehicle
occupants inside the cabin by way of the video controller
114. For instance, the interior camera 118 may be located on
the windshield facing rearward configured to capture facial
images of the occupants of the vehicle 102. The camera 118
may be further provided with a movable feature through a
motor or the like configured to allow the camera 118 to
move/rotate and focus on a specific portion of the vehicle
cabin. Additionally or alternatively, in case that the vehicle
102 1s a large vehicle such as a three-row SUV, multiple
cameras may be used to capture facial images of occupants
in different rows.

[0017] The computing plattorm 104 may also drive or
otherwise communicate with one or more speakers 124 and
microphones 126 configured to provide audio output and
input to and from vehicle occupants by way of an audio
controller 122. The microphone 126 may be provided with
direction-detecting features to detect the direction and/or
location of the audio mput. As an example, the direction-
detecting feature may be implemented via multiple sound
sensors arranged in one or more microphone assemblies
configured to calculate the direction of a sound source using
volume differences and time delays. For instance, responsive
to detecting a user 1s making a voice command to the
computing platform 104 via the microphone 126, a direction
signal 1s generated sent to the computing platiorm 104 to
determine the location of the user inside the vehicle cabin
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(e.g. a driver seat, a rear-right passenger seat or the like). The
microphone 126 may be a single microphone assembly
located inside the vehicle cabin such as the middle portion
of the vehicle cabin to better detect the direction of the voice
command. Alternatively, the microphone 126 may include
multiple microphone assemblies mnput sensors located at
different locations inside the vehicle cabin. In this case, the
audio controller 122 may be further configured to process
the voice input from multiple sensors and calculate the
direction or location of the source such via volume or the

like.

[0018] The computing platform 104 may be configured to
wirelessly communicate with a mobile device 140 of the
vehicle users/occupants via a wireless connection 190. The
mobile device 140 may be any of various types of portable
computing device, such as cellular phones, tablet computers,
wearable devices, smart watches, laptop computers, portable
music players, or other device capable of communication
with the computing platform 104. The wireless transceiver
132 may be in communication with a WiF1 controller 128,
a Bluetooth controller 130, a radio-frequency identification
(RFID) controller 134, a near-field communication (NFC)
controller 136, and other controllers such as a Zigbee
transcerver, an IrDA transceiver (not shown), and configured

to communicate with a compatible wireless transceiver 152
of the mobile device 140.

[0019] The mobile device 140 may be provided with a
processor 148 configured to perform instructions, com-
mands, and other routines 1n support of the processes such
as navigation, telephone, wireless communication, and
multi-media processing. The mobile device 140 may be
provided with a wireless transceiver 152 1n communication
with a WiF1 controller 150, a Bluetooth controller 154, a
RFID controller 156, a NFC controller 158, and other
controllers (not shown), configured to communicate with the
wireless transceiver 132 of the computing platform 104.

[0020] The computing platform 104 may be further con-
figured to communicate with various vehicle components
via one or more in-vehicle network 170. The in-vehicle
network 170 may include, but 1s not limited to, one or more
of a controller area network (CAN), an Ethernet network,
and a media-oriented system transport (MOST), as some
examples.

[0021] The computing platform 104 may be configured to
communicate with a telematics control unit (TCU) 174
configured to control telecommunication between vehicle
102 and a communication network 188 through a wireless
connection 192 using a modem 172. The communication
network 188 may be any type of wireless network such as a
cellular network enabling the communication between a
remote server 186 and the computing platiorm 104. It 1s
noted that, the remote server 186 1s used as a general term
throughout the present disclosure and may refer to any
cloud-based services imnvolving multiple servers, computers,
devices and the like. The computing platform 104 may be
further configured to communicate with one or more seat
sensors 176 configured to sense and measure the occupancy
of one or more vehicle seat. The seat sensor 176 may be
provided with weight measuring features allowing the com-
puting platform 104 to determine or estimate the type of
passengers on the seat (e.g. a child or adult). The seat sensor
176 may additionally receive seat belt information, such as
whether a seat belt 1s fastened or a length of extension of the
seat belt. The seat sensor 180 may also receive information
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indicative of whether a car seat 1s attached to LATCH clips
or other information indicative of the placement of a child
car seat 1n a seating location. Additionally or alternatively,
the seat sensor 176 may be implemented via any electro/
mechanical sensors configured to detect the presence of one
or more vehicle user inside or at a vicinity of the vehicle 102
without the utilization of a seat (e.g. for standing passengers

of a bus).

[0022] Referring to FIG. 2, a flow diagram for a process
200 of one embodiment of the present disclosure 1s 1llus-
trated. With continuing reference to FIG. 1, at operation 202,
the computing platform 104 detects an input indicative of a
voice command input by a user. The 1input may be received
via one or more button (not shown) 1n association with the
HMI controls 120. Additionally or alternatively, the mput
may be a predefined phrase such as “voice command” and
actively received via the microphone 126 using speech
recognition technologies. Responsive to receiving the iput,
at operation 204, the computing platform 104 activates the
interior camera 118 and microphone 126 to receive audio
and video inputs from the user. At operation 206, the
computing platform 104 receives a voice command made
from the user and captures one or more 1images of the cabin
of the vehicle 102. As discussed above, the microphone 126
may be provided with direction-detecting feature and at
operation 208 the computing platform 104 detects and
determines the direction or location where the voice com-
mand 1s made using the direction imformation from the
microphone 126 and/or the audio controller 122. In case that
the camera 118 1s movable, the computing platform may
further move the camera 118 1n the direction of or focus on
the location of the voice command source to capture an
1mage.

[0023] Responsive to detecting the location/direction of
the source of the voice command, at operation 210, the
computing platiorm 104 performs facial recognition on the
image captured 1nside the vehicle cabin using the location/
direction of the source. The camera may capture one or more
pictures inside the vehicle cabin of multiple user/occupants
of the vehicle responsive to detecting the voice command.
Using the location/direction of the source of the voice
command, the computing platform 104 may be able to focus
on a specific location of the vehicle cabin to perform the
tacial recognition. Facial images of authorized users may be
previously recorded and stored in the storage 106 e.g. as a
part of the vehicle data 110. By comparing the facial image
captured via the interior camera 118 with the previously
stored 1mages using 1image processing and facial recognition
technologies, the computing platform 104 may determine 1t
the user making the voice command 1s authorized. Addi-
tionally or alternatively, the computing platiorm 104 further
performs a voice print recognition analysis on the voice
command received via the microphone 126 to further deter-
mine the identity of the user at operation 212. The voice
print of the authorized user may be pre-recorded and stored
in the storage 106. If the computing platform 104 determines
that voice command 1s from an unauthorized user through
the facial recognition and/or the voice print recognition at
operation 214, the process proceeds to operation 216 and the
computing platform declines the voice command. A feed-
back may be provided to the vehicle user informing the
declination of the voice command. Otherwise, if the com-
puting platform 104 detects the voice command 1s from an
authorized user such as a previously registered vehicle
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owner, the process proceeds to operation 218 and the com-
puting platform 104 executes the voice command and pro-
vide a feedback to the user.

[0024] The operations of the process 200 may be applied
to various situations. For instance, multiple occupants/users
may share a ride in the vehicle 102. Among those users, a
driver sitting on the driver’s seat may be an authorized user
for certain voice commands such as playing messages or
load emails, and passenger sitting at the rear-right seat 1s an
unauthorized user for such commands. For instance, when
the computing platform 104 detects a voice command such
as “play my message,” 1t 1s important to determine the
source/identity of the user who made such command and
verily 11 the user 1s authorized to do so before executing 1t
for privacy and security concerns.

[0025] When multiple users are present in the vehicle
cabin, facial recognition alone may be nsufhicient for 1den-
tification purposes as it may still unclear which user made
the voice command. Therefore, knowing the location of the
user who made the voice command may be helpful 1n this
situation. Responsive to determining where the user who
made the voice command sits 1nside the vehicle cabin, the
computing platform 104 may focus on that specific location
to perform facial recognition. For instance, if the “play my
message” voice command 1s made by the unauthorized
passenger sitting on the rear-right seat, the computing plat-
form 104 may detects his/her location via the microphone
126 and only perform facial recognition on the image for the
rear-right seat passenger. In this case, the computing plat-
form 104 may decline to execute the voice command
responsive to the authentication fails, even 1t the authorized
driver for such voice command 1s also 1n the image captured
via the camera 118. However, 11 the command 1s made by the
driver, the authentication will succeed under the same prin-
ciple and the computing platform 104 may proceed to
execute the voice command.

[0026] Additionally or alternatively, the process 200 may
be applied to different scenarios under the same principle.
For instance, the vehicle 102 may be provided with multi-
zone heating, ventilation, and air conditioning (HVAC)
system configured to allow users on different seat to adjust
temperatures individually. Responsive to receiving a voice
command such as “set temperature to 70” the computing
plattorm 104 may identify which user made such voice
command, and only adjust the temperature to the specific
temperature-zone where that user 1s located responsive to a
successiul authentication. This feature may be particularly
usetul 1n situations such as, a parent may not allow a child
passenger to set a temperature below a certain degree (e.g.,
70 degrees Fahrenheit). The parent may preconfigure the
computing platform 104 to associate the minimum tempera-
ture with the child passenger regardless of which seat the
child 1s 1. Therefore, even 1f the child passenger changes
seat 1n the course of the ride and made the voice command,
the computing platform 104 may still identity the child and
control the temperature settings accordingly.

[0027] Retferring to FIG. 3, a process 300 of another
embodiment of the present disclosure 1s illustrated. At
operation 302, the computing platiorm 104 detects the
occupancy of the vehicle 102 including information about
how many occupants are there i1n the vehicle and the location
of each occupant. This operation may be performed each
time one or more occupants enter or exit the vehicle 102
and/or the vehicle 102 start to drive. The detection may be
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performed via various means including but not limited to,
signals from one or more seat sensors 176, voice direction
signals from the microphone 126, and/or images captured
via the interior camera 118. Responsive to detecting the
occupancy of the vehicle 102, at operation 304, the com-
puting platform 104 1dentifies each occupant detected within
the cabin of the vehicle 102. The identification may be
performed via the 1image captured by the interior camera 118
with facial recognition technology. Additionally, the com-
puting platform 104 may i1dentily one or more occupants of
the vehicle 102 via a user profile associated with the mobile
device 140 connected to the computing platform 104 via the
wireless connection 190. The mobile device 140, as dis-
cussed above, may be previously registered with the com-
puting platform 104 associated with a particular user creat-
ing a user profile stored 1n the storage 106 and/or the mobile
storage 142, e.g., as a part of the vehicle data 110 and/or the
mobile data 146 respectively. Additionally or alternatively,
the 1dentification may be performed by sending user infor-
mation (e.g. a user facial image and/or a user profile) to the
server 186 and receiving 1dentification information from the
server 186.

[0028] At operation 306, the computing platform 104
receives a voice command from a user of the vehicle 102 via
the microphone 126. In response, the computing platform
104 analyzes the voice command at operation 308 to obtain
various information such as the location/direction of the
source of the command, the content of the voice command,
whether the voice command needs authorization, and/or
whether the voice command 1s occupancy-dependent. Addi-
tionally, the computing platform 104 may further analyze the
voice print of the source of the voice command to determine
the authenticity of the source. For instance, the computing
platform 104 may be configured to allow different levels of
authorization for different voice commands. A voice com-
mand such as “what 1s the current time” may be set to a
universal level of authorization such that no authorization 1s
required. On the other hand, a voice command such as “play
messages” as discussed above may require certain level of
authorization.

[0029] At operation 310, responsive to detecting an autho-
rization 1s required for the voice command, the process
proceeds to operation 312. Otherwise, 11 the authorization 1s
not required, the process proceeds to operation 320 to
execute the voice command directly. At operation 312, the
computing platform 104 determines 1f the user who made
the voice command 1s authorized for such specific voice
command using the identification result from operation 304.
I1 the user 1s not authorized, the process proceeds to opera-
tion 318 and the computing platform 104 declines the voice
command. Otherwise, i1f the user 1s authorized, the process
proceeds from operation 312 to operation 314 to further
determine i1 the specific command to that specific authorized
user 1s occupancy-dependent. As an example, a parent
vehicle owner may only authorize a child passenger to listen
to some specific radio channels or play some predefined
video/audio when the parent 1s present in the vehicle. And
the parent may preconfigure the computing platiorm 104 in
this manner. In this case, operation 314 becomes useful to
make such determination. If the answer for operation 314 1s
a no, the process proceeds to operation 320. Otherwise,
responsive to detecting the voice command to the user 1s
occupancy-dependent, the process proceeds to operation 316
and the computing platform 104 detects 1f the occupancy
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condition for the voice command 1s met. Following the
above example, the occupancy condition 1s met 1f the
computing platform 104 detects that the parent 1s inside the
vehicle 102 and the process proceeds to operation 320 for
execution. Otherwise, the process proceeds to operation 318
to decline the voice command.

[0030] While exemplary embodiments are described
above, 1t 1s not intended that these embodiments describe all
possible forms of the invention. Rather, the words used in
the specification are words of description rather than limi-
tation, and 1t 1s understood that various changes may be
made without departing from the spirit and scope of the
invention. Additionally, the features of various implement-
ing embodiments may be combined to form further embodi-
ments of the imnvention.

What 1s claimed 1s:

1. A vehicle, comprising:

a controller, programmed to

responsive to detecting a voice command from a user

and a location of the user inside the vehicle via a
microphone, authenticate an identity of the user
using facial recognition on an 1mage captured, by a
camera, of the location of the user; and

responsive to a successiul authentication, execute the
voice command.

2. The vehicle of claim 1, wherein the controller 1s further
programmed to authenticate the identity of the user using
voice print analysis on the voice command received.

3. The vehicle of claim 1, wherein the controller 1s further
programmed to detect the location of the user using a signal
from a seat sensor.

4. The vehicle of claim 1, wherein the controller 1s further
programmed to authenticate the identity of the user via a
mobile device wirelessly connected to the vehicle and
having a user profile of the user.

5. The vehicle of claim 1, wherein the controller 1s further
programmed to send the image of the user to a server via a
communication network through a telematics control unit
(TCU) and receive authentication of the user from the server
1n response.

6. The vehicle of claim 1, wherein the controller 1s further
programmed to analyze the voice command to detect
whether an authentication 1s required.

7. The vehicle of claim 1, wherein the controller 1s further
programmed to detect whether the voice command 1s occu-
pancy-dependent based on the voice command and the
identity of the user.

8. The vehicle of claim 7, wherein the controller 1s further
programmed to, responsive to detecting the voice command
1s occupancy-dependent, authenticate an 1dentity of a second
vehicle user to confirm that the voice command can be
executed.

9. The vehicle of claim 8, wherein the controller 1s further
programmed to

control one or more cameras to capture one Oor more
images ol a vehicle cabin; and

authenticate the i1dentity of the second vehicle user with
facial recognition on the one or more 1images captured
by the one or more cameras.

10. The vehicle of claim 8, wherein the controller 1is
further programmed to authenticate the identity of the sec-
ond vehicle user by sending a user profile of the second
vehicle user to a server via a TCU.
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11. The vehicle of claim 1, wherein the controller 1s
further programmed to move the camera toward the location
of the user from who the voice command 1s made.

12. A vehicle, comprising:

a controller, programmed to

responsive to detecting a door opening or closing event,
detect an occupancy of the vehicle via a camera, and
authenticate an 1dentity of a first user and an identity
of a second user via facial recognition on an 1image
captured via the camera;

responsive to receiving a voice command from a first
user via a microphone, analyze the voice command
to detect whether the voice command 1s occupancy-
dependent based on predefined rules; and

responsive to detecting the voice command 1s occu-
pancy-dependent, verily 1f a predefined occupancy-
dependent condition 1s met through the i1dentity of
the second user.

13. The vehicle of claim 12, wherein the controller 1s
further programmed to detect the occupancy of the vehicle
via a seat sensor.

14. The vehicle of claim 12, wherein the controller 1s
turther programmed to authenticate the identity of the sec-
ond user via a mobile device with a user profile wirelessly
connected to the vehicle.

15. The vehicle of claim 14, wherein the controller 1s
turther programmed to authenticate the identity of the sec-
ond user by sending the user profile to a server via a TCU
and receiving authentication from the server.

16. The vehicle of claim 12, wherein the controller 1s
further programmed to 1dentify, among the first user and the
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second user, a source user who made the voice command via
a location signal sent from the microphone provided with an
omni-direction feature.
17. A method for a vehicle, comprising:
responsive to receiving an input indicative of an upcoms-
ing voice command, activating an ommni-directional
microphone and a camera;
recerving a voice command from a user via the micro-
phone;
detecting a direction from which the voice command 1s
received via the microphone;
capturing an 1mage inside a vehicle cabin via the camera;
authenticating an 1dentity of the user by facial recognition
on the 1mage based on the direction received from the
microphone; and
responsive to a successiul authentication, executing the
voice command.
18. The method of claim 17, further comprising:
rotating the camera to focus on the direction received
from the microphone.
19. The method of claim 17, further comprising;
responsive to detecting the voice command 1s occupancy-
dependent based on predefined rules, authenticating an
identity of a second user by facial recognition on the
image; and
executing the voice command.
20. The method of claim 17, further comprising;
authenticating the identity of the user by voice print
analysis on the voice command received.
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