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(57) ABSTRACT 

A plurality of pattern components is presented to a user. Each 
of the pattern components describe events and/or sub-events 
that, When combined, create emergent information that indi 
cates the occurrence of a primary event. The user builds and 
then transmits a customized graphical event pattern, com 
posed of one or more pattern components, rules and other 
emergent information artifacts to a server, Which generates an 
underlying database ?le that describes the customized graphi 
cal event pattern and/ or data pattern. The data pattern is then 
transmitted to an intelligent sensor, server, or other detection 
device. If a set of event data inputs, from an interlinked array 
of intelligent sensors or other detection devices, meet a pre 
determined threshold requirement of one or more of the pat 
tern components, the data patterns then intercommunicate 
and vote as to the degree to Which they have collectively each 
detected a primary event, using the sub-events as criteria. 
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DATA PATTERN GENERATION, 
MODIFICATION AND MANAGEMENT 

UTILIZINGA SEMANTIC NETWORK-BASED 
GRAPHICAL INTERFACE 

BACKGROUND OF THE INVENTION 

[0001] 1. Technical Field 
[0002] The present disclosure relates to the ?eld of detec 
tion networks and managing the emergent information that 
their sensors develop. 
[0003] 2. Description of the Related Art 
[0004] Currently, system sensors and other detection pro 
cesses and devices collect data in a non-intelligent manner. 
That is, even if a sensor has limited intelligence (e.g., a 
camera that automatically tracks moving objects), most of the 
data collected by the sensors, and then transmitted to a con 
troller, is meaningless. Furthermore, sensors typically trans 
mit data in a continuous manner, such that most of the trans 
mitted data is “dead air” in Which nothing of interest is 
happening. To ?nd subject matter of interest, the controller 
must perform manual data mining that is time consuming, and 
Worse yet, does not enable the controller to recogniZe emer 
gent information patterns that are obvious only in the context 
of a composite picture created by data from different sensors. 

SUMMARY OF THE INVENTION 

[0005] A method, system and computer program product 
for utiliZing emergent information is presented. The method 
begins by presenting a plurality of pattern components to a 
user. Each of the pattern components describe events and/or 
sub-events that, When combined, create emergent informa 
tion that indicates the occurrence of a primary event. The user 
builds and then transmits a customiZed graphical event pat 
tern, composed of one or more pattern components, rules and 
other emergent information artifacts to a server, Which gen 
erates an underlying database ?le that describes the custom 
iZed graphical event pattern or data pattern. The data pattern 
is then transmitted to an intelligent sensor, server, or other 
detection device. If a set of event data inputs, from an inter 
linked array of intelligent sensors or other detection devices, 
meet a predetermined threshold requirement of one or more 
of the pattern components, the data patterns then begin to 
intercommunicate and vote as to the degree to Which they 
have collectively each detected a primary event, using the 
sub-events as criteria. When a threshold combination of sub 
event detections has occurred across all the instances of the 
data pattern, a noti?cation signal is sent to the user. 

[0006] The above, as Well as additional purposes, features, 
and advantages of the present invention Will become apparent 
in the folloWing detailed Written description. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0007] The novel features believed characteristic of the 
invention are set forth in the appended claims. The invention 
itself, hoWever, as Well as a preferred mode of use, further 
purposes and advantages thereof, Will best be understood by 
reference to the folloWing detailed description of an illustra 
tive embodiment When read in conjunction With the accom 
panying draWings, Where: 
[0008] FIG. 1 depicts an exemplary computer architecture 
that may be utiliZed to implement the present invention; 
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[0009] FIG. 2 depicts an exemplary array of sensors used to 
generate emergent information about a sensor ?eld (sensor 
location); 
[0010] FIG. 3 is a ?ow-chart of exemplary steps taken to 
utiliZe emergent information that is created by an array of 
sensors; 
[0011] FIG. 4 illustrates a difference betWeen process pat 
terns and data patterns; 
[0012] FIG. 5 depicts a relationship among pattern sub 
components that produce realiZed emergent information; 
[0013] FIG. 6 depicts an exemplary Emergent Information 
Database Management System (EIDBMS) used to manage 
emergent data; 
[0014] FIG. 7 is a ?ow-chart of exemplary steps taken to 
recreate knoWn emergent information; 
[0015] FIG. 8 depicts a Graphical User Interface (GUI) on 
Which a controller/user has graphically created a pattern for 
an exemplary event; 
[0016] FIG. 9 illustrates a relationship betWeen a user-cre 
ated graphical pattern and an XML-based pattern description 
code; 
[0017] FIG. 10 depicts detail of the XML-based pattern 
description code shoWn in FIG. 9; 
[0018] FIG. 11 is a high-level ?ow-chart of exemplary steps 
taken to create and utiliZe a graphical pattern of an event; 
[0019] FIGS. 12A-B are ?oW-charts shoWing steps taken to 
deploy softWare capable of executing the steps described in 
FIGS. 2-11; and 
[0020] FIGS. 13A-B are ?oW-charts shoWing steps taken to 
execute the steps shoWn in FIGS. 2-11 using an on-demand 
service provider. 

DETAILED DESCRIPTION OF THE PREFERRED 
EMBODIMENT 

[0021] Presently presented is a hardWare, softWare and pro 
cess system for managing emergent information patterns 
from a sensor netWork through the use of graphical user 
created patterns. 
[0022] As described in detail beloW, a ?eld of smart sen 
sors, as used in the present invention, is interactive. A con 
trolling softWare, Which describes a set of search patterns for 
the ?eld of sensors, is pre-programmed or doWnloaded to the 
?eld of sensors. Each sensor “votes” as to Whether it has 
detected an external stimulus that ?ts in any of the search 
patterns stored Within the sensor. As the “vote” tally reaches 
a high enough percentage of “opt-ins,” against a time line per 
pattern, the sensor ?eld takes turns trying to get the results of 
the vote and its supporting details, already constantly shared 
amongst the sensors (e.g., by using a ZIGBEETM-type net 
WOI‘kiZIGBEE is a registered trademark of the ZigBee Alli 
ance in the United States and other countries), out via various 
telecommunications channels. Once one sensor gets the mes 
sage out, the process re-commences. 
[0023] Multiple information patterns can be searched for at 
once, since the information patterns are all pre-doWnloaded, 
and all can be checked against all the time. These information 
patterns can be updated and changed, and neW information 
patterns can be added by a local or remote controller. 
[0024] Reports generated by the output of data from the 
?eld of sensors provides pattern details (describing the pat 
tern of sensed data), supporting data (that supports the pattern 
details), emergent results (next-level information that 
becomes “apparent” only after the data is received from the 
?eld of sensors), and other deterministic realtime information 
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(including diagnostic data regarding the health of each sensor 
and its lines of communication With other sensors and the 

controller). 
[0025] The novel system described herein is extremely 
valuable When attempting to deal With deterministic realtime 
problems, including those resulting from circumstances that 
are more complex than those created by just a single sensor 
being set off. Furthermore the process and system described 
herein are valuable to any situation Where more than one 
sensor or type of sensor is needed to develop emergent infor 
mation (i.e., information needed for a human to recogniZe a 
pattern that serves a useful purpose, but Which is made of 
individual data units that produce no useful information When 
taken alone and individually). 
[0026] This neW system also creates a loW poWer consump 
tion pro?le for each sensor, since each sensor does not have to 
report “no op” all the time (i.e., the present invention does not 
require each sensor to continuously report insigni?cant non 
events). As described herein, each sensor in the ?eld can take 
turns reporting emergent information for the Whole ?eld of 
sensors. This provides many netWork paths to get a report out 
When needed, since each individual sensor can be connected 
separately (e. g., through a ZIGBEETM-type network) for out 
bound purposes, and thus one sensor can report for all. This 
approach also provides for deterministic realtime pattern 
evaluation, as Well as constant addition, deletion, and changes 
of information patterns to be analyZed by the ?eld of sensors. 
Furthermore, some of the ?eld sensors can be out and the 
overall ?eld of sensors can still be successful due to built-in 
redundancy. In addition, With some patterns, a tentative “yes” 
vote can automatically occur When a pre-determined quota of 
“hits” by sensors is reached (e.g., tWo-thirds of the sensors 
reporting against a pattern). 
[0027] This system Works by pre-establishing emergent 
information and its patterns, and then doWnloading those 
patterns into smart sensors ?elds that noW analyZe each sen 
sor’s external data capture to: 
[0028] 1) match against those patterns in deterministic real 
time mode; 
[0029] 2) vote as to matches using inter-netWorking tech 
nologies Within time lines per pattern; 
[0030] 3) signal out When a suf?cient match is established; 
[0031] 4) monitor for sensor health; 
[0032] 5) accept constant doWnloads of adds, deletes and 
changes to search patterns; and 
[0033] 6) Work in degraded conditions such as sensors out, 
overloaded communications, and interference. 

Pre-Store and Search Data Patterns 

[0034] As described beloW, the present invention ef?ciently 
describes, categoriZes and manages emergent information 
generated by the sensor netWork and stored in the Emergent 
Information Database Management System (EIDBMS). An 
event pattern is manually created by a user on a Graphical 
User Interface (GUI) to create a graphical representation of an 
event. This graphical representation is not unlike a grammati 
cal sentence diagram, in Which components are logically 
linked together to create a “total picture” of the event, thus 
leading to emergent information. These graphical represen 
tations are used to generate data patterns in the EIDBMS, 
Which are stored for future deployment in recogniZing and 
managing events detected by the sensor netWork by searching 
neW data patterns. Some of the advantages of such data pat 
tern searches include higher accuracy, substantial speed and 
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response time performance, and the ability to implement self 
leaming systems. Higher accuracy is achieved through only 
reporting search results that represent fully de?ned emergent 
data patterns. A substantial speed improvement comes from 
the forWard placement of the search in the collection stream, 
and then reporting the results as soon as a data pattern is 
triggered. Self-learning occurs as the emergent information 
data patterns are improved through self-analysis, through 
further combination of accumulated, improving rules, and 
then the subsequent use of data patterns Within data patterns. 
Eventually, this leads to emergent information that represents 
accumulated experience, and then Wisdom or accumulated 
pattern “rightness.” 
[0035] As described beloW, the process begins With a user 
generating a data pattern using an inventive semantic netWork 
driven data pattern generation process. At some point in time, 
the pattern is then used to create a search in the parallel 
architecture search process. In one embodiment, each parallel 
search is enabled by ?rst, the deployment of a Service Ori 
ented Architecture (SOA) service search agent to parallel 
processors, and then by the deployment of data patterns sent 
forWard from the search SOA service. The search SOA ser 
vice and the federated agents are all inter-connected via XML 
messaging schemas that are used for distributing the data 
patterns, as Well as for inter-agent messaging and voting. All 
of the SOA search agents examine data via various means that 
include, for example, loading stored procedures in target 
databases that are resident in the forWard deployed comput 
ing capabilities that are as far to the edge of the netWork as 
possible, and/or processing data at a socket as it comes off of 
a sensor or from an external system, etc. The SOA search 
agents each detect some or all of a data pattern, and then 
message each other and vote. Results are then sent to the 
search SOA service, and on to other elements of the inventive 
end-to-end data pattern driven architecture using the XML 
messaging schemas. Search data patterns are constantly 
updated, deleted, and added as required. 
[0036] With reference noW to FIG. 1, there is depicted a 
block diagram of an exemplary computer 102, in Which the 
present invention may be utiliZed. Note that some or all of the 
exemplary architecture shoWn for computer 102 may be uti 
liZed by softWare deploying server 150, as Well as server 220, 
computer 225 and elements 206-216 shoWn in FIG. 2. 

[0037] Computer 102 includes a processor unit 104 that is 
coupled to a system bus 106. A video adapter 108, Which 
drives/supports a display 110, is also coupled to system bus 
106. System bus 106 is coupled via a bus bridge 112 to an 
Input/Output (I/O) bus 114.An I/O interface 116 is coupled to 
I/O bus 114. I/O interface 116 affords communication With 
various I/O devices, including a keyboard 118, a mouse 120, 
a Compact Disk-Read Only Memory (CD-ROM) drive 122, 
and a GPS receiver 124 and a SIM card drive 126 (for use With 
any of the sensors shoWn in the array of sensors 202 in FIG. 
2). The format of the ports connected to I/O interface 116 may 
be any knoWn to those skilled in the art of computer architec 
ture, including but not limited to Universal Serial Bus (USB) 
ports. 
[0038] Computer 102 is able to communicate With a soft 
Ware deploying server 150 via a netWork 128 using a netWork 
interface 130, Which is coupled to system bus 106. NetWork 
128 may be an external netWork such as the Internet or transit 
netWork 218 shoWn beloW in FIG. 2, or an internal netWork 
such as an Ethernet or a Virtual Private NetWork (VPN). 
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[0039] A hard drive interface 132 is also coupled to system 
bus 106. Hard drive interface 132 interfaces With a hard drive 
134. In a preferred embodiment, hard drive 134 populates a 
system memory 136, Whichis also coupled to system bus 106. 
System memory is de?ned as a loWest level of volatile 
memory in computer 102. This volatile memory includes 
additional higher levels of volatile memory (not shoWn), 
including, but not limited to, cache memory, registers and 
buffers. Data that populates system memory 136 includes 
computer 102’s operating system (OS) 138 and application 
programs 144. 

[0040] OS 138 includes a shell 140, for providing transpar 
ent user access to resources such as application programs 144. 
Generally, shell 140 is a program that provides an interpreter 
and an interface betWeen the user and the operating system. 
More speci?cally, shell 140 executes commands that are 
entered into a command line user interface or from a ?le. 

Thus, shell 140 (as it is called in UNIX®, Which is a registered 
trademark of The Open Group in the United States and other 
countries), also called a command processor in WINDOWS® 
(WINDOWS is a registered trademark of Microsoft Corpo 
ration in the United States and other countries), is generally 
the highest level of the operating system softWare hierarchy 
and serves as a command interpreter. The shell provides a 
system prompt, interprets commands entered by keyboard, 
mouse, or other user input media, and sends the interpreted 
command(s) to the appropriate loWer levels of the operating 
system (e.g., a kernel 142) for processing. Note that While 
shell 140 is a text-based, line-oriented user interface, the 
present invention Will equally Well support other user inter 
face modes, such as graphical, voice, gestural, etc. 
[0041] As depicted, OS 138 also includes kernel 142, 
Which includes loWer levels of functionality for OS 138, 
including providing essential services required by other parts 
of OS 138 and application programs 144, including memory 
management, process and task management, disk manage 
ment, and mouse and keyboard management. 
[0042] Application programs 144 include a broWser 146. 
BroWser 146 includes program modules and instructions 
enabling a World Wide Web (WWW) client (i.e., computer 
102) to send and receive netWork messages to the Internet 
using HyperText Transfer Protocol (HTTP) messaging, thus 
enabling communication With softWare deploying server 150 
and other described computer systems. 
[0043] Application programs 144 in computer 102’s sys 
tem memory (as Well as softWare deploying server 150’s 
system memory) also include an Emergent Information Data 
base Pattern Management System (EIDBPMS) 148. 
EIDBPMS 148 includes code for implementing the processes 
described in FIGS. 2-13. In one embodiment, computer 102 is 
able to doWnload EIDBPMS 148 from softWare deploying 
server 150 in an “on-demand” basis. Note further that, in a 
preferred embodiment of the present invention, softWare 
deploying server 150 performs all of the functions associated 
With the present invention (including execution of EIDBPMS 
148), thus freeing computer 102 from having to use its oWn 
internal computing resources to execute EIDBPMS 148. 

[0044] The hardWare elements depicted in computer 102 
are not intended to be exhaustive, but rather are representative 
to highlight essential components required by the present 
invention. For instance, computer 102 may include alternate 
memory storage devices such as magnetic cassettes, Digital 
Versatile Disks (DVDs), Bernoulli cartridges, and the like. 
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These and other variations are intended to be Within the spirit 
and scope of the present invention. 
[0045] With reference noW to FIG. 2, an exemplary array of 
sensors 202 in an array location 204 (sensor ?eld) is depicted. 
As depicted, the array of sensors 202 is shoWn in exemplary 
manner as an interconnected array of intelligent sensors. For 
exemplary purposes, assume that the array location 204 is a 
coastline, in Which there is a high traf?c of maritime smug 
gling. The array of sensors 202 is pre-programmed With logic 
to detect suspicious activity. For example, the Weather sensor 
206 may detect inclement Weather (e.g., cloud cover at night 
to make marine vessel detection di?icult); the thermal sensor 
208 may detect a thermal image of a marine vessel (e. g., hoW 
many engines it has and hoW many people are on board); a 
Closed Circuit Television (CCTV) camera 210 can intelligent 
detect and slave to moving objects on the Water; a radar 212 
system can detect the speed and movement of larger marine 
vessels; and an audio sensor 214 (e.g., an underWater hydro 
phone, an air microphone, etc.) can detect and interpret cer 
tain sound patterns for suspicious marine vessels (e.g., high 
speed “cigarette” boats favored by drug traf?ckers). Within 
each sensor in the array of sensors 202 are programmed 
trigger rules, relationship rules, and emergent information 
logic. 
[0046] A trigger rule is a rule that describes What conditions 
must be met for a sensor to issue an event signal to the other 
sensors in the array of sensors 202. For example, Weather 
sensor 206 may have a trigger rule that requires Weather 
sensor 206 to issue an event signal Whenever a local rain 
gauge, barometer and thermometer indicate rainy conditions. 
Similarly, thermal sensor 208 may have a trigger rule that 
requires thermal sensor 208 to issue an event signal if the heat 
signature of only one person is registered in a cigarette boat, 
Whose presence Was detected by radar 212. The presence of 
the cigarette boat Was put onto the array of sensors 202 in 
response to a trigger rule (e.g., speed and path measured by 
CCTV camera 210 and/or radar 212) being ?red in radar 212. 
LikeWise, if audio sensor 214 recogniZes an audio signature 
of a suspicious marine vessel (e.g., a cigarette boat), this 
causes the trigger rule in the audio sensor 214 to cause the 
release of an event signal from the audio sensor 214. 

[0047] Relationship rules are rules that de?ne hoW sensors 
should communicate among themselves, and Which sensor 
should communicate With a remote controller, if necessary. 
As shoWn in FIG. 2, all sensors are interlocked, such that 
every sensor communicates With every other sensor in the 
array of sensors 202. HoWever, in another embodiment, some 
sensors may communicate With only certain other sensors 
Within the array of sensors 202, or some sensors may com 

municate With sensors in other sensor arrays (not shoWn). 
[0048] The relationship rules also come into play if a con 
solidated event signal (based on a predetermined number of 
sensors in the array of sensors 202 ?ring off event signals) is 
to be transmitted, via a gateWay 216 and a transit netWork 218 
(e.g., a local IP-based or similar netWork), to a server 220. The 
server 220 can function as a remote controller for central 

controlling of emergent information. This control may 
include the creation and/ or utilization of patterns (both data 
base as Well as graphic). 

[0049] Emergent information logic (either softWare or 
hardWare) is also part of each sensor. That is, each sensor may 
be able to consolidate event triggers from all sensors in the 
array of sensors 202, in order to generate emergent informa 
tion that describes conditions about the array location 204. 
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Thus, in the example described above, each sensor may be 
able determine that, based on event triggers caused by stormy 
Weather (signaled by Weather sensor 206), an audio signature 
of a cigarette boat (from audio sensor 214), and fast move 
ment of the cigarette boat from a knoWn drug-of?oading 
location (from radar 212), a drug smuggling operation is 
likely in effect. Response to this may be local (e. g., turning on 
?oodlights (not shoWn) in the array location 204) or remote 
(e. g., notifying a local laW enforcement agency of the event). 
[0050] As noted above, in a preferred embodiment, genera 
tion of emergent information is performed by the sensors 
themselves, thus being faster and less prone to communica 
tion failures. HoWever, in an alternate embodiment, event 
signals (responsive to trigger rules being met) may be sent to 
a central controlling and emergent information pattern gen 
erating server 220. This server 220 can display details of the 
event signals on a display 222, or a consolidation of the event 
signals can be displayed as emergent information on a display 
224. Computer 225 is the device on Which the user can create 
the data pattern (e.g., pattern 802 shoWn beloW in FIG. 8) 
representing the emergent information, utiliZing a graphical 
interface and, as described in exemplary manner herein, a 
semantic netWork approach to the creation of the pattern 802. 
[0051] With reference noW to FIG. 3, a ?oW-chart of exem 
plary steps taken to utiliZe emergent information from a sen 
sor ?eld is presented. After initiator block 302, Which may be 
prompted by a project to monitor ?eld conditions, an array of 
sensors is deployed to an array location in the ?eld (block 
304). These sensors are programmed (either before or after 
deployment) With trigger rules (block 306) and relationship 
rules (block 308), Which are described above. These rules 
may be pre-programmed before the sensors are deployed to 
the ?eld, or they may be programmed by a remote controller 
as described above. Thus, as described in block 308, the array 
of sensors (e.g., an interlinked array of intelligent sensors) is 
programmed With relationship rules that describe a hierarchy 
for communication control among the sensors, and for “vot 
ing” among themselves in order to make a correct detection of 
an event. 

[0052] After the array of sensors are activated (block 310), 
a query is made to determine if a predetermined percentage of 
the sensors have triggered an event signal (query block 312). 
If so, this creates emergent information that describes an 
overall picture of conditions at the array location. Preferably, 
the array of sensors use their consolidated logic to perform a 
local response (block 314), Which addresses/ corrects the per 
ceived conditions at the array location. Note that in one 
embodiment, this local response is to turn a sensor on. Thus, 
to conserve battery life, a particular sensor may be turned on 
only if another sensor detects a condition in Which the par 
ticular sensor is needed. In the example described above for 
drug interdiction (FIG. 2), the CCTV camera 210 may be on 
“stand by” until radar 212 detects suspicious movement, thus 
saving poWer consumption by CCTV camera 210. 
[0053] Alternatively, the consolidated response (emergent 
information) is sent to a remote responder (e.g., local laW 
enforcement described in FIG. 2), as described in block 316. 
If a determination is made that a trigger rule or a relationship 
rule for one or more of the sensors needs to be updated (query 
block 318), this action is performed by the remote controller 
(or alternatively, by one of the sensors). The process ends at 
terminator block 320. 

[0054] Note that the present invention utiliZes a data pattern 
approach, rather than a process pattern approach. That is, 
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FIG. 4 demonstrates the process pattern approach (exempli 
?ed by thin lines 402) as the approach of collecting data 404, 
Which leads to one or more observations 406, Which leads to 
conclusions 408 and/or actions 410 that are controlled by a 
decision maker. The present invention bypasses most of these 
steps by alloWing data 404, Which conforms to a knoWn 
pattern, to automatically lead directly to an action 410, as 
represented by a data pattern approach that is depicted by the 
thicker lines 412. The observations 406, conclusion 408, and/ 
or action 410 thus lead to a decision 414, Which, in the 
example of a smuggler, may be a decision to alert local laW 
enforcement, increase WaterWay patrols, etc. 
[0055] With reference noW to FIG. 5, the process depicted 
in FIG. 4 can also be conceptualized as a logic tree 500. That 
is, all of the steps taken in FIG. 4 are directed to creating a 
holistic vieW of events and sub-events, in order to develop and 
appreciate emergent information that is only understandable 
When all data is vieW together (rather than in piecemeal units). 
To reach this holistic vieW, neW realiZed emergent informa 
tion 502 is developed by Event A (504) and Event B (506). 
Note that the development of the realiZed emergent informa 
tion 502 directly depends on Event A occurring. The devel 
opment of the realiZed emergent information 502 also 
depends on Event B occurring, but only in a conditional 
manner. That is, Event B occurs only When Sub-event Ba 
(508) and Sub-event Bb (510) occur. Thus, Event B is a 
conditional event (as re?ected by the dashed lines to and from 
Event B. 

Emergent Information Database Management 

[0056] A traditional database management system simply 
stores data. That is, data stored Within such a system is With 
out context, timing, and relevance. Even combinations of data 
lack context, relevance, and timing. Thus, to manage emer 
gent information such as that described above, a unique sys 
tem is used to collect, store, and manage emergent informa 
tion Which has context, relevance, usefulness, and has a time 
and place context. Such emergent information is stored and 
maintained in a unique Emergent Information Database Man 
agement System (EIDBMS). Note again that emergent infor 
mation is based on a de?nition and storage of patterns of data 
Which, When combined, collectively provide the user, either 
automated or human, With information Which is not obvious 
until the combination or combinations of the data are consid 
ered in their entirety. 
[0057] Note that While an EIDBMS is particularly useful 
When used With an array of sensors such as described above, 
an EIDBMS is also useful for interpreting existing databases. 
That is, While the EIDBMS can be utiliZed, in a manner 
described beloW, to create trigger rules, communication rules 
and consolidated logic for sensors as described above, the 
EIDBMS can also be used to create emergent information for 
an existing database. 
[0058] As describe beloW, an EIDBMS changes the con 
cept of information management from collecting, managing, 
and subsequently dealing With vast amounts of data, to col 
lecting and managing information of relevance (leading to 
emergent information). Thus, emergent information is a com 
bination of data Which, When vieWed by a human or intelli 
gent softWare, conveys knoWledge or insight that can only be 
ascertained When all, or in certain cases at least signi?cant 
parts of the data comprising the emergent information, are 
vieWed With each other and in the context of each other. Net 
“neW” information is the result of vieWing this combination. 
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