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(57) ABSTRACT 

A data analysis system that includes an information mining 
engine for extracting structured data from unstructured data, 
a data store for storing the extracted structured data, data 
received from third party data sources, and data received 
from sensors monitoring insured property is described. The 
system also includes a business logic processor that syner 
gistically analyzes the structured data extracted by the text 
mining engine, the data received from the sensor, and the 
data received from the third party data source to make an 
insurance evaluation. 
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SYSTEM FOR SYNERGISTIC DATA 
PROCESSING 

RELATED APPLICATION 

[0001] This application claims the bene?t of US. Provi 
sional Application Ser. No. 60/847,127, ?led Sep. 22, 2006, 
the entire contents of Which are incorporated herein by 
reference. 

BACKGROUND OF THE INVENTION 

[0002] Traditionally, to make insurance evaluations and 
analyses, insurance companies have relied upon form docu 
ments in Which customers, adjusters, agents, etc. enter data. 
Data typically is entered by selecting from predetermined 
options, for example, by checking a box, and by entering 
free form text into appropriate portions of the form. Fre 
quently, much of the free form text is ignored due to 
limitations in insurers’ ability to automatically code infor 
mation in the text. More recently, similar information is 
obtained from computerized forms. Insurers have also begun 
exploring other means of obtaining data. 

SUMMARY OF THE INVENTION 

[0003] A number of insurance companies have begun 
exploring neW Ways of gathering data to improve the various 
analyses they make on a daily basis in conducting their 
business. For example, some automobile insurers have 
experimented in collecting from insured vehicles sensor data 
they believe to be indicative of the risk insuring the vehicle 
poses to the insurer. Other insurance companies have con 
sidered using various data mining techniques, including text 
mining to extract additional information from collected data 
Which previously had been unsuited for incorporation into 
business analyses and decisions. Still other insurance com 
panies have looked to third party data sources, for example, 
credit rating agencies or motor vehicle bureaus, for infor 
mation to incorporate into their decision making process. 
[0004] None of the insurance companies, hoWever, have 
recogniZed the synergies that result from basing insurance 
evaluations on combinations of these non-traditional data 
sources. For example, information derived from mining text 
can be veri?ed against sensor and/or third party-provided 
data. Third party data can provide context to information 
received from sensors. For example, sensor data can inform 
a insurer of the location of an insured property, but the 
relevance of that location can be informed by obtaining 
crime rate data for the location from government or private 
data sources. 

[0005] In addition, the value of the information collected 
from one or more of these sources can be augmented by 
feeding the data into various predictive models. Neural 
netWorks, Hidden Markov Models, genetic algorithms, and 
other algorithms and systems knoWn in the art for high 
dimensional computation can be employed to analyZe the 
large number of parameters that can be extracted from 
non-traditional sources of data. Neural netWorks and Hidden 
Markov Models, in addition, can be trained automatically on 
historical data to obtain more accurate results than could be 
derived from expert systems or systems With user-de?ned 
rules. 
[0006] According to one aspect the invention relates to a 
data analysis system that includes a text mining engine for 
extracting structured data from unstructured text, a data store 
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for storing the extracted structured data, data received from 
third party data sources, and data received from sensors 
monitoring insured property. The system also includes a 
business logic processor that synergistically analyZes the 
structured data extracted by the text mining engine, the data 
received from the sensor, and the data received from the 
third party data source to make an insurance evaluation. 

[0007] In various embodiments, the system also includes 
a relationship engine. The relationship engine, in one 
embodiment identi?es linkages betWeen data ?elds stored in 
the data store. For example, the relationship engine identi?es 
linkages betWeen data ?elds and third party data sources 
from Which data is available to populate the respective data 
?elds. In another embodiment, the relationship engine is 
con?gured to identify a linkage betWeen a data ?eld stored 
in the data store and the sensor monitoring the insured 
property in order to obtain data to populate the data ?eld. 

[0008] In one embodiment, the business logic processor 
includes a predictive model for detecting fraud in an insur 
ance claim based on a combination of the structured data 
extracted by the text mining engine, the data obtained from 
the sensor, and the data collected from the third party data 
source. In another embodiment, the business logic processor 
comprises a predictive model for detecting fraud in an 
application for insurance based on a combination of the 
structured data extracted by the text mining engine, the data 
obtained from the sensor, and the data collected from the 
third party data source. In still another embodiment, the 
business logic processor includes a predictive model for 
evaluating a loss associated With an insurance claim based 
on a combination of the structured data extracted by the text 
mining engine, the data obtained from the sensor, and the 
data collected from the third party data source. In yet another 
embodiment, the business logic processor includes a pre 
dictive model for underWriting an application for insurance 
based on a combination of the structured data extracted by 
the text mining engine, the data obtained from the sensor, 
and the data collected from the third party data source. 

[0009] According to another aspect, the invention relates 
to a method of making an insurance evaluation. The method 
includes receiving data from a text mining engine, a third 
party data source, and a telematics sensor. The received data 
is then processed by a business logic processor including a 
predictive model to determining a likelihood of insurance 
fraud, a premium price, an underWriting rating, an estimated 
ultimate severity, or a likelihood of subrogation. In one 
embodiment, the output of the predictive model is used to 
alter a step in an insurance Work How based on the deter 
mination. For example, medical treatment recommendations 
may be varied, factual investigations may be initiated, or 
personnel responsible for an insurance application or claim 
may be reallocated to more effectively process the applica 
tion or claim. 

[0010] In one embodiment, the method includes a data 
veri?cation process. The veri?cation process may detect a 
falsehood, error, omission, or it may adjust a con?dence 
level in a datum. For example, data received from the 
telematics sensor may be analyZed to verify data received 
from the text mining engine or the third party data source. 
Similarly, data received from the third party data source may 
be analyZed to verify data received from the text mining 
engine or the telematics sensor. In another embodiment, 
receiving the data from the third party data source based on 
the data received from the telematics sensor substantially 



US 2008/0077451 A1 

increases the reliability of the data received from the third 
party data source. In still another embodiment, the data 
received from the third party data source is used to interpret 
the implications of the data received from the telematics 
sensor. 

[0011] In one embodiment, the process of obtaining data 
from the third party data source includes several steps. At 
least one data ?eld utiliZed by the predictive model for 
Which data is not currently stored in a data store is identi?ed. 
A third party data source from Which data is available to 
populate the data ?eld is then identi?ed. Then, in one 
embodiment, the identi?ed third party data source is queried 
using the data received from the telematics sensor to obtain 
the data from the third party data source. In another embodi 
ment, the third party data source is queried using the data 
received from the telematics sensor and the data received 
from the text mining engine to obtain the data from the third 
party data source. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0012] The foregoing discussion Will be understood more 
readily from the folloWing detailed description of the inven 
tion With reference to the folloWing draWings: 
[0013] FIG. 1 is a block diagram ofa system for insurance 
evaluation making according to an illustrative embodiment 
of the invention. 
[0014] FIG. 2 is a How chart illustrating a method for 
detecting fraud using the system of FIG. 1, according to an 
illustrative embodiment of the invention. 
[0015] FIG. 3 is a How chart ofa method for claim analysis 
associated With a claim using the system of FIG. 1, accord 
ing to an illustrative embodiment of the invention. 
[0016] FIG. 4 is a How chart of a method for underWriting 
a request for insurance using the system of FIG. 1, according 
to an illustrative embodiment of the invention. 

DETAILED DESCRIPTION OF AN 
ILLUSTRATIVE EMBODIMENT 

[0017] To provide an overall understanding of the inven 
tion, certain illustrative embodiments Will noW be described. 
HoWever, it Will be understood by one of ordinary skill in the 
art that the systems and methods described herein may be 
adapted and modi?ed as is appropriate for the application 
being addressed and that the systems and methods described 
herein may be employed in other suitable applications, and 
that such other additions and modi?cations Will not depart 
from the scope hereof. 
[0018] FIG. 1 is a block diagram of a system 100 for 
insurance evaluation making according to an illustrative 
embodiment of the invention. The system 100 can be used 
for making decisions in relation to, Without limitation, 
personal lines insurance and commercial lines insurance, 
including for example, property and casualty insurance, 
liability insurance, medical insurance, Workers compensa 
tion insurance, and life insurance. Suitable insurance evalu 
ations include Without limitation, underWriting decisions, 
fraud detection evaluations, subrogation likelihood analyses, 
claim analyses, and ultimate severity estimations. Insurance 
evaluations may also provide data for consideration by other 
human or computer decision making processes or systems. 
[0019] The data processing system includes a data Ware 
house 102, a text mining engine 104, an image mining 
engine 106, a relationship engine 107, and a business logic 
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processor 108. The data Warehouse 102 includes one or 
more databases Which may or may not be interrelated. The 
text mining engine 104 and the image mining engine 106 are 
both examples of information mining engine. An informa 
tion mining engine is computerized process for extracting 
structured data from unstructured data, such as text, still 
images, video, or audio. The databases include data tables 
storing data in a structured format. The data tables in the 
databases are populated using data obtaining using tradi 
tional data acquisition techniques as Well as by using non 
traditional data sources. For example, the data tables are 
populated in part using structured data mined from unstruc 
tured text using the text mining engine 104, linkages iden 
ti?ed by the relationship engine 107, data output by the 
business logic processor 108, and data obtained from third 
party data sources 110. The data Warehouse 102 may also 
store original documents 105 processed by the text mining 
engine 104 for later reference, if needed. 
[0020] The text mining engine 104 includes softWare and 
associated computer hardWare, such as a general purpose 
processor, for extracting structured data from text docu 
ments. The softWare includes computer executable instruc 
tions encoded on a computer readable medium, such as, 
Without limitation, a magnetic disk, optical disk, or inte 
grated circuit memory, Which When executed by the asso 
ciated hardWare, causes the hardWare to carry out a text 
mining process. The text mining engine 104 optionally 
includes optional optical character recognition software to 
detect text in documents stored in an image format. In one 
embodiment, the text mining engine 104 includes a non 
natural language parser for identifying key Words in docu 
ments. The key Words identi?ed may be based on a prede 
termined list of Words, or they may be identi?ed by 
analyZing the frequency of the Word in the document or a 
corpus of documents being analyZed. In another implemen 
tation, the text mining engine 104 includes a natural lan 
guage parser for extracting semantic meaning from text in 
addition to detecting the presence and/or frequency of 
particular key Words. The text-mining engine 104 may take 
on a number of other forms Without departing from the scope 
of the invention. The text mining engine 104 may also 
include an information extraction process. The information 
extraction process identi?es names of people, places, things, 
and events in documents and can also identify semantic 
relationships betWeen people and objects. 
[0021] Examples of text documents 105 that may be 
processed by the text mining engine 104 include free-form 
notes sections of insurance forms, transcripts of telephone 
calls or other oral communications related to insurance 
applications and insurance claims, notes from claims adjust 
ers, and archival text documents stored in the insurance 
company’s data Warehouse in relation to previous custom 
ers, policies, and claims. All of these documents include text 
in an unstructured format. The text may be in a computer 
readable format, such as a rich text format, ASCII, Word 
searchable PDF, or HTML, or it may be part of an image ?le, 
for example a scan of a paper document, or a graphics ?le 
such as a JPG, non-text-searchable PDF, or TIFF ?le. 

[0022] The text processing engine 104 may also process 
documents provided by third party data sources 110, includ 
ing commercial and government entities. Illustrative third 
party text documents include neWs stories, product infor 
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mation, material safety data sheets, and documents related to 
medical treatments, including devices, procedures, and 
agents. 
[0023] The image mining engine 106 extracts structured 
data from images. The image mining engine 106 may 
operate independent of, or in conjunction With the text 
mining engine 104, for example, to extract structured data 
from text in images or video. For example, the image mining 
engine 106 processes digital images and/or video taken by 
satellites, dashboard cameras, rear-vieW, front-vieW, and/or 
side-vieW automobile cameras, security cameras, or other 
image or video sources made available to the insurance 
company. For example, in the context of automobile insur 
ance, the data extracted from dashboard images or video can 
identify the speed of a vehicle about the time of an accident. 
Video and/or images taken by exterior vieW cameras (front, 
rear, or side) can identify actions of other vehicles at or 
about the time of an incident. Satellite image can con?rm the 
location of a vehicle or identify metrological or environment 
information related to a property. 

[0024] In addition, the data tables can be populated With 
structured data obtained directly from third party data 
sources 110, Without the need to resort to text, image, or 
video mining. Useful third party databases include, Without 
limitation, databases of census information, motor vehicle 
registration and driver information, crime rates, credit his 
tories, ?nancial information, structural engineering data, 
material stress tests, etc. 

[0025] The data tables in the data Warehouse 102 may also 
be populated With telematics data 112. Telematics data 112 
includes data derived from sensors monitoring the use 
and/or condition of an insured property, insured goods, an 
insured person, or structure in Which the insured property, 
good, or person is located. For example, With respect to 
automobile insurance, telematics data 112 may include, 
Without limitation, speed, location, acceleration, decelera 
tion, environmental conditions (e. g., presence of icy roads or 
precipitation), tire pressure, engine use time, and vehicle 
diagnostic information. For insured structures, the data 112 
may include, Without limitation, temperature, humidity, 
alarm system status, smoke alarm status, and air quality. For 
individuals, telematics data 112 might include, Without 
limitation, location, blood pressure, blood sugar, body tem 
perature, and pulse. For insured goods, the data 112 may 
include, Without limitation, the location and acceleration 
(e. g., to detect impacts) of the goods and data related to their 
surrounding environment, including, for example, tempera 
ture, humidity, and air quality. Telematics data 112 may be 
received Wirelessly or over a Wired netWork connection and 
may be encrypted. 
[0026] The structured data output from the text mining 
engine 104, the structured data output by the image mining 
engine 106, the structured data received from the third party 
data sources 110, and/or the telematics data 112 described 
above may be stored by third parties instead of directly by 
the insurance company. 
[0027] A relationship engine 107 analyZes data stored in 
the data Warehouse 102 to draW linkages betWeen individual 
datum Which may not already be logically linked. The 
relationship engine stores data indicating relationships 
betWeen data ?elds and data sources, instructions related to 
hoW to handle neW data received from such data sources, 
and instructions indicating hoW to access data sources 
needed to obtain data for various data ?elds. For example, 
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the relationship engine stores data linking speed limit map 
sources to location information. Thus, if an insured vehicle 
has an accident and its location is identi?ed (e.g., by 
telematics data 112, by extraction by the text-mining engine 
104 from a telephone transcript, or by entry into a structured 
data ?eld of an insurance form ), the relationship engine is 
programmed to access the appropriate data source to deter 
mine the speed limit associated With that location. This 
information can then be used to determine Whether the 
driver Was speeding. Location information data ?elds may 
be linked both to GPS data ?elds and to locally stored or 
third-party satellite imagery. Similarly, the relationship 
engine 107 is programmed to respond to identi?cation of a 
claimant as a laWyer by updating one or more appropriate 
data ?elds in the data Warehouse, e.g., a ?eld associated 
speci?cally With the claim identifying the claimant as an 
attorney and a global data table listing attorneys. Other data 
tables may be stored in the data Warehouse 102 associating 
named individuals With other relevant characteristics, labels, 
or titles, including for example, convicted felons, doctors, 
drivers Whose licenses have previously been suspended, etc. 
[0028] By storing relationships betWeen relevant struc 
tured data ?elds associated With speci?c claims and insur 
ance applications With global data tables and data sources, 
the relationship engine 107 can identify relevant relation 
ships Within a claim or application for insurance and across 
multiple claims and/ or applications. The relationship engine 
107 can respond automatically in response to acquiring neW 
information, or at the behest of the business logic processor 
108 in response to a request for information. 

[0029] Consider the folloWing example. In handling one 
claim for a ?rst customer, the insurance company learns that 
a particular individual is an attorney. The fact that a laWyer 
is involved in that claim is stored in the data Warehouse in 
a laWyers data table. In a second claim, the insurance 
company learns via the text mining engine 104 that the 
claimant has had discussions With the named individual 
Without being directly informed that the individual is an 
attorney. By processing the named individual through the 
relationship engine 107, the individual Will be linked With 
his or her status as an attorney, and the data stored for the 
second claimant Will be updated in the data Warehouse 102 
accordingly. 
[0030] The relationship engine 107 is preferably imple 
mented as computer executable instructions stored on a 
computer readable medium. In various implementations, the 
relationship engine 107 may be implemented on its oWn 
hardWare platform, or Within the data Warehouse 102 or 
business logic processor 108. 
[0031] The relationship engine 107 can also be employed 
to detect discrepancies in data received from multiple 
sources. For example, if in a form a customer indicates that 
an insured property is of a ?rst siZe, and a third party data 
source 110, for example, a real estate information database, 
indicates that the property is of a second siZe, the relation 
ship engine 107 can correct the data in the data Warehouse 
102 to re?ect the information collected from the third party 
data source 110, Which, While still prone to possible error, is 
more likely to be objective. Alternatively, the relationship 
engine can issue an alert Which may then impact the insur 
ance processing Work How. Similarly, in analyZing automo 
bile accidents, the relationship engine can detect discrepan 
cies betWeen Written accounts of the accident from different 
parties and telematics data 112 collected from vehicles 
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involved in the accident. Note that discrepancy detection 
and fraud detection are not one and the same, though they 
are related. Discrepancies occur due to various factors, 
including different perceptions of events, fallible memories, 
and access to different information. In contrast, fraud 
implies some nefarious motivation behind a discrepancy, 
error, or omission. 

[0032] Data stored in the data Warehouse 102 can be 
analyZed by business logic processor 108. The data Ware 
house 102, the text mining engine 104, the image mining 
engine 106, the relationship engine 107, the documents 105, 
the third party data sources 110, and the telematics data 112 
are linked With one another via one or more netWork 

connections (represented generally by netWork 115). The 
netWork links may include LAN links and WAN links (for 
example Internet links), as Well as logical links, for example 
in implementations in Which tWo or more of the business 
logic processor 108, relationship engine 107, the image 
mining engine 106, and text mining engine 104 are imple 
mented on a common computing platform. 

[0033] The business logic processor 108 includes tWo 
types of components, business rules and predictive models. 
The business logic processor 108 includes different combi 
nations of business rules and predictive models for different 
functions. For example, in one implementation, the business 
logic processor 108 includes one or more predictive models 
and sets of business rules for the insurance company’s major 
functions, for example, underWriting and claims processing. 
In the illustrative implementation, for claims processing 
purposes, the business logic processor 108 includes at least 
one predictive model and set of business rules substantially 
dedicated to identifying and responding to indicia of insur 
ance fraud, at least one predictive model and set of business 
rules dedicated substantially to identifying and responding 
to the possibilities of obtaining subrogation for an insurance 
claim, and at least one predictive model and set of business 
rules related to determining predicting the losses associated 
With, and/or ultimate severity of the claim. 
[0034] The claims processing business logic, in one imple 
mentation, also includes a predictive model and business 
rules for determining an ultimate severity of a claim. The 
ultimate severity of a claim corresponds to the total cost 
necessary to close the claim, including settlement fees and 
legal fees, if any. The ultimate severity of any claim may in 
fact be very different than the total value of the losses related 
to the claim. For example an insurer may determine it is 
likely to obtain at least partial subrogation of a claim from 
a third party, thereby reducing the ultimate severity to a level 
beloW the total loss amount. Conversely, an insurer may 
determine that a particular insured or victim Will be unlikely 
to settle a claim Without entering litigation, for example, if 
the claimant has engaged a contingency-fee attorney, there 
fore raising the ultimate severity of closing the claim to take 
into account legal fees and the uncertainty of jury aWards. 
[0035] The business rules involve usually only a small set 
of parameters and are usually binary in nature, though, in 
some cases, there may be more than tWo discrete possible 
outcomes. In a binary business rule, either the condition of 
the business rule is met, or it is not met. The consequences 
of the conditions being met take primarily tWo forms, 
actions and value adjustments. For example, tWo business 
rules related to underWriting might be the folloWing: 

[0036] If the customer has had an accident With the 
prior six months, then decline coverage; and/or 
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[0037] If the customer has had an accident With the 
prior six months, then increase premium prices by a 
predetermined percentage, e.g., 3%. 

Similar business rules may be applied for claims handling. 
Consider the folloWing examples: 

[0038] If a victim has spoken to a laWyer, then noti?es 
the legal department of the claim; and/or 

[0039] If a victim has spoken to a laWyer, then increase 
the ultimate severity prediction for the claim by a 
predetermined percentage, e.g., 25%. 

In some implementations, additional business rules control 
data gathering activities. For example, if a particular pre 
dictive model requires data for a predetermined number of 
parameters to produce a result exceeding a threshold con 
?dence level, the business logic processor 108 may include 
a business rule that identi?es parameters for Which data is 
not available and Which instructs the relationship engine 107 
to retrieve data that can be retrieved automatically, or to 
cease processing until further information is obtained manu 
ally. 
[0040] In general, the business rules may output directly 
into one or more of the predictive models, to the relationship 
engine 107, or to a separate Work?oW processing system. 

[0041] A predictive model preferably takes into account a 
large number of parameters. The predictive models, in one 
implementation, are formed from neural netWorks trained on 
prior data and outcomes knoWn to the insurance company. 
The speci?c data and outcomes analyZed vary depending on 
the desired functionality of the particular predictive model. 
For example, for a predictive model used to predict the 
ultimate severity of an insurance claim, in one implemen 
tation, the predictive model is trained on a collection of data 
knoWn about prior insurance claims and their corresponding 
total disposition cost, including settlement and legal fees and 
other historical data. The particular data parameters selected 
for analysis in the training process are determined by using 
regression analysis and other statistical techniques knoWn in 
the art for identifying relevant variables in multivariable 
systems. The parameters can be selected from any of the 
structured data parameters stored in the data Warehouse 102, 
Whether the parameters Were input into the system originally 
in a structured format or Whether they Were extracted from 
previously unstructured text. In alternative implementations, 
the predictive models can be based on Baysean netWorks, 
Hidden Markov Models, decision trees, support vector 
machines, expert systems, or other systems knoWn in the art 
for addressing problems With large numbers of variables. 
[0042] The predictive models generate outputs corre 
sponding to their function. For example, the underWriting 
predictive model, in one implementation, outputs a rating for 
a customer for a requested coverage. In another implemen 
tation, the underWriting predictive model outputs a premium 
price determined by the predictive model to be the appro 
priate cost to charge a customer for a requested coverage. 
The ultimate severity predictive model outputs a predicted 
total cost of disposition for a claim. In an alternative 
implementation, the ultimate severity predictive model out 
puts a reserve value indicating the amount of money the 
insurance company should keep in reserves to cover the 
likely costs of settling the claim based on the insurance 
company’s reserve ratio for that particular line of business. 
Subrogation and fraud detection predictive models output 
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probabilities indicating the likelihood of obtaining subroga 
tion and the likelihood that a claim is fraudulent, respec 
tively. 
[0043] The predictive models may also output back into 
associated business rules that control Work How instructions. 
For example, if the fraud detection predictive model deter 
mines a substantial likelihood of fraud, for example, greater 
than a 30% chance, an associated fraud detection business 
rule outputs an instruction to a Work How processor to 
initiate an investigation into the potentially fraudulent mat 
ter. The threshold for issuing such an instruction used by the 
business rule may vary on the total value of the matter. For 
example, on the underWriting side, the likelihood of fraud 
needed for the business rule to issue such an instruction is 
tied to a requested liability limit. For the claims processing 
fraud detection business rule, the threshold is based on the 
value of the claimed loss. Similarly, an underWriting rating 
predictive model in one implementation outputs to a set of 
underWriting revieW business rules. These business rules 
determine that level of manual underwriting revieW imposed 
on the process based on the risk evaluation determined by 
the rating predictive model. Additionally, or alternatively, 
predictive model output may serve as input to another 
predictive model. For example the output of a fraud detec 
tion model may serve as an input to a model dedicated to 
calculating appropriate reserves for a claim or portfolio of 
claims. 
[0044] Preferably, the insurance evaluation making sys 
tem is dynamic in nature. That is, based on information 
learned from analyses and actions carried out by the busi 
ness logic processor 108, the relationship engine 107, and 
the text mining engine 104, the predictive models are 
updated to re?ect relevant information. For example, the 
predictive models can be used to detect trends in input data. 
For example, by analyZing extracted text in relation to 
outcomes, the predictive models can determine neW struc 
tured parameters to include in an analysis and/or neW 
Weights to apply to previously knoWn parameters. In addi 
tion, as neW actual data is collected, for example, the actual 
ultimate severity of particular claims is learned, or the actual 
losses associated With a particular policy are experienced, 
the system can be retrained With the neW outcome data to 
re?ne its analysis capabilities. In one implementation, the 
system is retrained on a monthly basis. In other embodi 
ments, the system is trained on a Weekly, quarterly, annual 
or continuous basis. 

[0045] By having data obtained from the text-mining 
engine 104, the image mining engine 106, telematics data 
112, and data made available from third party sources 110 
available to make insurance related evaluations, insurance 
companies and their agents can make more accurate and 
nuanced evaluations of requests of insurance and insurance 
claims. Based on these more accurate and nuanced evalua 
tions, better business decisions can be made. Consider the 
folloWing examples: 

EXAMPLE 1 

Medical Veri?cation 

[0046] Based on claimant provided information, police, 
and doctors reports, an insurance company may learn that a 
claimant claims that an automobile accident caused a par 
ticular set of injuries. Using traditional data sources, an 
insurer may not be able to accurately determine Whether the 
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claimant is fraudulently asserting a prior or subsequent 
injury Was the result of the accident, or Whether the claim 
ant’s injuries have the potential to signi?cantly Worsen, 
therefore justifying more aggressive medical treatment than 
Would otherWise be recommended. HoWever, by obtaining 
collision data from sensors monitoring the claimant’s 
vehicle, the insurer can learn the speed at Which the vehicle 
Was driving at the time of impact, its direction, and poten 
tially even the angle and force of the impact. Historical 
databases relating such characteristics to likely medical 
outcomes are available. Such databases have limited value 
When data for relevant parameters is unavailable or untrust 
Worthy. 

EXAMPLE 2 

Location Veri?cation 

[0047] Telematics data 112 from vehicle GPS can con?rm 
Whether an alleged incident occurred at a location extracted 
from text in a claims ?le by the text mining engine 104. For 
example, text mining might yield the assertion that the 
incident took place While parked in the claimant’ s driveWay. 
The relationship engine 107 can then match the concept of 
“my driveWay” to a particular address stored in the data 
Warehouse 102 associated With the claimant’s home. This 
data can then be compared both to the GPS data and to the 
Department of Motor Vehicles databases Which store driv 
ers’ registered garaging addresses. The result of this analysis 
can identify the claimant as either being completely forth 
right, misstating the location of the vehicle, or possibly 
having outdated information in the DMV system. 

EXAMPLE 3 

Location Veri?cation 

[0048] The combination of telematics data 112 from an 
insured vehicle and data from a third party data source 110 
can also be used to verify Whether an insured’s vehicle Was 
actually hit by a particular vehicle, for example, a commer 
cial truck, as alleged by the insured. For example, GPS data 
from the insured’s vehicle can verify the location of the 
alleged incident. Data extracted from text in the claim ?le 
identi?es the company to Which the insured believes the 
truck to be af?liated With. Telematics data or truck routes can 
then be obtained from the alleged oWner or operator of the 
truck, or other entity that monitors the position of the truck, 
to determine Whether it Was actually present at the site of the 
incident. 

EXAMPLE 4 

Analysis of Fire Damage 

[0049] Assume an insured property experiences a ?re. 
Text notes from the oWner, Witnesses, and even a trained 
inspector may not be su?icient to accurately assess the 
extent of structural damage experience by the property. 
Telematics data 112 and data from a third party data source 
110 may be able to yield a more accurate assessment. 
Assume processing of an inspector’s report indicates a 
discoloration on a support beam, Which may be a sign of 
permanent structural damage. Data from temperature gauges 
Within the property can be analyZed to determine the tem 
peratures experienced by the discolored load bearing struc 
tures Within the building, and the amount of time the 



US 2008/0077451 A1 

structures Were exposed to those temperatures. Structural 
engineering data can then be obtained to determine the likely 
impact of such exposure to the support structures. 

EXAMPLE 5 

Analysis of Storm Damage 

[0050] In evaluating a claim for storm damage, data 
obtained from meteorological sensors in or near a damaged 
property can be analyZed and compared to data obtained 
from other data sources indicating historical Weather pat 
terns and events to determine Whether claimed damage Was 
likely sustained due to a storm. Further veri?cation can be 
achieved by accessing product and structural engineering 
data bases to determine Whether the detected storm condi 
tions Were likely su?icient to cause the claimed damage. 
[0051] FIG. 2 is a How chart illustrating a method 200 for 
detecting fraud using the system 6f FIG. 1, according to an 
illustrative embodiment of the invention. The method begins 
With initiating a fraud detection revieW of a claim or a claim 
or application for insurance (step 202). The method 200 may 
be initiated periodically across one or more claims or 

applications, at milestones associated With a speci?c claim, 
upon request, or Whenever neW information is received. 
Next it is determined Whether the revieW is triggered by the 
receipt of neW information or Whether the request is based 
on a user request, a milestone being met, or a scheduled 

revieW date (decision block 204). 
[0052] Based on the trigger for the revieW, a set of data 
?elds are selected for fraud revieW. If the initiation is based 
on a user request, a milestone being met, or a scheduled 
revieW data, all data ?elds associated With the claim or 
application are selected for revieW (step 206). In alternative 
implementations, the set of ?elds revieWed based on analy 
sis of prior fraud events to determine the ?elds most likely 
to be associated With fraud. If the initiation request is based 
on the receipt of neW data, only data ?elds related to the neW 
information are selected for revieW (step 208). The data in 
each ?eld being revieWed is associated With data stored in 
?elds indicated as being related by the relationship engine 
107 (step 210). 
[0053] If any related ?elds have not previously been 
populated, and the relationship engine 107 has a source for 
such data stored in its memory, the relationship engine 
executes stored instructions to obtain the missing data 
through the identi?ed source (step 212). If the relationship 
engine 107 is unaWare of a source for data, the relationship 
engine 107 initiates a search for a neW data source. After all 
available data for the selected data ?elds are gathered, the 
gathered data is input into a fraud detection predictive model 
stored in the business logic processor (step 214). The 
predictive model takes into account telematics data in addi 
tion to data obtained from text mining and third party data 
sources 110. 

[0054] FIG. 3 is a How chart of a method 300 for claim 
loss analysis using the system of FIG. 1, according to an 
illustrative embodiment of the invention. The process begins 
With the initiation of the claim loss analysis (step 302). The 
method 300 may be initiated periodically across one or more 
claims, at milestones associated With a speci?c claim, upon 
request, or Whenever neW information is received. Next, the 
business logic processor updates the data tables associated 
With the claim based on neWly available information (step 
304). Over time, insurance companies gain access to neW 
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types of data, either directly or through neW or old third 
party data sources 110. Similarly, statistical analysis of 
additional claims may yield identi?cation of additional 
relevant parameters or correlations betWeen parameters. 
Thus, the neW information may include neWly received data, 
neW types of data, and/or old data neWly identi?ed as being 
relevant to a particular claim evaluation. 
[0055] After the information is updated, the claim is 
optionally checked for potential fraud (step 306), for 
example, according to method 200. Assuming no fraud is 
found, the data related to the claim, including telematics 
based data, data collected from text mining, and data col 
lected from third parties, are processed by the business logic 
processor to estimate the damages associated With the claim 
(step 308). 
[0056] FIG. 4 is a How chart of a method 400 for under 
Writing a request for insurance, Which may be an original 
request or a reneWal request, using the system of FIG. 1 
according to an illustrative embodiment of the invention. 
The method begins With receiving a request for insurance 
(step 402). Next, information is collected from the customer 
or an agent acting on behalf of the customer (step 404). The 
data may be collected and over the phone by an insurance 
company employee Who then manually enters the data into 
a data entry system. Alternatively, the phone conversation 
may be automatically transcribed by commercially available 
voice transcription to yield a transcript for processing by the 
text mining engine 104. In other alternative implementa 
tions, data is collected from the customer by use of a 
graphical user interface provided to the customer, for 
example, over the Internet. 
[0057] Based on the customer-provided information, the 
system 100 collects telematics data related to the property 
the customer desires to have insured (step 406). For 
example, the system may query meteorological equipment 
in the vicinity of a structure being insured. The system may 
also query third party data sources 110 for information about 
the customer and the property (step 408). For example, the 
system may query government databases to obtain crime 
statistics for the location of the property to be insured. 
Similarly, the system may also obtain neWs articles pertain 
ing to the customer, particularly for commercial customers. 
Data can be mined from the neWs articles to in?uence the 
underWriting process. For example, neWs reports of an 
impending hurricane or nearby Wild?res Which Would likely 
cause an application for insurance to be rejected. The 
obtained data is then input into the business logic processor 
for processing by an underwriting predictive model (step 
410). The underWriting predictive model then outputs a 
rating, premium, or other underWriting decision (step 412). 
[0058] The invention may be embodied in other speci?c 
forms Without departing form the spirit or essential charac 
teristics thereof. The forgoing embodiments are therefore to 
be considered in all respects illustrative, rather than limiting 
of the invention. 

What is claimed is: 
1. A data analysis system comprising: 
an information mining engine for extracting structured 

data from unstructured information; 
a data store for storing the structured data output by the 

information mining engine, the data store further con 
?gured to receive data from a sensor monitoring an 
insured property and data from a third party data 
source; and 
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a business logic processor for collectively analyzing the 
structured data extracted by the information mining 
engine, the data received from the sensor, and the data 
received from the third party data source to make an 
insurance evaluation. 

2. The data analysis system of claim 1, comprising a 
relationship engine con?gured to identify linkages betWeen 
data ?elds stored in the data store. 

3. The data analysis system of claim 2, Wherein the 
relationship engine is con?gured to identify a linkage 
betWeen a data ?eld stored in the data store and a third party 
data source from Which data is available to populate the data 
?eld. 

4. The data analysis system of claim 2, Wherein the 
relationship engine is con?gured to identify a linkage 
betWeen a data ?eld stored in the data store and the sensor 
monitoring the insured property in order to obtain data to 
populate the data ?eld. 

5. The data analysis system of claim 1, Wherein the 
business logic processor comprises a predictive model for 
detecting fraud in an insurance claim based on a combina 
tion of the structured data extracted by the information 
mining engine, the data obtained from the sensor, and the 
data collected from the third party data source. 

6. The data analysis system of claim 1, Wherein the 
business logic processor comprises a predictive model for 
detecting fraud in an application for insurance based on a 
combination of the structured data extracted by the infor 
mation mining engine, the data obtained from the sensor, 
and the data collected from the third party data source. 

7. The data analysis system of claim 1, Wherein the 
business logic processor comprises a predictive model for 
evaluating a loss associated With an insurance claim based 
on a combination of the structured data extracted by the 
information mining engine, the data obtained from the 
sensor, and the data collected from the third party data 
source. 

8. The data analysis system of claim 1, Wherein the 
business logic processor comprises a predictive model for 
underWriting an application for insurance based on a com 
bination of the structured data extracted by the information 
mining engine, the data obtained from the sensor, and the 
data collected from the third party data source. 

9. The data analysis system of claim 1, Wherein the 
business logic processor comprises a predictive model that, 
in relation to a condition identi?ed by the information 
mining engine, evaluates the import of collected sensor data 
based on data retrieved from a third party. 

10. The data analysis system of claim 1, Wherein the 
information mining engine comprises an image mining 
engine for extracting structured data from images or video. 

11. A method of making an insurance evaluation com 
prising: 

receiving data from an information mining engine, a third 
party data source, and a telematics sensor; 

collectively processing the received data by a business 
logic processor including a predictive model; and 

determining one of a likelihood of insurance fraud, a 
premium price, an underWriting rating, an estimated 
ultimate severity, and a likelihood of subrogation using 
the predictive model based on the combination of the 
data received from the information mining engine, the 
third party data source, and the telematics sensor. 
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12. The method of claim 11, comprising altering a step in 
an insurance Work How based on the determination. 

13. The method of claim 11, comprising analyZing data 
received from the telematics sensor to verify data received 
from the information mining engine. 

14. The method of claim 11, comprising analyZing data 
received from the telematics sensor and the third party data 
source to verify data received from the information mining 
engine. 

15. The method of claim 11, comprising analyZing data 
received from the third party data source to verify data 
received from the information mining engine. 

16. The method of claim 11, comprising analyZing data 
received from the third party data source and the third party 
data source to verify data received from the information 
mining engine. 

17. The method of claim 11, Wherein receiving data from 
the third party data source comprises receiving data from the 
third party data source based on the data received from the 
telematics sensor. 

18. The method of claim 17, Wherein the data from the 
third party data source is used to interpret the data received 
from the telematics sensor in relation to a condition identi 
?ed by the information mining engine. 

19. The method of claim 11, Wherein receiving data from 
the third party data source comprises: 

identifying at least one data ?eld utiliZed by the predictive 
model for Which data is not currently stored in a data 
store; 

identifying the third party data source from Which the data 
to populate the data ?eld is available; and 

querying the identi?ed third party data source using the 
data received from the telematics sensor to obtain the 
data from the third party data source. 

20. The method of claim 11, Wherein receiving data from 
the third party data source comprises: 

identifying at least one data ?eld utiliZed by the predictive 
model for Which data is not currently stored in a data 
store; 

identifying the third party data source from Which the data 
to populate the data ?eld is available; and 

querying the identi?ed third party data source using the 
data received from the telematics sensor and the data 
received from the information mining engine to obtain 
the data from the third party data source. 

21. The method of claim 11, comprising updating the 
predictive model based on the received data. 

22. The method of claim 11, Wherein the information 
mining engine comprises a text mining engine for extracting 
structured data from unstructured text. 

23. A computer readable medium having computer-ex 
ecutable instructions for making insurance evaluations 
stored thereon, said computer-executable instructions, upon 
execution by a computer apparatus, cause the computer 
apparatus to perform: 

receiving data from a telematics sensor, an information 
mining engine, and a third party data source, and; 

processing the received data by a business logic processor 
including a predictive model; and 

determining one of a likelihood of insurance fraud, a 
premium price, an underWriting rating, an estimated 
ultimate severity, and a likelihood of subrogation using 
the predictive model based on the combination of the 
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data received from the information mining engine, the 
third party data source, and the telematics sensor. 

24. The computer readable medium of claim 23, Wherein 
obtaining data from the third party data source comprises: 

identifying at least one data ?eld utiliZed by the predictive 
model for Which data is not currently stored in a data 
store; 

identifying the third party data source from Which the data 
to populate the data ?eld is available; and 

querying the identi?ed third party data source using the 
data received from the telematics sensor and the data 
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received from the information mining engine to obtain 
the data from the third party data source. 

25. The computer readable medium of claim 23, Wherein 
receiving data from the third party data source comprises 
receiving data from the third party data source based on the 
data received from the telematics sensor, and the data 
received from the third party data source is used to interpret 
the data received from the telematics sensor in relation to a 
condition identi?ed by the information mining engine. 

* * * * * 


	Page 1 - Bibliography/Abstract
	Page 2 - Drawings
	Page 3 - Drawings
	Page 4 - Drawings
	Page 5 - Drawings
	Page 6 - Description
	Page 7 - Description
	Page 8 - Description
	Page 9 - Description
	Page 10 - Description
	Page 11 - Description/Claims
	Page 12 - Claims
	Page 13 - Claims

