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SYSTEM AND METHOD FOR TURBINE 
ENGINE FAULT DETECTION USING 

DISCRETE EVENT SYSTEM MODELING 

FIELD OF THE INVENTION 

This invention generally relates to diagnostic systems, 
and more speci?cally relates to prognosis systems for 
mechanical systems. 

BACKGROUND OF THE INVENTION 

Modern mechanical systems can be exceedingly complex. 
The complexities of modem mechanical systems have led to 
increasing needs for automated prognosis and fault detection 
systems. These prognosis and fault detection systems are 
designed to monitor the mechanical system in an effort to 
predict the future performance of the system and detect 
potential faults. These systems are designed to detect these 
potential faults such that the potential faults can be 
addressed before the potential faults lead to failure in the 
mechanical system. 
One type of mechanical system Where prognosis and fault 

detection is of particular importance is aircraft systems. In 
aircraft systems, prognosis and fault detection can detect 
potential faults such that they can be addressed before they 
result in serious system failure and possible in-?ight shut 
doWns, take-off aborts, delays or cancellations. 

Turbine engines are a particularly critical part of many 
aircraft. Turbine engines are commonly used for main pro 
pulsion aircraft. Furthermore, turbine engines are commonly 
used in auxiliary poWer units (APUs) that are used to 
generate auxiliary poWer and compressed air for use in the 
aircraft. Given the critical nature of turbine engines in 
aircraft, the need for fault detection in turbine engines is of 
extreme importance. 
Some previous fault detection systems for turbine engines 

have relied upon feature extraction to examine sensor data 
for evidence of failure and explicit knowledge such as 
heuristics to the evidence of failure. HoWever, this type of 
approach Will suffer in applications Where explicit knoWl 
edge cannot be easily applied to extracted features. For 
example, Where different types of failures are expressed in 
evidences spread over different durations of times. In these 
cases the disparity in space and time can interfere With the 
ability of interpret the sensor data and limit the effectiveness 
of the fault detection. 

Thus, What is needed is an improved system and method 
for fault detection in mechanical systems such as turbine 
engines. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides a system and method for 
fault detection in a turbine engine. The fault detection 
system and method uses discrete event system modeling to 
provide improved fault diagnosis and prognosis. The fault 
detection system and method receives sensor taken at mul 
tiple dynamic events occurring in different time WindoWs. 
An event determination mechanism evaluates the received 
sensor data to determine if speci?ed events have occurred. 
Indications of the occurrence of speci?ed events are then 
passed to a discrete event system model. The discrete event 
system model analyZes the timing and sequencing of the 
event occurrences to determine if a fault has occurred. This 
method does not require a detailed modeling of the system, 
and thus can be applied to complex systems such as turbine 
engines. 
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2 
In one embodiment, the discrete event system model is 

implemented With a Petri net. In this embodiment, the Petri 
net includes a plurality of place nodes, transitions and 
tokens. In this case, When an event occurrence is detected, 
then one or more tokens are added to the place nodes of the 
Petri net associated With the detected event occurrences. If 
the event occurrence is not detected, then no tokens are 
introduced into the Petri net. The combined quantity of the 
tokens from the detected event occurrence and the previ 
ously existed tokens make up the current indicator of the 
Petri net. The qualitative representation of the discrete event 
system is determined by the effects of the neW tokens 
propagating doWn the Petri net. The propagation doWn the 
Petri net moves one or more tokens from places to places by 
?ring any enabled transitions, resulting in neW indicators. 
Thus, the indicator in the Petri net represents the states of the 
system based on the sensor readings. For fault detection, the 
Petri net neW event indicator are inputted into the net, 
causing the Petri net generate the updated tokens, Which can 
then be analyZed used to detect unsynchroniZed occurrences 
of events. 

In one speci?c example, the Petri net is implemented to 
detect faults that occur during engine startup. In this embodi 
ment, the event determination mechanism is implemented to 
receive sensor data corresponding to engine temperature, 
engine speed and engine start time. The event determination 
mechanism compares the sensor data to threshold values, 
and generates event indicators responsive to events Where 
the sensor data deviated from the threshold values. Those 
event indicators are then passed to the Petri net. The Petri net 
is designed to determine if an engine speed event is folloWed 
by an engine temperature event With a ?rst speci?ed time 
period, and if an engine start time event occurred Within a 
second speci?ed time period of the engine temperature 
event. If such a pattern of events occurs, an alarm is issued 
indicating a likelihood of fault occurring during turbine 
engine startup. 
The foregoing and other objects, features and advantages 

of the invention Will be apparent from the folloWing more 
particular description of a preferred embodiment of the 
invention, as illustrated in the accompanying draWings. 

BRIEF DESCRIPTION OF DRAWINGS 

The preferred exemplary embodiment of the present 
invention Will hereinafter be described in conjunction With 
the appended draWings, Where like designations denote like 
elements, and: 

FIG. 1 is a schematic vieW of a fault detection system; 
FIG. 2 is a schematic vieW of fault detection method in 

accordance With an embodiment of the invention; 
FIG. 3 is a schematic vieW of a Petri net model logic in 

accordance With an embodiment of the invention; 
FIG. 4 are graphical representations of observed sensor 

data; and 
FIG. 5 is schematic vieW of an exemplary computer 

system implementing a fault detection system in accordance 
With an embodiment of the invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

The present invention provides a system and method for 
fault detection in a turbine engine. The fault detection 
system and method uses discrete event system modeling to 
provide improved fault diagnosis and prognosis. This 
method does not require a detailed modeling of the system, 
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and thus can be applied to complex systems such as turbine 
engines. The fault detection system and method can imple 
mented to detect a Wide range of faults on a variety of 
turbine engines. For example, the system and method can be 
implemented to detect faults on turbine engines used for 
vehicle propulsion (e.g., aircraft) and for poWer generation 
(e.g., aircraft auxiliary poWer units, electricity generation). 

Turning noW to FIG. 1, a schematic vieW of a fault 
detection system 100 is illustrated. The fault detection 
system 100 includes an event determination mechanism 102 
and a discrete event system model 104. The fault detection 
system 100 receives sensor data 110 taken at multiple 
dynamic events occurring in different time WindoWs. The 
event determination mechanism 102 evaluates the received 
sensor data to determine if speci?ed events have occurred. 
Indications of the occurrence of speci?ed events are then 
passed to the discrete event system model 104 in the form of 
“event indicators”, Which are an indication of the time and 
occurrence of a speci?ed event. The discrete event system 
model 104 analyZes the timing and sequencing of the event 
occurrences to determine if a fault has occurred, and an 
indication of fault detection 112 is generated. 

In general, a discrete event system is a dynamic system 
Whose behavior is governed by the occurrence of physical 
events that cause changes to the state of the system. These 
systems are typically characteriZed by a discrete state space 
of logical values and event driven dynamics. A turbine 
engine is an example of the type of complex system that can 
be described as a discrete event system. In this case, a model 
is used to describe the timing and sequencing relationship of 
events in the turbine engine. The discrete event system 
model can describe the qualitative behavior of the turbine 
engines, including both normal and an abnormal behavior. In 
this application a discrete event system model is thus de?ned 
as a model that can simulate the state of turbine engine to 
generate the health conditions by analyZing several 
sequences of events occurring at different time frames. This 
type of model can detect a fault of Which symptoms are 
indicated by subsequent asynchronous events. 

In one embodiment, the discrete event system model of 
the turbine engine is implemented using a Petri net. In 
general, a Petri net, sometimes referred to as a Place/ 
Transition net, is one type of mathematical representation of 
discrete event systems. A Petri net typically includes a 
plurality of places, transitions and directed arcs. These 
features alloW the Petri net to depict the structure of a 
discrete event system. 

In a Petri net, arcs run betWeen places and transitions. 
Places may contain any number of tokens, and a distribution 
of tokens over places of the net is generally referred to as a 
marking. Transitions act on input tokens by a process knoWn 
as ?ring. Atransition is enabled if it can ?re, and this occurs 
When there are suf?cient tokens in every input place. When 
a transition ?res, it consumes the tokens from the input 
places and performs some processing, and it places a speci 
?ed number of tokens into each of its output places. Petri 
nets are non deterministic, such that multiple transitions can 
be enabled at the same time and any one of Which can ?re. 
Furthermore, because transitions are not required to ?re, 
such ?ring is non-deterministic. Because of this, Petri nets 
are Well suited for modeling concurrent behavior of discrete 
event systems. 

In the embodiments of the present invention, a Petri net is 
used to model the behavior of a turbine engine. In this 
embodiment, the Petri net place nodes, transitions and arcs 
are implemented to model the desired behavior of the 
turbine engine. When an event occurrence is detected on the 
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4 
turbine engine, then one or more tokens are added to the 
place nodes of the Petri net associated With the detected 
event occurrences. If the event occurrence is not detected, 
then no tokens are introduced into the Petri net. The com 
bined quantity of the tokens from the detected event occur 
rence and the previously existing tokens make up the current 
event indicators of the Petri net. The qualitative represen 
tation of the discrete event system is determined by the 
effects of the neW tokens propagating doWn the Petri net. 
The propagation doWn the Petri net moves one or more 

tokens from place to place by ?ring any enabled transitions, 
resulting in neW markings. The resulting markings thus 
represent the states of the turbine engine based on the neW 
sensor readings and the previous states. For fault detection, 
the Petri net neW event indicators are inputted into the net, 
causing the Petri net generate the updated tokens, Which can 
then be analyZed used to detect unsynchroniZed occurrences 
of events in the turbine engine. 

In one speci?c example, event determination mechanism 
102 and discrete event system model 104 are implemented 
to detect faults that occur during engine startup of a turbine 
engine. In this embodiment, the event determination mecha 
nism 102 is implemented to receive sensor data 110 corre 
sponding to engine temperature, engine speed and engine 
start time. The event determination mechanism compares 
the sensor data 110 to threshold values, and generates event 
indicators responsive to events Where the sensor data devi 
ated from the threshold values. Those event indicators are 
then passed to the discrete event system model 104. In this 
embodiment, the discrete event system model 104 is imple 
mented With a Petri net that is designed to determine if an 
engine speed event is followed by an engine temperature 
event With a ?rst speci?ed time period (e.g., Within a 
speci?ed number of engine startups), and if an engine start 
time event occurred Within a second speci?ed time period 
(e.g., Within a speci?ed number of engine startups) of the 
engine temperature event. If such a pattern of events occurs, 
an alarm is issued indicating a likelihood of fault occurring 
during turbine engine startup. 

Turning noW to FIG. 2, a schematic vieW of a fault 
detection method 200 in accordance With an embodiment of 
the invention is illustrated. The method 200 provides for 
fault detection in a turbine engine using discrete event 
system modeling. The ?rst step 202 receives sensor data 
S1(t) to SN(t) from the turbine engine and performs a 
indicator calculation on the sensor data. The marking cal 
culation step 202 evaluates the received sensor data to 
determine if speci?ed events have occurred, and generates 
current event indicators (e.g., markings) responsive to the 
occurrence of speci?ed events. The current event indicators 
XC(t), are a snapshot of the marking at the current time as 
determined by the current sensor readings S l(t) to S N(t). The 
current event indicators XC(t) are then passed to the marking 
update step 204. 
A variety of different types of sensor data can be used in 

method 200. For example, turbine engine speed data (e.g., 
main shaft speed N1, secondary shaft speed N2), engine 
temperature data (e.g., exhaust gas temperature (EGT)), 
engine pressure data (e.g., combustor pressure P2) and 
engine time data can all be used. Additionally, the sensor 
data can be processed before used in method 200. For 
example, the sensor data can be ?ltered, normalized, or 
averaged With previous values to reduce the effects of noise 
on the sensor data. Additionally, different combinations of 
sensor data taken from each event can be used. Additionally, 
the sensor data can comprise speci?c indications of events 
such as faults in speci?c components or systems. Such an 
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indication can be the results of a built-in-test (BIT) of a 
particular component. In one speci?c embodiment to be 
discussed below, the sensor data comprises three corrected 
variables that are normalized to the standard conditions: 
speed at peak EGT, peak EGT and start time. 
The sensor data can be received at a variety of different 

rates depending on the needs of the application. As one 
speci?c, sensor data can be received and the current event 
indicators can be updated for each startup cycle of the 
turbine engine. When sensor data is received over multiple 
startup cycles, the fault detection system is able analyZe 
sensor data taken at multiple different events occurring in 
multiple different time WindoWs. 

Thus, it should be noted that a variety of different mea 
sures of time t can be used. In one example, real time 
measurements can be used. As another example, the method 
200 can be implemented to receive a set of sensor, and 
perform steps 202-208 during speci?cally de?ned event 
cycles. For example, each time t can correspond to a turbine 
engine startup. In this embodiment, the sensor data S1(t) to 
S N(t) corresponds to sensor data received during one startup, 
although in some cases the sensor data S1(t) to SN(t) can be 
moving averages that include previous sensor data, as Well 
as the neW sensor data from the current startup. 

The marking calculation step 202 receives sensor data 
S1(t) to SN(t) and determines if speci?ed events have 
occurred. A variety of different techniques can be used to 
determine the occurrence of events. For examples, the 
occurrence of events can be identi?ed by checking moving 
averaged values of sensor data and comparing them to 
thresholds. When a speci?ed event has occurred, the place 
corresponding to that speci?ed event gets a neW token. This 
is done With the current event indicators Xc(t) that are 
passed to the marking update step 204. 

The marking update step 204 generates initial updated 
indicators X,N(t). The initial updated indicators X,N(t) are 
generated from the current event indicators Xc(t) and the fed 
back output indicators from the previous time XOUI(t—l). 
The current event indicator obtained at the earlier step, Xc(t) 
represents only the-current indicator resulted from the 
present snapshot of sensor readings and it does not include 
any states of the system resulting from the events that 
occurred in the past. Thus, to obtain the initial updated 
indicators, the previous time output indicators XOUI(t—l) 
are fed back and inputted to the indicator update step 204. 
These tWo indicators are combined to generate the initial 
updated indicators XIN(t). The tWo indicators can be com 
bined by adding elements that correspond to each other. It 
should be noted that the dimension of Xc(t) and XOUI(t—l) 
Will usually be different, as the siZe of Xc(t) equals the 
number of input nodes the Petri net, Whereas the siZe of the 
XOUI(t—l), equals the number of total nodes of Petri net. 
Thus, Xc(t) Will typically be added to the portion of input 
nodes of XOUI(t—l). 

The next step 206 is to perform a Petri net simulation on 
the initial updated indicators X IN(t). In general, the Petri net 
simulation is used to analyZe the occurrences of events and 
generate output indicators for the current time XOUIQ). The 
Petri net does this by analyZing timing and sequencing of the 
unsynchroniZed initial updated indicators X,N(t), Which 
includes the current event indicators and the previous time 
output indicators. 
As one example, given the initial updated indicators 

X ,N(t), the ?nal state of the indicator for the current time Will 
be decided by simulating the Petri net. The Petri net is 
simulated by ?ring any enabled transitions using ?ring 
information T, Which assigns neW tokens to places in the 
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6 
Petri net as events are detected. The ?ring information T has 
the same number of elements as the number of transitions, 
and each element represents the ?ring time assigned to it. 
The exceedance conditions become and remain true for the 
durations de?ned by the ?ring times. The results of the 
simulation depend upon the indicators and the logic 
employed in the Petri net. One speci?c detailed example of 
a Petri net modeling logic Will be discussed beloW With 
reference to FIG. 3. 
The simulation of the Petri net results in neW indicators 

for the current time XOUIQ). The neW indicators for the 
current time are passed to the alarm generation step 208. The 
alarm generation step 208 transforms the ?nal state of the 
indicators into diagnostic results, namely, deciding if there is 
a fault or not. As one example, a place in the Petri net can 
correspond to a certain type of fault (e.g., starter fault). If 
that place gets a token, then an alarm Will be triggered. 
Additionally, the neW indicators for the current time X 0 UI(t) 
are fed back to the indicator update, Where they Will be used 
in the next cycle as the previous time output indicators 
XOUT(t_1)' 

In one embodiment, the fault detection system is imple 
mented With a Petri net to analyZe event indicators detect 
potential faults the startup of turbine engines. In this 
embodiment, the event determination mechanism is adapted 
to compare the engine speed at a speci?ed time (e.g., at the 
time of peak EGT in the engine startup) to a ?rst value to 
determine engine speed deviation from the ?rst value, and 
generate an engine speed event indicator responsive to the 
engine speed deviation exceeding a ?rst threshold. The event 
determination mechanism is further adapted to compare the 
EGT at a speci?ed time (e. g., at the time of peak EGT during 
startup) to a second value to determine engine temperature 
deviation from the second value, and generate an engine 
temperature event indicator responsive to the engine tem 
perature deviation exceeding a second threshold. Finally, the 
event determination mechanism is adapted to compare the 
time to engine start (e.g., the time to When the starter motor 
is turned of) to a third value to determine engine start time 
deviation from the third value and generating a start time 
event indicator responsive to the engine start time deviation 
exceeding a third threshold. Based on these comparisons, the 
event determination mechanism generates current even indi 
cators that are passed to the Petri net, Where the timing and 
sequencing of the current event indicator are analyZed along 
With past event indicators, and neW event indicators are 
generated that are indicative of fault in the startup of turbine 
engines. 

Turning noW to FIG. 3, an exemplary Petri net model 
logic 300 is illustrated schematically. The Petri net model 
logic 300 is exemplary of the type of logic that can be 
implemented in a Petri net for fault detection in a turbine 
engine. In this illustrated embodiment, the Petri net model 
logic 300 is implemented to analyZe the timing and sequenc 
ing of event indicators to detect potential faults to a starter 
in a turbine engine using indicators generated from three 
speci?c types of sensor data: engine speed at peak EGT, 
peak EGT and start time. 
At step 302, the Petri net model logic 300 analyZes event 

indicators to determine if the normaliZed engine speed at 
peak EGT exceeds a threshold during startup event T1. If the 
normaliZed engine speed does not exceed a threshold at this 
time, then the logic proceeds to step 310, and the starter is 
normal. If hoWever, the normaliZed engine speed exceeds 
the threshold, then the logic proceeds to step 304. 
At step 304, the Petri net model logic 300 analyZes event 

indicators to determine if the normaliZed peak EGT exceeds 
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a temperature threshold at startup event T2, Where T2 is 
Within a set number of startup events "51 of event T1. For 
example, if it is Within four startup events. If the normalized 
peak EGT does not exceed a threshold Within this speci?ed 
period, then the logic proceeds to step 310, and the starter is 
normal. If hoWever, the normalized peak EGT exceeds the 
threshold Within the period '51, then the logic proceeds to 
step 306. 
At step 304, the Petri net model logic 300 analyzes event 

indicators to determine if the normalized start time exceeds 
a time threshold at a startup event T3, Where T3 is Within a 
set number of startup events '52 of time T2, and Where the 
time T3 is smaller than T2+'c2 and larger than T2—"c2 if Tl 
occurs earlier than T2—'c2, or the time T3 is smaller than 
T2+"c2 and larger than Tl if T 1 occurs later than T2—'c2. In one 
example, the set number of startup events '52 comprises ?ve 
events. If the normalized start time does not exceed a 
threshold Within this period, then the logic proceeds to step 
310, and the starter is normal. If hoWever, the normalized 
start time exceeds the threshold Within the time period then 
a starter failure is indicated in step 308. 

Thus, the Petri net model logic 300 is designed to deter 
mine if an engine speed event is folloWed by an engine 
temperature event With a ?rst speci?ed time period (i.e., a 
speci?ed number of engine starts), and if an engine start time 
event occurred Within a second speci?ed time period of the 
engine temperature event. If such a pattern of events occurs, 
an alarm is issued indicating a likelihood of fault occurring 
in the engine starter. 
Of course, this is just one example of hoW a Petri net can 

be implemented, and other implementations are possible 
depending upon application. Furthermore, a starter failure is 
only one example of the type of turbine engine that the Petri 
net can be implemented to detect. 
As stated above, the Petri net implements a discrete event 

system model that analyzes the timing and sequencing of the 
event occurrences to determine if a fault has occurred. In 
implementing a fault detection system With such a Petri net, 
one key design parameter that effects performance of the 
model are the thresholds used by the event determination 
mechanism to detect When sensor values are exceeded. 
Another key design parameter is the sequence and time 
periods betWeen events used by the Petri net. Typically, 
these values Will be decided empirically based on samples 
obtained from faulty and normal operations. 

For example, these parameters can be obtained by decid 
ing upon a search range for the optimal value for each 
parameter and performing a design-of-experiment simula 
tion that is repeated to ?nd the values that produce the best 
results in terms of false alarm rate, missed detection rate, and 
fault prediction horizon. 

Proper threshold values can be obtained by analyzing the 
differences among distributions under normal and faulty 
conditions. Turning noW to FIG. 4, FIG. 4 illustrates three 
graphs that shoW moving averages for engine speed, engine 
temperature and engine start time for an exemplary turbine 
engine. The averages are assigned a label 1 or 0 depending 
upon Whether the sample Was taken before (0) or after (1) a 
starter fault incident. FIG. 4 shoWs that in general loWer 
values for engine speed and higher values for engine tem 
perature and start time before the starter incident. These 
samples represent the operation of the turbine engine With a 
faulty starter, and thus the threshold dividing the normal and 
faulty conditions could be obtained by setting the values 
around these loWer or higher ends. HoWever, the samples at 
the loWer or higher ends do not occur simultaneously. In 
other Words the engine speed can have a value at the loWer 
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8 
end (e.g., 24%), While at the same time the engine tempera 
ture has a value around 800. This Would seem to indicate 
normal operation. Thus, to determine optimal threshold 
searching should occur over a Wide range of variations. 
One method to determine the optimal value of time 

periods betWeen the events and the sequence of the occur 
rences of the events is to select a range of the timings and 
the possible sequences of the event occurrences. The Petri 
net is then simulated With training data sets using various 
combinations of the different timings and sequences Within 
the range to determine Which shoW the best performance. 
The performance metrics of the Petri net are false alarm 
rates, missed detection rates, and prediction time horizon. 
The selected timings and sequences can then be tested With 
a test data set to determine if performance is satisfactory. If 
not, then the range of the timings are changed and the 
simulation performed again With the different combinations 
of timings and sequences to determine the optimal values of 
timings and sequences, i.e., those values that shoW the best 
performance on the training data set as Well as the test data 
set. As more data becomes available the timing may be 
further adjusted. 
The fault detection program system and method can be 

implemented in Wide variety of platforms. Turning noW to 
FIG. 6, an exemplary computer system 50 is illustrated. 
Computer system 50 illustrates the general features of a 
computer system that can be used to implement the inven 
tion. Of course, these features are merely exemplary, and it 
should be understood that the invention can be implemented 
using different types of hardWare that can include more or 
different features. It should be noted that the computer 
system can be implemented in many different environments, 
such as onboard an aircraft to provide onboard diagnostics, 
or on the ground to provide remote diagnostics. The exem 
plary computer system 50 includes a processor 110, an 
interface 130, a storage device 190, a bus 170 and a memory 
180. In accordance With the preferred embodiments of the 
invention, the memory system 50 includes a discrete event 
system fault detection program. 
The processor 110 performs the computation and control 

functions of the system 50. The processor 110 may comprise 
any type of processor, include single integrated circuits such 
as a microprocessor, or may comprise any suitable number 
of integrated circuit devices and/or circuit boards Working in 
cooperation to accomplish the functions of a processing unit. 
In addition, processor 110 may comprise multiple processors 
implemented on separate systems. In addition, the processor 
110 may be part of an overall vehicle control, navigation, 
avionics, communication or diagnostic system. During 
operation, the processor 110 executes the programs con 
tained Within memory 180 and as such, controls the general 
operation of the computer system 50. 
Memory 180 can be any type of suitable memory. This 

Would include the various types of dynamic random access 
memory (DRAM) such as SDRAM, the various types of 
static RAM (SRAM), and the various types of non-volatile 
memory (PROM, EPROM, and ?ash). It should be under 
stood that memory 180 may be a single type of memory 
component, or it may be composed of many different types 
of memory components. In addition, the memory 180 and 
the processor 110 may be distributed across several different 
computers that collectively comprise system 50. For 
example, a portion of memory 180 may reside on the vehicle 
system computer, and another portion may reside on a 
ground based diagnostic computer. 
The bus 170 serves to transmit programs, data, status and 

other information or signals betWeen the various compo 
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nents of system 100. The bus 170 can be any suitable 
physical or logical means of connecting computer systems 
and components. This includes, but is not limited to, direct 
hard-Wired connections, ?ber optics, infrared and Wireless 
bus technologies. 

The interface 130 alloWs-communication to the system 
50, and can be implemented using any suitable method and 
apparatus. It can include a netWork interfaces to communi 
cate to other systems, terminal interfaces to communicate 
With technicians, and storage interfaces to connect to storage 
apparatuses such as storage device 190. Storage device 190 
can be any suitable type of storage apparatus, including 
direct access storage devices such as hard disk drives, ?ash 
systems, ?oppy disk drives and optical disk drives. As 
shoWn in FIG. 6, storage device 190 can comprise a disc 
drive device that uses discs 195 to store data. 

In accordance With the preferred embodiments of the 
invention, the computer system 50 includes a discrete event 
fault detection program. Speci?cally during operation, the 
discrete event fault detection program is stored in memory 
180 and executed by processor 110. When being executed by 
the processor 110, discrete event fault detection program 
receives sensor data from the device being monitored and 
generates a determination of likelihood of fault from that 
data. 
As one example implementation, the deterioration pre 

diction system can operate on data that is acquired from the 
mechanical system (e.g., aircraft) and periodically uploaded 
to an intemet Website. The fault detection analysis is per 
formed by the Web site and the results are returned back to 
the technician or other user. Thus, the system can be 
implemented as part of a Web-based diagnostic and prog 
nostic system. 

It should be understood that While the present invention is 
described here in the context of a fully functioning computer 
system, those skilled in the art Will recogniZe that the 
mechanisms of the present invention are capable of being 
distributed as a program product in a variety of forms, and 
that the present invention applies equally regardless of the 
particular type of computer-readable signal bearing media 
used to carry out the distribution. Examples of signal bearing 
media include: recordable media such as ?oppy disks, hard 
drives, memory cards and optical disks (e.g., disk 195), and 
transmission media such as digital and analog communica 
tion links. 

The embodiments and examples set forth herein Were 
presented in order to best explain the present invention and 
its particular application and to thereby enable those skilled 
in the art to make and use the invention. HoWever, those 
skilled in the art Will recogniZe that the foregoing descrip 
tion and examples have been presented for the purposes of 
illustration and example only. The description as set forth is 
not intended to be exhaustive or to limit the invention to the 
precise form disclosed. Many modi?cations and variations 
are possible in light of the above teaching Without departing 
from the spirit of the forthcoming claims. 

The invention claimed is: 
1. A fault detection system for detecting faults in a turbine 

engine, the fault detection system comprising: 
an event determination mechanism, the event determina 

tion mechanism adapted to: 
(i) receive sensor data from the turbine engine, Wherein 

the sensor data comprises engine speed at peak 
exhaust gas temperature, exhaust gas temperature at 
peak exhaust gas temperature, and time to engine 
start; 
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10 
(ii) analyZe the sensor data to determine if speci?ed 

events have occurred by comparing the engine speed 
at peak exhaust gas temperature to a ?rst value to 
determine engine speed deviation from the ?rst 
value, comparing the exhaust gas temperature at 
peak exhaust gas temperature to a second value to 
determine engine temperature deviation from the 
second value, and comparing the time to engine start 
to a third value to determine engine start time 
deviation from the third value; and 

(iii) generate current event indicators responsive to the 
occurrence of the speci?ed events by generating an 
engine speed event indicator responsive to the engine 
speed deviation exceeding a ?rst threshold, generat 
ing an engine temperature event indicator responsive 
to the engine temperature deviation exceeding a 
second threshold, and generating a start time event 
indicator responsive to the engine start time devia 
tion exceeding a third threshold; and 

a discrete event system model, the discrete event system 
model adapted to (i) receive the current event indica 
tors, (ii) receive past event indicators, and (iii) analyZe 
timing and sequencing of the current event indicators 
and past event indicators to determine a likelihood of 
fault in the turbine engine. 

2. The system of claim 1 Wherein the discrete event 
system model further generates neW event indicators in 
response to the timing and sequencing of the current event 
indicators and past event indicators, and Wherein the neW 
event indicators are fed back for use as the past event 
indicators in a next analysis cycle. 

3. The system of claim 1 Wherein the discrete event 
system model comprises a Petri net, and Wherein the event 
indictors comprise markings. 

4. The system of claim 3 Wherein the Petri net includes a 
plurality of place nodes and transitions, Wherein the Petri net 
updates tokens at the plurality of place nodes in response to 
the event indicators. 

5. The system of claim 1 Wherein the discrete event 
system model is adapted to analyZe timing and sequencing 
of the event indicators to determine a likelihood of fault in 
the turbine engine by: 

determining if the engine speed event indicator is fol 
loWed by the engine temperature event indicator Within 
a ?rst speci?ed time period; and 

determining if the start time event indicator is Within a 
second speci?ed time period of the engine temperature 
event indicator. 

6. The system of claim 1 Wherein the sensor data com 
prises indications of an event in a component in the turbine 
engine. 

7. A method of detecting faults in a turbine engine, the 
method comprising the steps of: 

a) receiving sensor data from the turbine engine, Wherein 
the sensor data comprises engine speed at peak exhaust 
gas temperature, exhaust gas temperature at peak 
exhaust gas temperature, and time to engine start; 

b) analyZing the sensor data to determine if speci?ed 
events have occurred by comparing the engine speed at 
peak exhaust gas temperature to a ?rst value to deter 
mine engine speed deviation from the ?rst value, com 
paring the exhaust gas temperature at peak exhaust gas 
temperature to a second value to determine engine 
temperature deviation from the second value, and com 
paring the time to engine start to a third value to 
determine engine start time deviation from the third 
value; 
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c) generating current event indicators responsive to the 
occurrence of the speci?ed events by generating an 
engine speed event indicator responsive to the engine 
speed deviation exceeding a ?rst threshold, generating 
an engine temperature event indicator responsive to the 
engine temperature deviation exceeding a second 
threshold, and generating a start time event indicator 
responsive to the engine start time deviation exceeding 
a third threshold; 

d) receiving past event indicators from a previous analysis 
cycle of the turbine engine; and 

e) analyZing timing and sequencing of the current event 
indicators and past event indicators to determine a 
likelihood of fault in the turbine engine. 

8. The method of claim 7 further comprising the step of 
generating neW event indicators in response to the timing 
and sequencing of the current event indicators and past event 
indicators, and Wherein the neW event indicators are used as 
the past event indicators in a next analysis cycle. 

9. The method of claim 7 Wherein the step of analyZing 
timing and sequencing of the current event indicators and 
past event indicators to determine a likelihood of fault in the 
turbine engine comprises analyZing using a Petri net. 

10. The method of claim 9 Wherein the Petri net includes 
a plurality of place nodes and transitions, Wherein the Petri 
net updates tokens at the plurality of place nodes in response 
to the event indicators. 

11. The method of claim 7 Wherein the step of analyZing 
timing and sequencing of the current event indicators and 
past event indicators to determine a likelihood of fault in the 
turbine engine comprises: 

determining if the engine speed event indicator is fol 
loWed by the engine temperature event indicator Within 
a ?rst speci?ed time period; and 

determining if the start time event indicator is Within a 
second speci?ed time period of the engine temperature 
event indicator. 

12. A program product comprising: 
a) a fault detection program for detecting fault in a turbine 

engine, the program including: 
an event determination program module, the event 

determination program module adapted to: 
(i) receive sensor data from the turbine engine, 

Wherein the sensor data comprises engine speed at 
peak exhaust gas temperature, exhaust gas tem 
perature at peak exhaust gas temperature, and time 
to engine start; 
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(ii) analyZe the sensor data to determine if speci?ed 

events have occurred by comparing the engine 
speed at peak exhaust gas temperature to a ?rst 
value to determine engine speed deviation from 
the ?rst value, comparing the exhaust gas tem 
perature at peak exhaust gas temperature to a 
second value to determine engine temperature 
deviation from the second value, and comparing 
the time to engine start to a third value to deter 
mine engine start time deviation from the third 
value; and 

(iii) generate current event indicators responsive to 
the occurrence of the speci?ed events by gener 
ating an engine speed event indicator responsive 
to the engine speed deviation exceeding a ?rst 
threshold, generating an engine temperature event 
indicator responsive to the engine temperature 
deviation exceeding a second threshold, and gen 
erating a start time event indicator responsive to 
the engine start time deviation exceeding a third 
threshold; and 

a discrete event system model program module, the 
discrete event system model program module 
adapted to (i) receive the current event indicators, (ii) 
receive past event indicators, and (iii) analyZe timing 
and sequencing of the current event indicators and 
past event indicators to determine a likelihood of 
fault in the turbine engine; and 

b) computer-readable signal bearing media bearing said 
program. 

13. The program product of claim 12 Wherein the discrete 
event system model further generates neW event indicators 
in response to the timing and sequencing of the current event 
indicators and past event indicators, and Wherein the neW 
event indicators are fed back for use as the past event 
indicators in a next analysis cycle. 

14. The program product of claim 12 Wherein the discrete 
event system model comprises a Petri net, and Wherein the 
event indictors comprise markings. 

15. The program product of claim 14 Wherein the Petri net 
includes a plurality of place nodes and transitions, Wherein 
the Petri net updates tokens at the plurality of place nodes in 
response to the event indicators. 


