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(57) ABSTRACT 

A conversational computing system that provides a universal 
coordinated multi-modal conversational user interface 
(CUI) 10 across a plurality of conversationally aWare appli 
cations (11) (i.e., applications that “speak” conversational 
protocols) and conventional applications (12). The conver 
sationally aWare applications (11) communicate With a con 
versational kernel (14) via conversational application APls 
(13). The conversational kernel 14 controls the dialog across 
applications and devices (local and netWorked) on the basis 
of their registered conversational capabilities and require 
ments and provides a uni?ed conversational user interface 
and conversational services and behaviors. The conversa 
tional computing system may be built on top of a conven 
tional operating system and APIs (15) and conventional 
device hardWare (16). The conversational kernel (14) 
handles all l/O processing and controls conversational 
engines (18). The conversational kernel (14) converts voice 
requests into queries and converts outputs and results into 
spoken messages using conversational engines (18) and 
conversational arguments (17). The conversational applica 
tion API (13) conveys all the information for the conversa 
tional kernel (14) to transform queries into application calls 
and conversely convert output into speech, appropriately 
sorted before being provided to the user. 
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CONVERSATIONAL COMPUTING VIA 
CONVERSATIONAL VIRTUAL MACHINE 

CROSS-REFERENCE TO RELATED 
APPLICATION 

[0001] This application is a Divisional of US. patent 
application Ser. No. 09/806,565, ?led on Jul. 2, 2001, Which 
is incorporated herein by reference and Which is a US. 
National Stage application under 35 U.S.C 371 of Intema 
tional Application No. PCT /US99/22927, ?led on Oct. 1, 
1999, Which claims the bene?t of Provisional Applications 
U.S. Serial No. 60/102,957, ?led on Oct. 2, 1998, and US. 
Serial No. 60/117,595 ?led on Jan. 27, 1999. 

BACKGROUND 

[0002] 
[0003] The present application relates generally to sys 
tems and methods for conversational computing. More 
particularly, the present invention is directed to a CVM 
(conversational virtual machine) that may be implemented 
as either a stand-alone OS (operating system) or as a 
platform or kernel that runs on top of a conventional OS or 

RTOS (real-time operating system) possibly providing back 
Ward compatibility for conventional platforms and applica 
tions. A CVM as described herein exposes conversational 
APIs (application program interface), conversational proto 
cols and conversational foundation classes to application 
developers and provides a kernel layer that is responsible for 
implementing conversational computing by managing dia 
log and context, conversational engines and resources, and 
conversational protocols/communication across platforms 
and devices having different conversational capabilities to 
provide a universal CUI (conversational user interface). 

[0004] 2. Description of Related Art 

[0005] Currently, GUI (graphical user interface) based 
OSs (operating systems) are dominant in the World of PCS 
(personal computers) and Workstations as the leading archi 
tectures, platforms and OS are fundamentally GUI based or 
built around GUI kernels. Indeed, With the exception of 
telephony applications such as IVR (interactive voice 
response) Where the UI is primarily voice and DTMF (dual 
tone multifrequency) I/O (input/output), the most common 
information access and management applications are built 
around the GUI paradigm. In addition, other non-GUI based 
UIs are utiliZed in connection With older architectures such 
as mainframes or very specialiZed systems. In general, With 
the GUI paradigm, the UI betWeen the user and machine is 
graphic (e.g., Microsoft WindoWs or Unix-X WindoWs) and 
multi-tasking is provided by displaying each process as a 
separate WindoW, Whereby input to each WindoW can be via 
a keyboard, a mouse, and/or other pointing devices such as 
a pen (although some processes can be hidden When they are 
not directly “interacting/interfacing" With the user). 

[0006] GUIs have fueled and motivated the paradigm shift 
from time-shared mainframes to individual machines and 
other tiers such as servers and backend services and archi 
tectures. GUI based OSs have been Widely implemented in 
the conventional PC client/server model to access and 
manage information. The information that is accessed can be 
local on the device, remote over the Internet or private 
intranets, personal and located on multiple personal PCS, 
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devices and servers. Such information includes content 
material, transaction management and productivity tools. 
HoWever, We are Witnessing a neW trend departing from the 
conventional PC client/ server model for accessing and man 
aging information toWards billions of pervasive computing 
clients (PvC clients) that are interconnected With each other 
thereby alloWing users to access and manage information 
from anyWhere, at anytime and through any device. And this 
access to information is such that the interface to it is the 
same independently of the device or application that is used. 
This trends goes in pair With miniaturization of the devices 
and dramatic increase of their capabilities and complexity. 
Simultaneously, because the telephone is still the most 
ubiquitous communication device for accessing informa 
tion, the same expectation of ubiquitous access and man 
agement to information through the telephone becomes even 
stronger Unfortunately, access to such information is limited 
by the available devices or the interface, and the underlying 
logic is completely different depending on the device. 
Indeed, the variety and constraints met in the embedded 
World have no comparison With What is met in the other tiers, 
i.e. desktop, Workstations and backend servers and, thus, the 
embedded World poses a real challenge to UIs. Moreover, 
the increasing complexity of PvC clients coupled With 
increasingly constrained input and output interface signi? 
cantly reduces the effectiveness of GUI. Indeed, PvC clients 
are more often deployed in mobile environment Where user 
desire hand-free or eye-free interactions. Even With embed 
ded devices Which provide some constrained display capa 
bilities, GUIs overload tiny displays and hog scant poWer 
and the CPU resources. In addition, such GUIs overWhelm 
and distract the user ?ghting the constrained interface. 
Furthermore, the more recently formulated need for ubiq 
uitous interfaces to access and manage information anytime 
from anyWhere through any device reveals the GUI limita 
tions. 

[0007] Recently, voice command and control (voice C&C) 
UIs are emerging everyWhere computers are used. Indeed, 
the recent success of speech recognition as shrink Wrap retail 
products and its progressive introduction as part of the 
telephony IVR (interactive voice response) interface has 
revealed that speech recognition Will become a key user 
interface element. For instance, telephone companies, call 
centers and IVR have implemented speech interfaces to 
automate certain tasks, reduce their operator requirements 
and operating costs and speed-up call processing. At this 
stage, hoWever, IVR application developers offer their oWn 
proprietary speech engines and APIs (application program 
interface). The dialog development requires complex script 
ing and expert programmers and these proprietary applica 
tions are typically not portable from vendor to vendor (i.e., 
each application is painstakingly crafted and designed for 
speci?c business logic). 
[0008] In addition, speech interfaces for GUI based OSs 
have been implemented using commercially available con 
tinuous speech recognition applications for dictation and 
command and control. These speech applications, hoWever, 
are essentially add-ons to the GUI based OSs in the sense 
that such applications alloW for the replacement of keyboard 
and mouse and alloWs a user to change the focus, launch neW 
tasks, and give voice commands to the task in focus, Indeed, 
all of the current vendors and technology developers that 
provide such speech interfaces rely on incorporating speech 
or NLU (natural language understanding) as command line 
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input to directly replace keyboards or pointing devices to 
focus on and select from GUI menus. In such applications, 
speech is considered as a neW additional I/O modality rather 
than the vector of a fundamental change in the human/ 
machine interaction. 

[0009] The implementation of speech, NLU or any other 
input/output interfaces as a conversational system should not 
be limited to super?cial integration into the operating sys 
tem. Nor should it be limited to a ubiquitous look and feel 
across embedded devices. Instead it should fundamentally 
modify the design of the underlying operating system and 
computing functions. Furthermore, ?exibility on the input 
and output media imposes that the most fundamental 
changes in the operating system do not require speech 
input/output but can also be implemented With more con 
ventional keyboard, mouse or pen input and display output. 

[0010] Accordingly, a system that provides conversational 
computing across multiple platforms, devices and applica 
tion through a universal conversational user interface, Which 
goes far beyond adding speech I/O or conversational capa 
bilities to existing applications, building conventional con 
versational applications or super?cially integrating “speech” 
in conventional operating systems, is highly desirable. 

SUMMARY OF THE INVENTION 

[0011] The present invention is directed to a system and 
method based on a conversational computing paradigm that 
provides conversational computing through a universal con 
versational user interface (CUI). The conversational com 
puting paradigm prescribes that systems dialog With a user 
to complete, disambiguate, summariZe or correct queries and 
the result of their executions. They abstract and handle 
queries, contexts, and manipulated information based on 
contexts, applications, history and user preferences and 
biometrics. These core principles (do not require speech 
enabled I/O interfaces, they rather deeply permeate the 
underlying computing cores. Indeed, the conversational 
computing paradigm according to the present invention 
applies even in the absence of speech and describes the 
essence of computing built around dialogs and conversa 
tions, even if such dialogs are carried over, e.g., a keyboard. 
It is the conversational computing paradigm that alloWs a 
user to seamlessly control multiple WindoWs applications, 
for example, running in parallel, even through a dummy 
terminal display such as VT 100 or a Palm Pilot screen. 

[0012] In one aspect of the present invention, a system for 
providing conversational computing based on the conversa 
tional paradigm is a CVM (conversational virtual machine) 
that is implemented either as a stand-alone OS (operating 
system) or as a platform or kernel that runs on top of a 
conventional OS or RTOS (real-time operating system) 
possibly providing backWard compatibility for conventional 
platforms and applications. The CVM exposes conversa 
tional APIs (application program interface), conversational 
protocols and conversational foundation classes to applica 
tion developers and provides a kernel that is responsible for 
implementing conversational computing by managing dia 
log and context, conversational engines and resources, and 
conversational protocols/communication across platforms 
and devices having different conversational, capabilities to 
provide a universal CUI (conversational user interface). The 
CVM kernel is the core layer that controls the dialog across 
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applications and devices on the basis of their registered 
conversational capabilities and requirements. It also pro 
vides a uni?ed conversational user interface that goes far 
beyond adding speech as I/O modality to provide conver 
sational system behaviors. The CVM is capable of managing 
tasks in a manner similar to conversations With the poWer of 

discourses, contexts, mixed initiatives and abstraction. 

[0013] In one aspect of the present invention, the CVM 
utiliZes conversational sub systems (Which may be local or 
distributed) including speech recognition, speaker recogni 
tion, text-to-speech, natural language understanding and 
natural dialog generation engines to understand and generate 
dialog betWeen and user and machine. These subsystem are 
accessed through the CVM. The engines are hidden to the 
application through the conversational application APIs. The 
CVM may control such engines through the conversational 
engine APIs. In addition, the conversational application 
APIs may include the conversational engine APIs. Typically, 
CVM includes direct exposure of these engine APIs to the 
application developer. This may be done by having the 
conversational engine APIs included in the conversation 
application APIs or by emulating similar calls and function 
alities at the level of the conversational application APIs. 

[0014] In another aspect, a CVM kernel layer (or CVM 
controller) comprises a meta-information manager, a 
resource manager, a context stack, a global history, a dialog 
manager and a task dispatcher, for managing the dialog and 
selecting the active dialog, context, and application. The 
context stack accumulates the context (?ll query arguments 
and state/modeiie. query arguments already introduced, 
any I/O event, and event produced by an application) of each 
active process With an activated discourse along With any 
data needed for input understanding (e.g. active FSG, topic, 
vocabulary or possible queries for a speech input). The 
CVM kernel coordinates the different tasks and processes 
that are spaWned on local and netWorked conventional and 
conversational resources. The CVM kernel layer keeps track 
of these resources, transmit input to the appropriate conver 
sational subsystems and arbitrate betWeen devices, state and 
applications. The CVM kernel layer also coordinates the 
output generation and prioritization according to the active 
conversation and conversation history, delayed returns, del 
egation across netWork resources and task delegation and 
memoriZation. 

[0015] In another aspect of the invention, the CVM system 
provides a high level of abstraction and abstract categories 
via meta-information that is associated With elements such 
as objects, data stream handles, netWorks, peripherals, hard 
Ware and local and netWorked ?le system. An abstract 
meta-information system according to one aspect of the 
invention includes multiple categories de?ned by the oWner/ 
developer of the resources or past user/application of the 
resource. Such elements are accessible through abstract 
shortcuts and mixed initiative requests. A registration pro 
tocol is provided to automatically create neW categories 
associated With neW objects upon connection or via a 
meta-information server (analogous to a DNS server or 

name space manager) Which updates the list of abstract 
categories associated to an object or its content, and acts like 
a table of abstractions to Which each resource registers its 
capabilities. Objects that are doWnloaded or forWarded can 
register locally using the same protocol. The abstract meta 
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information can be used to either shortcut, automatically 
extract, or process elements of the netWork. 

[0016] In another aspect, the CVM provides the capability 
to have natural dialog With NLU, NLG, contexts and mixed 
initiatives sorted across multiple tasks, processes and dis 
courses (With multiple domains). A conversational input 
interface is provided Whereby a set of multi-mode input 
streams are each transcribed into an ASCII command or 
query (i.e., lists of attribute-value pairs or n-uples). Each 
input entity (command, NLU query ?eld or argument unit 
(isolated letter, Word, etc.) is associated With time-marks and 
appended accordingly to a compounded input stream. TWo 
or more stream having the same time-marks are prioritized 
based on When each input stream contributed previously or 
the priority that each application/input stream received on 
the basis of the context history. Compounded inputs are 
checked against possible FSG and dictionaries and option 
ally fed back to the user. Each resource exchanges their 
conversational capabilities and the input stream is tailored to 
only exchange relevant information. 

[0017] In still another aspect, conversational output dis 
patches and interface protocols are provided Whereby the 
output of multiple tasks are queued to mono-channel output 
based the context stack and the task dispatcher. A mecha 
nism is provided to redirect or modify the resource assigned 
to each input streams, even in multiplexed cases. Each 
resource exchanges its conversational capabilities and the 
output stream is tailored to only exchange relevant infor 
mation, including selection of the output Voice fonts and 
formatting of conversational presentations. 

[0018] In another aspect, programming/script languages 
are utilized that alloW the use (of any available resources as 
input or output stream. Using the conversational sub-sys 
tems, each input is converted into a binary or ASCII input 
(lists of attribute-value pairs or n-uples), Which can be 
directly processed by the programming language as built-in 
objects. Calls, ?ags and tags are automatically included to 
transmit betWeen object and processes the conversational 
meta-information required to correctly interface With the 
different objects. Indeed, any input in any modality is 
captured by the dialog manager of the CVM kernel layer as 
an event that is added to the associated context or context 
stack. For example, a mouse click or pointer/ stylus pointing 
action folloWed by the command “I Would like to open this” 
is disambiguated into a set of attribute value pairs: Com 
mand: open, Object: WindoWs or task selected by the last 
mouse click. Output can be specially formatted according to 
the needs of the application or user. Multi-modal discourse 
processing can noW be easily built using the neW program 
ming tools. In addition, such programming languages and 
scripts encompasses conversational API betWeen conversa 
tional enabled applications and the CVM, as Well as CML 
(conversational markup language). 

[0019] In yet another aspect, conventional logic statement 
status and operators are expanded to handle the richness of 
conversational queries that can be compared on the bases of 
their ASCII/binary content or on the basis of their NLU 
converted query/list of attribute value n-uples. Logic opera 
tors are implemented to test or modify such systems. 

[0020] In another aspect, conversational netWork connec 
tion protocols are provided Which alloW multiple conversa 
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tional devices or applications to register their conversational 
capabilities, including silent partners that are only conver 
sationally aWare. 

[0021] Conversational protocols are provided to coordi 
nate a conversation With multiple CVMs and silent partners, 
such that When multiple CVM devices are conversationally 
connected and coordinated, it becomes possible to simulta 
neously control them through one single interface (e.g., 
through a single microphone). After discovering each other 
and registering their identi?cation, each system or device 
exchanges information about their conversational capabili 
ties to limit data transfer to relevant information. Silent 
conversational partners behave similarly and can interact 
through a conversational proxy server or as conversational 
client of a CVM. The coordination betWeen multiple CVM 
may involve dynamic master-slave and peer-to-peer inter 
actions to provide a coordinated uniform conversational 
interface presented by multiple conversationally connected 
devices/objects. In addition, other topologies may be con 
sidered, including multiple local masters (optimized or 
decided upon to reduce the overall netWork tra?ic and dialog 
?oW delays) interacting among each other on a peer-to-peer 
basis. The collection of objects present a single coordinated 
interface to the user through centralized or distributed con 
text stacks. 

[0022] In yet another aspect, development tools are pro 
vided for developer to build, simulate and debug conversa 
tional aWare application for CVM. The development tools 
offer direct implementation of the API calls, protocol calls, 
application using these API’s and protocols, and linking 
associated libraries, applications exploiting the services and 
behaviors offered by CVM. These development tools alloW 
advanced conversational interfaces to be constructed With 
multiple personalities, such as Voice fonts, Which alloWs the 
user to select the type of voice providing the output. Con 
versational formatting languages are provided Which builds 
conversational presentations such as Postcript and AFL 
(audio formatting languages). The code implementing these 
applications can be declarative or procedural. This com 
prises interpreted and compiled scripts and programs, With 
library links, conversational logic, engine calls, and conver 
sational foundation classes. Conversational foundation 
classes are the elementary components or conversational 
gestures that characterize any dialog, independently of the 
modality or combination of modalities. 

[0023] In still another aspect, conversational security is 
provided using meta-information about the author and/or 
modi?er of local or remote ?les, especially executables, for 
preventing unauthorized access. CVM provides automatic 
authentication of the user Wherever a query to a restricted 
resource is made, based on security meta-information asso 
ciated to the resource. The authentication is performed 
directly on the request or non-expired information acquired 
shortly before the query. 

[0024] In another aspect, the CVM provides conversa 
tional customization. A user is automatically identi?ed 
Whenever a query to a resource is made. The authentication 
is performed directly on the request or non-expired infor 
mation acquired shortly before the query. Each task or 
resource access can be individually customized to the 
requester preferences. Tasks and contexts are prioritized 
according to the sequence of active users and re-prioritized 
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at each user changes. Environment variables can be modi 
?ed on the ?y based on changes of the user identity Without 
requiring to reset the Whole environment. Ambiguity is 
resolved at the level of each context or the context stack 
using the user identity. 

[0025] In still another aspect, conversational search capa 
bility is provided based not only on the name, modi?cation 
or ASCII content of ?les but also on abstract categories 
de?ned by the operating system, the application or the user 
and topics extracted on-line or off-line by the operating 
system, or obtained via conversational protocols When the 
object Was accessed. In addition, contextual search capa 
bilities are provided to complete active query or to extract 
similar queries/context. 

[0026] In another aspect, conversational selection capa 
bilities are provided at the resource manager level or Within 
any application relying on meta-information, abstraction and 
conversational queries/mixed initiative/correction. Such 
conversational selection capabilities avoid long sequences 
of elementary selections and provide natural shortcuts and 
correction of the selection. In addition, mechanisms are 
provided to access and present immediately the skeleton of 
objects With hierarchical structures. 

[0027] In yet another aspect, conversational help, manuals 
and support is provided through a ubiquitous coordinated 
conversational interface, using local and remote resources, 
usage history of a user and agents to complete request, guide 
through procedure, search for information and upgrade/ 
install neW applications. In addition, help information can be 
accessed using NLU queries to access the help information 
or on the basis of the meta-information associated to the 
current user (history) and on the basis of the arguments that 
are missing or modi?ed using mixed initiative. The dialog 
provided by each application is tuned to the preferences or 
level of expertise of the user. 

[0028] Other features provided by a CVM according to the 
present invention include simple, intuitive and natural inter 
faces With minimum learning curves, compelling conversa 
tional applications Where the use of speech greatly improve 
productivity or neW functions or uses, clever machines/ 
devices able to understand natural queries, possibilities to 
conduct ef?ciently task in hand-free and/or eye-free mode, 
compelling multi-mode productive user interfaces comple 
menting conventional user I/O and replacing them When 
needed (no display or small display, no keyboard, pen or 
pointing device, remote computing, etc.), universal user 
interface independently of the device (PC, PDA, phone, etc.) 
used to access and independently of the transaction/service/ 
application, and a coordinated interface across multiple 
conversational. devices alloWing one device to control mul 
tiple other devices, backWard compatibility With existing 
OSs, applications, devices and services. 

[0029] These and other aspects, features and advantages of 
the present invention Will be described and become apparent 
from the folloWing detailed description of preferred embodi 
ments, Which is to be read in connection With the accom 
panying draWings 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0030] FIG. 1 is a block diagram of a conversational 
computing system according to an embodiment of the 
present invention; 
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[0031] FIG. 2 is a diagram illustrating abstract layers of a 
conversational computing system according to an embodi 
ment of the present invention; 

[0032] FIG. 3 is a block diagram illustrating conversa 
tional protocols that are implemented in a conversational 
computing system according to one aspect of the present 
invention; 
[0033] FIG. 4 is a block diagram of components of a 
conversational computing, system according to an embodi 
ment of the present invention; 

[0034] FIG. 5 is a diagram illustrating task dispatching 
process according to one aspect of the present invention; 

[0035] FIG. 6 is a diagram illustrating a general conver 
sational user interface and input/ output process according to 
one aspect of the present invention; 

[0036] FIG. 7 is a diagram illustrating a distributed con 
versational computing system according to one aspect of the 
present invention; 

[0037] FIG. 8 is a diagram of a universal conversational 
appliance according to an embodiment of the present inven 
tion; 
[0038] FIG. 9 is a diagram illustrating a dialog manage 
ment process according to one aspect of the present inven 
tion; 

[0039] FIG. 10 is a diagram of a dialog management 
process according to another aspect of the present invention; 

[0040] FIG. 11 is a diagram of a dialog management 
process according to another aspect of the present invention; 
and 

[0041] FIG. 12 is a diagram illustrating conversational 
netWorking according to the present invention. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS 

[0042] The present invention is directed to system and 
method for conversational computing Which incorporates all 
aspects of conversational systems and multi-modal inter 
faces. A key component for providing conversational com 
puting according to a conversational computing paradigm 
described herein is a CVM (conversational virtual machine). 
In one embodiment, the CVM is a conversational platform 
or kernel running on top of a conventional OS or RTOS. A 
CVM platform can also be implemented With PvC (perva 
sive computing) clients as Well as servers. In general, the 
CVM provides conversational APIs and protocols betWeen 
conversational subsystems (e.g. speech recognition engine, 
text-to speech etc.) and conversational and/or conventional 
applications. The CVM may also provide backWard com 
patibility to existing applications, With a more limited inter 
face. As discussed in detail beloW, the CVM provides 
conversational services and behaviors as Well as conversa 
tional protocols for interaction With multiple applications 
and devices also equipped With a CVM layer, or at least, 
conversationally aWare. 

[0043] It is to be understood that the different elements and 
protocol/APIs described herein are de?ned on the basis of 
the function that they perform or the information that they 
exchange Their actual organiZation or implementation can 
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vary, e.g., implemented by a same or different entity, being 
implemented a component of a larger component or as an 
independently instantiated object or a family of such objects 
or classes 

[0044] A CVM (or operating system) based on the con 
versational computing paradigm described herein according 
to the present invention alloWs a computer or any other 
interactive device to converse With a user. The CVM further 
alloWs the user to run multiple tasks on a machine regardless 
if the machine has no display or GUI capabilities, nor any 
keyboard, pen or pointing device. Indeed, the user can 
manage these tasks like a conversation and bring a task or 
multiple simultaneous tasks, to closure. To manage tasks 
like a conversation, the CVM in accordance With the present 
invention affords the capability of relying on mixed initia 
tives, contexts and advanced levels of abstraction, to per 
form its various functions. Mixed initiative alloWs a user to 
naturally complete, modify, or correct a request via dialog 
With the system. Mixed initiative also implies that the CVM 
can actively help (take the initiative to help) and coach a user 
through a task, especially in speech-enable applications, 
Wherein the mixed initiative capability is a natural Way of 
compensating for a display less system or system With 
limited display capabilities. In general, the CVM comple 
ments conventional interfaces and user input/output rather 
than replacing them. This is the notion of “multi-modality” 
Whereby speech is used in parallel With mouse, keyboard, 
and other input devices such as a pen. Conventional inter 
faces can be replaced When device limitations constrain the 
implementation of certain interfaces. In addition, the ubiq 
uity and uniformity of the resulting interface across devices, 
tiers and services is an additional mandatory characteristic. 
It is to be understood that CVM system can to a large extent 
function With conventional input and/or output media. 
Indeed, a computer With classical keyboard inputs and 
pointing devices coupled With traditional monitor display 
can pro?t signi?cantly by utiliZing the CVM according to 
the present invention. One example is described in provi 
sional application U.S. Ser. No. 60/128,081, ?led on Apr. 7, 
1999, entitled “Multi-Modal Shell” Which is commonly 
assigned and incorporated herein by reference (Which 
describes a method for constructing a true multi-modal 
application With tight synchronization betWeen a GUI 
modality and a speech modality). In other Words, even users 
Who do not Want to talk to their computer can also realiZe a 
dramatic positive change to their interaction With the CVM 
enabled machine. 

[0045] Referring noW to FIG. 1, a block diagram illus 
trates a conversational computing system (or CVM system) 
according to an embodiment of the present invention, Which 
may be implemented on a client device or a server. In 
general, the CVM provides a universal coordinated multi 
modal conversational user interface (CUI) 10. The “multi 
modality” aspect of the CUI implies that various I/O 
resources such as voice, keyboard, pen, and pointing device 
(moused, keypads, touch screens, etc can be used in con 
junction With the CVM platform. The “universality” aspect 
of the CUI 10 implies that the CVM system provides the 
same UI to a user Whether the CVM is implemented in 
connection With a desktop computer, a PDA With limited 
display capabilities, or With a phone Where no display is 
provided. In other Words, universality implies that the CVM 
system can appropriately handle the UI of devices With 
capabilities ranging from speech only to speech to multi 
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modal, i.e., speech+GUI, to purely GUI. Therefore, the 
universal CUI provides the same UI for all user interactions, 
regardless of the access modality. 

[0046] Moreover, the concept of universal CUI extends to 
the concept of a coordinated CUI. In particular, assuming a 
plurality of devices (Within or across multiple computer 
tiers) offer the same CUI, they can be managed through a 
single discourseiie, a coordinated interface. That is, When 
multiple devices are conversationally connected (i.e., aWare 
of each other), it is possible to simultaneously control them 
through one interface (e. g., single microphone) of one of the 
devices. For example, voice can automatically control via a 
universal coordinated CUI smart phone, a pager, a PDA, 
netWorked computers and IVR and a car embedded com 
puter that are conversationally connected. These CUI con 
cepts Will be explained in greater detail beloW. 

[0047] The CVM system further comprises a plurality of 
applications including conversationally aWare applications 
11 (i.e., applications that “speak” conversational protocols) 
and conventional applications 12. The conversationally 
aWare applications 11 are applications that are speci?cally 
programmed for operating With a CVM core layer (or 
kernel) 14 via conversational application APIs 13. In gen 
eral, the CVM kernel 14 controls the dialog across applica 
tions and devices on the basis of their registered conversa 
tional capabilities and requirements and provides a uni?ed 
conversational user interface Which goes far beyond adding 
speech as I/O modality to provide conversational system 
behaviors. The CVM system may be built on top of a 
conventional OS and APIs 15 and conventional device 
hardWare 16 and located on a server or any client device 

(PC, PDA, PvC). The conventional applications 12 are 
managed by the CVM kernel layer 14 Which is responsible 
for accessing, via the OS APIs, GUI menus and commands 
of the conventional applications as Well as the underlying 
OS commands. The CVM automatically handles all the 
input/output issues, including the conversational subsystems 
18 (i.e., conversational engines) and conventional sub 
systems (e.g., ?le system and conventional drivers) of the 
conventional OS 15. In general, conversational sub-systems 
18 are responsible for converting voice requests into queries 
and converting outputs and results into spoken messages 
using the appropriate data ?les 17 (e.g., contexts, ?nite state 
grammars, vocabularies, language models, symbolic query 
maps etc.) The conversational application API 13 conveys 
all the information for the CVM 14 to transform queries into 
application calls and conversely converts output into speech, 
appropriately sorted before being provided to the user. 

[0048] Referring noW to FIG. 2, a diagram illustrates 
abstract programming layers of a conversational computing 
system (or CVM) according to an embodiment of the present 
invention. The abstract layers of the CVM comprise con 
versationally aWare applications 200 and conventional 
applications 201. As discussed above, the conversationally 
aWare applications 200 interact With a CVM kernel layer 
202 via a conversational application API layer 203. The 
conversational application API layer 203 encompasses con 
versational programming languages/scripts and libraries 
(conversational foundation classes) to provide the various 
features (discussed beloW) offered the CVM kernel 202. For 
example, the conversational programming languages/ scripts 
provide the conversational APIs that alloW an application 
developer to hook (or develop) conversationally aWare 
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applications 200. They also provide the conversational API 
layer 203, conversational protocols 204 and system calls that 
alloWs a developer to build the conversational features into 
an application to make it “conversationally aWare.” The 
code implementing the applications, API calls and protocol 
calls includes interpreted and compiled scripts and pro 
grams, With library links, conversational logic (as described 
beloW) engine call and conversational foundation classes. 

[0049] More speci?cally, the conversational application 
API layer 203 comprises a plurality of conversational foun 
dation classes 205 (or fundamental dialog components) 
Which are provided to the application developer through 
library functions that may be used to build a CUl or 
conversationally aWare applications 200 according to the 
present invention. The conversational foundation classes 
205 are the elementary components or conversational ges 
tures (as described by T. V. Raman, in “Auditory User 
Interfaces, ToWard The Speaking Computer,” KluWer Aca 
demic Publishers, Boston 1997) that characterize any dialog, 
independently of the modality or combination of modalities 
(Which can be implemented procedurally or declaratively). 
The conversational foundation classes 205 comprise CUl 
building blocks and conversational platform libraries, dialog 
modules and components, and dialog scripts and beans. The 
conversational foundation classes 205 may be compiled 
locally into conversational objects 206. More speci?cally, 
the conversational objects 205 (or dialog components) are 
compiled from the conversational foundation classes 205 
(fundamental dialog components) by combining the differ 
ent individual classes in a code calling these libraries 
through a programming language such as Java or C++. As 
noted above, coding comprises embedding such fundamen 
tal dialog components into declarative code or liking them to 
procedural code. Nesting and embedding of the conversa 
tional foundation classes 205 alloWs the conversational 
object 206 (either reusable or not) to be constructed (either 
declaratively or via compilation/interpretation) for perform 
ing speci?c dialog tasks or applications. For example, the 
conversational objects 206 may be implemented declara 
tively such as pages of CML (conversational markup lan 
guage) (nested or not) Which are processed or loaded by a 
conversational broWser (or vieWer) (20011) as disclosed in 
the patent application IBM Docket No. YO9998-392P, ?led 
concurrently hereWith, entitled “Conversational BroWser 
and Conversational Systems”, Which is commonly assigned 
and incorporated herein by reference. The dialog objects 
comprise applets or objects that may be loaded through 
CML (conversational markup language) pages (via a con 
versational broWser), procedural objects on top of CVM 
(possible distributed on top of CVM), script tags in CML, 
and servlet components. 

[0050] Some example of conversational gestures that may 
be implemented in accordance With the present invention are 
as folloWs. A conversational gesture message is used by a 
machine to convey informational messages to the user. The 
gesture messages Will typically be rendered as a displayed 
string or spoken prompt. Portions of the message to be 
spoken can be a function of the current state of the various 
applications/dialogs running on top of the CVM. A conver 
sational gesture “select from set” is used to encapsulate 
dialogues Where the user is expected to pick from a set of 
discrete choices. lt encapsulates the prompt, the default 
selection, as Well as the set of legal choices. Conversational 
gesture message “select from range” encapsulates dialogs 
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Where the user is alloWed to pick a value from a continuous 
range of values. The gesture encapsulates the valid range, 
the current selection, and an informational prompt. In addi 
tion, conversational gesture input is used to obtain user input 
When the input constraints are more complex (or perhaps 
non-existent). The gesture encapsulates the user prompt, 
application-level semantics about the item of information 
being requested (TBD) and possibly a predicate to test the 
validity of the input. As described above, hoWever, the 
conversational foundation classes include, yet surpass, the 
concept of conversational gestures (i.e., they extend to the 
level of fundamental behavior and services as Well as rules 
to perform conversational tasks). 

[0051] As discussed beloW, a programming model alloWs 
the connection betWeen a master dialog manager and 
engines through conversational APls. Data ?les of the foun 
dation classes are present on CVM (loadable for embedded 
platforms). Data ?les of obj ects can be expanded and loaded. 
Different objects act as simultaneous dialog managers. 
Examples of some conversational foundation classes are as 
folloWs: 

LoW-Level Dialog Conversational Foundation Classes: 

(Multi-Modal Feature Available Where Appropriate) 

(With CVM Handle When Distributed) 

[0052] 
[0053] 
[0054] 
[0055] . Acoustic_ldentify_speaker 

l. Select_an_item_from_list 

2 

3 

4 

[0056] 5. Acoustic_Verify_speaker 

6 

7 

8 

9 

. Field_?ling_With_grammar 

. Acoustic_Enroll_speaker_ 

[0057] 
[0058] 
[0059] 
[0060] 
[0061] 
etc 

. Verify_utterance 

. Add_to_list 

. Enroll_utterance 

. Get_input_from_NL 

l0. Disambiguate 

LoW-Level Specialized Dialog Conversational Foundation 
Classes 

(Multi-Modal Feature, Available Where Appropriate) 

(With CVM Handle When Distributed) 

[0062] l. Get_Yes/No 

[0063] 2. Get_a_date 

[0064] 3. Get_a_time 

[0065] 4. Get_a_natural_number 

[0066] 5. Get_a_currency 

[0067] 6. Get_a_telephone_number US or international, 
rules can be speci?ed or any possibility 

[0068] 
[0069] 
[0070] 
[0071] 

7. Get_digitstring 

8. Get_alphanumeric 

9. Get_spelling 

l0. Speech_biometrics_identify 



US 2007/0043574 A1 

[0072] 11. Open_NL 

[0073] 12. Close_NL 

[0074] 13. Delete_NL 

[0075] 14. Save_NL 

[0076] 15. Select_NL 

[0077] 16. Mark_NL 

etc. 

Intermediate-Level Foundation 
Classes 

Dialog Conversational 

(Multi-Modal Feature Available Where Appropriate) 

(With CVM Handle When Distributed) 

[0078] 1. Form_?lling 

[0079] 2. Request_con?rmation 

[0080] 3. ldentify_user by dialog 

[0081] 4. Enrol_user by dialog 

[0082] 5. Speech_biometrics_identify 

[0083] 6. Verify_user by dialog 

[0084] 7. Correct_input 

[0085] 8. Speech_biometrics_identify 

[0086] 9. Speech_biometrics_verify 

[0087] 10. Speech_biometrics_enrol 

[0088] 
[0089] 12. Fill_free_?eld 

[0090] 13. Listen_to_TTS 

[0091] 14. Listen_to_playback 

[0092] 15. Simultaneous_form_?lling 

11. Manage_table 

[0093] 16. Simultaneous_classes_dialog 

[0094] 17. SummariZe_dialog 

etc. 

High-Level Application Speci?c Foundation Classes 

(Multi-Modal Feature Available Where Appropriate) 

(With CVM Handle When Distributed) 

[0095] 1. Manage_bank_account 

[0096] 2. Manage_portfolio 

[0097] 3. Request_travel_reservation 

[0098] 4. Manage_e-mail 

[0099] 5. Manage_calendar 

[0100] 6. Manage_addressbook/director 

etc. 

Communication Conversational Classes 

[0101] 1. Get_list_of CVM_devices 

[0102] 2. Get_capability_of_CVM_device 

[0103] 3. Send_capability_to_CVM_device 
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[0104] 4. Request_device_With given_capability 

[0105] 5. Get_handle_from_CVM_device 

[0106] 6. Mark_as_Master_CVM 

[0107] 7. Mark_as_active_CVM 

[0108] 8. Get_context 

[0109] 9. Send_context 

[0110] 10. Get_result 

[0111] 11. Send_result 

[0112] 12. Save_on_context 

etc. 

Serves and Behavior Conversational Foundation Classes 

(Again it Can be With CVM Handle When Distributed) 

[0113] 
[0114] 
[0115] 
[0116] 
[0117] 

based) 
[0118] 6. Conversational_selection (dialog or abstraction 

based) 
[0119] 7. Accept_result 

[0120] 8. Reject_result 

[0121] 9 Arbitrate_result 

1. Get_meta-information 

2. Set_meta-information 

3. Register_category 

4. Get_list_of_categories 

5. Conversational_search (dialog or abstraction 

etc. 

Other Services 

(With Multiple Classes) 

[0122] 
[0123] 
[0124] 
[0125] 
[0126] 
[0127] 
[0128] 
[0129] 
[0130] Etc. 

Rules 

[0131] 
[0132] 
[0133] 
[0134] 
[0135] 
[0136] etc. 

[0137] The development environment offered by the CVM 
is referred to herein as SPOKEN AGETM. Spoken Age 

Conversational security 

Conversational customiZation 

Conversational Help 

Conversation prioritiZation 

Resource management 

Output formatting and presentation 

l/O abstraction 

Engine abstractions 

HoW complete get a name from a ?rst name 

HoW to get a phone number 

HoW to get an address 

HoW to undo a query 

HoW to correct a query 
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