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(57) ABSTRACT 

A teXt-to-speech system adapted to operate on text in a ?rst 
language including sections in a second language, includes 
a grapheme/phoneme transcriptor for converting the sec 
tions in the second language into phonemes of the second 
language; a mapping module con?gured for mapping at least 
part of the phonemes of the second language onto sets of 
phonemes of the ?rst language; and a speech-synthesis 
module adapted to be fed With a resulting stream of pho 
nemes including the sets of phonemes of the ?rst language 
resulting from mapping and the stream of phonemes of the 
?rst language representative of the text, and to generate a 
speech signal from the resulting stream of phonemes. 
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TEXT-TO-SPEECH METHOD AND SYSTEM, 
COMPUTER PROGRAM PRODUCT THEREFOR 

FIELD OF THE INVENTION 

[0001] The present invention relates to text-to-speech 
techniques, namely techniques that permit a Written text to 
be transformed into an intelligible speech signal. 

DESCRIPTION OF THE RELATED ART 

[0002] Text-to-speech systems are known based on so 
called “unit selection concatenative synthesis”. This requires 
a database including pre-recorded sentences pronounced by 
mother-tongue speakers. The vocalic database is single 
language in that all the sentences are Written and pronounced 
in the speaker language. 

[0003] Text-to-speech systems of that kind may thus cor 
rectly “read” only a text Written in the language of the 
speaker While any foreign Words possibly included in the 
text could be pronounced in an intelligible Way, only if 
included (together With their correct phonetiZation) in a 
lexicon provided as a support to the text-to-speech system. 
Consequently, multi lingual texts can be correctly read in 
such systems only by changing the speaker voice in the 
presence of a change in the language. This gives rise to a 
generally unpleasant effect, Which is increasingly evident 
When the changes in the language occur at a high frequency 
and are generally of short duration. 

[0004] Additionally, a current speaker having to pro 
nounce foreign Words included in a text in his or her oWn 
language Will be generally inclined to pronounce these 
Words in a manner that may di?ferialso signi?cantlyifrom 
the correct pronunciation of the same Words When included 
in a complete text in the corresponding foreign language. 

[0005] By Way of example, a British or American speaker 
having to pronounce eg an Italian name or surname 
included in an English text Will generally adopt a pronun 
ciation quite different from the pronunciation adopted by a 
native Italian speaker in pronouncing the same name and 
surname. Correspondingly, an English-speaking subject lis 
tening to the same spoken text Will generally ?nd it easier to 
understand (at least approximately) the Italian name and 
surname if pronounced as expectedly “tWisted” by an 
English speaker rather than if pronounced With the correct 
Italian pronunciation. 

[0006] Similarly, pronouncing eg the name of a city in 
the UK or the United States included in an Italian text read 
by an Italian speaker by adopting the correct British English 
or American English pronunciation Will be generally 
regarded as an undue sophistication and, as such, rejected in 
common usage. 

[0007] The problem of reading a multi lingual text has 
been already tackled in the past by adopting essentially tWo 
different approaches. 

[0008] On the one hand, attempts Were made of producing 
multi lingual vocalic databases by resorting to bilingual or 
multi lingual speakers. Exemplary of such an approach is the 
article by C. Traber et al.: “From multilingual to polyglot 
speech synthesis”iProceedings of the Eurospeech, pages 
835-838, 1999. 
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[0009] This approach is based on assumptions (essentially, 
the availability of a multi-lingual speaker) that are difficult 
to encounter and to reproduce. Additionally, such an 
approach does not generally solve the problem generally 
associated to foreign Words included in a text expected to be 
pronounced in a (possibly remarkably) different manner 
from the correct pronunciation in the corresponding lan 
guage. 

[0010] Another approach is to adopt a transcriptor for a 
foreign language and the phonemes produced at its output 
Which, in order to be pronounced, are mapped onto the 
phonemes of the languages of the speaker voice. Exemplary 
of this latter approach are the Works by W.N. Campbell 
“Foreign-language speech synthesis” Proceedings ESCA/ 
COCSDA ETRW on Speech Synthesis, Jenolan Caves, 
Australia, 1998 and “Talking Foreign. Concatenative 
Speech Synthesis and Language Barrier”, Proceedings of the 
Eurospeech Scandinavia, pages 337-340, 2001. 

[0011] The Works by Campbell essentially aim at synthe 
siZing a bilingual text, such as English and Japanese, based 
on a voice generated starting from a monolingual Japanese 
database. If the speaker voice is Japanese and the input text 
English, an English transcriptor is activated to produce 
English phonemes. A phonetic mapping module maps each 
English phoneme onto a corresponding, similar Japanese 
phoneme. The similarity is evaluated based on the pho 
neticiarticolatory categories. Mapping is carried out by a 
searching a look-up table providing a correspondence 
betWeen Japanese and English phonemes. 

[0012] As a subsequent step, the various acoustic units 
intended to compose the reading by a Japanese voice are 
selected from the Japanese database based on their acoustic 
similarities With the signals generated When synthesizing the 
same text With an English voice. 

[0013] The core of the method proposed by Campbell is a 
lookup-table expressing the correspondence betWeen pho 
nemes in the tWo languages. Such table is created manually 
by investigating the features of the tWo languages consid 
ered. 

[0014] In principle, such an approach is applicable to any 
other pair of languages, but each language pair requires an 
explicit analysis of the correspondence therebetWeen. Such 
an approach is quite cumbersome, and in fact practically 
infeasible in the case of a synthesis system including more 
than tWo languages, since the number of language pairs to be 
taken into account Will rapidly become very large. 

[0015] Additionally, more than one speaker is generally 
used for each language, having at least slightly different 
phonologic systems. In order to put any speaker voice in a 
condition to speak all the languages available, a respective 
table Would be required for each voiceilanguage pair. 

[0016] In the case of a synthesis system including N 
languages and M speaker voices (obviously, M is equal or 
larger than N), With look-up tables for the ?rst phonetic 
mapping step, if the phonemes for one speaker voice are 
mapped onto those of a single voice for each foreign 
language, then N-1 different tables Will have to be generated 
for each speaker voice, thus adding up to a total of N*(M—1) 
look-up tables. 

[0017] In the case of a synthesis system operating With 
?fteen languages and tWo speaker voices for each language 
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(Which corresponds to a current arrangement adopted in the 
Loquendo TTS text-to-speech system developed by the 
Assignee of the instant application) then 435 look-up table 
Would be required. That ?gure is quite signi?cant, especially 
if one takes into account the possible requirement of gen 
erating such look-up tables manually. 

[0018] Expanding such a system to include just one neW 
speaker voice speaking one neW language Would require 
M+N=45 neW tables to be added. In that respect, one has to 
take into account that neW phonemes are frequently added to 
text-to-speech systems for one or more languages, this being 
a common case When the neW phoneme added is an allo 
phone of an already existing phoneme in the system. In that 
case, the need Will exist of revieWing and modifying all 
those look-up tables pertaining to the language(s) to Which 
the neW phoneme is being added. 

OBJECT AND SUMMARY OF THE INVENTION 

[0019] In vieW of the foregoing, the need exists for 
improved text-to-speech systems dispensing With the draW 
backs of the prior art of the arrangements considered in the 
foregoing. More speci?cally, the object of the present inven 
tion is to provide a multi lingual text-to-speech system that: 

[0020] may dispense With the requirement of relying on 
multi-lingual speakers, and 

[0021] may be implemented by resorting to simple 
architectures, With moderate memory requirements, 
While also dispensing With the need of generating 
(possibly manually) a relevant number of look-up 
tables, especially When the system is improved With the 
addition of a neW phoneme for one or more languages. 

[0022] According to the present invention, that object is 
achieved by means of a method having the features set forth 
in the claims that folloW. The invention also relates to a 
corresponding text-to-speech system and a computer pro 
gram product loadable in the memory of at least one 
computer and comprising softWare code portions for per 
forming the steps of the method of invention When the 
product is run on a computer. As used herein, reference to 
such a computer program product is intended to be equiva 
lent to reference to a computer-readable medium containing 
instructions for controlling a computer system to coordinate 
the performance of the method of the invention. Reference 
to “at least one computer” is evidently intended to highlight 
the possibility for the system of the invention to be imple 
mented in a distributed fashion. 

[0023] A preferred embodiment of the invention is thus an 
arrangement for the text-to-speech conversion of a text in a 
?rst language including sections in at least one second 
language, including: 

[0024] a grapheme/phoneme transcriptor for converting 
said sections in said second language into phonemes of 
said second language, 

[0025] a mapping module con?gured for mapping at 
least part of said phonemes of said second language 
onto sets of phonemes of said ?rst language, 

[0026] a speech-synthesis module adapted to be fed 
With a resulting stream of phonemes including said sets 
of phonemes of said ?rst language resulting from said 
mapping and the stream of phonemes of said ?rst 
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language representative of said text, and to generate a 
speech signal from said resulting stream of phonemes; 
the mapping module is con?gured for: 

[0027] carrying out similarity tests betWeen each said 
phoneme of said second language being mapped and a 
set of candidate mapping phonemes of said ?rst lan 

[0028] assigning respective scores to the results of said 
tests, and 

[0029] mapping said phoneme of said second language 
onto a set of mapping phonemes of said ?rst language 
selected out of said candidate mapping phonemes as a 
function of said scores. 

[0030] Preferably, the mapping module is con?gured for 
mapping said phoneme of said second language into a set of 
mapping phonemes of said ?rst language selected out of: 

[0031] a set of phonemes of said ?rst language includ 
ing three, tWo or one phonemes of said ?rst language, 
or 

[0032] an empty set, Whereby no phoneme is included 
in said resulting stream for said phoneme in said second 
language. 

[0033] Typically, mapping onto said empty set of pho 
nemes of said ?rst language occurs for those phonemes of 
said second language for Which any of said scores fails to 
reach a threshold value. 

[0034] The resulting stream of phonemes can thus be 
pronounced by means of a speaker voice of said ?rst 
language. 
[0035] Essentially, the arrangement described herein is 
based on a phonetic mapping arrangement Wherein each of 
the speaker voices included in the system is capable of 
reading a multilingual text Without modifying the vocalic 
database. Speci?cally, a preferred embodiment of the 
arrangement described herein seeks, among the phonemes 
present in the table for the language of the speaker voice, the 
phoneme that is most similar to the foreign language pho 
neme received as an input. The degree of similarity betWeen 
the tWo phonemes can be expressed on the basis of phonetic 
articolatory features as de?ned e.g. according to the inter 
national standard IPA. A phonetic mapping module quanti 
?es the degree of affinity/similarity of the phonetic 
categories and the signi?cance that each of them in the 
comparison betWeen phonemes. 

[0036] The arrangement described herein does not include 
any “acoustic” comparison betWeen the segments included 
the database for the speaker voice language and the signal 
synthesiZed by means of the foreign language speaker voice. 
Consequently, the Whole arrangement is less cumbersome 
from the computational vieWpoint and dispenses With the 
need for the system to have a speaker voice available for the 
“foreign” language: the sole grapheme-phoneme transciptor 
Will suf?ce. 

[0037] Additionally, phonetic mapping is language inde 
pendent. The comparison betWeen phonemes refers exclu 
sively to the vector of the phonetic features associated With 
each phoneme, these features being in fact language-inde 
pendent. The mapping module is thus “unaWare” of the 
languages involved, Which means that no requirements exist 
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for any speci?c activity to be carried out (possibly manually) 
for each language pair (or each voice-language pair) in the 
system. Additionally, incorporating neW languages or neW 
phonemes to the system Will not require modi?cations in the 
phonetic mapping module. 

[0038] Without losses in terms of effectiveness, the 
arrangement described herein leads to an appreciable sim 
pli?cation in comparison to prior art system, While also 
involving a higher degree of generalization With respect to 
previous solutions. 

[0039] Experiments carried out shoW that the object of 
putting a monolingual speaker voice in a position to speak 
foreign languages in an intelligible Way is fully met. 

BRIEF DESCRIPTION OF THE ANNEXED 
DRAWINGS 

[0040] The invention Will noW be described, by Way of 
example only, by referring to the annexed ?gures of draW 
ing, Wherein: 

[0041] FIG. 1 is a block diagram of a text-to-speech 
system adapted to incorporate the improvement described 
herein, and 

[0042] FIGS. 2 to 8 are How charts exemplary of possible 
operation of the text-to-speech system of FIG. 1. 

DETAILED DESCRIPTION OF PREFERRED 
EMBODIMENTS OF THE INVENTION 

[0043] The block diagram of FIG. 1 depicts the overall 
architecture of a text-to-speech system of the multi lingual 
type. 

[0044] Essentially, the system of FIG. 1 is adapted to 
receive as its input text that essentially quali?es as “multi 
lingual” text. 

[0045] Within the context of the invention, the signi? 
cance of the de?nition “multilingual” is tWofold: 

[0046] in the ?rst place, the input text is multilingual in 
that it correspond to text Written in any of a plurality of 
different languages T1, . . . , Tn such as eg ?fteen 

different languages, and 

[0047] in the second place, each of the texts T1, . . . , Tn 

is per se multilingual in that it may include Words or 
sentences in one or more languages different from the 
basic language of the text. 

[0048] The text T1, . . . , Tn is supplied to the system 
(generally designated 10) in electronic text format. 

[0049] Text originally available in different forms (eg as 
hard copies of a printed text) can be easily converted into an 
electronic format by resorting to techniques such as OCR 
scan reading. These methods are Well knoWn in the art, thus 
making it unnecessary to provide a detailed description 
herein. 

[0050] A ?rst block in the system 10 is represented by a 
language recognition module 20 adapted to recogniZe both 
the basic language of a text input to the system and the 
language(s) of any “foreign” Words or sentences included in 
the basic text. 
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[0051] Again, modules adapted to perform automatically 
such a language-recognition function are Well knoWn in the 
art (eg from orthographic correctors of Word processing 
systems), thereby making it unnecessary to provide a 
detailed description herein. 

[0052] In the folloWing, in describing an exemplary 
embodiment of the invention reference Will be made to a 
situation Where the basic input text is an Italian text includ 
ing Words or short sentences in the English language. The 
speaker voice Will also be assumed to be Italian. 

[0053] Cascaded to the language-recognition module 20 
are three modules 30, 40, and 50. 

[0054] Speci?cally, module 30 is a grapheme/phoneme 
transcriptor adapted to segment the text received as an input 
into graphemes (e.g. letters or groups of letters) and convert 
it into a corresponding stream of phonemes. Module 30 may 
be any grapheme/phoneme transcriptor of a knoWn type as 
included in the Loquendo TTS text-to-speech system 
already referred to in the foregoing. 

[0055] Essentially, the output from the module 30 Will be 
a stream of phonemes including phonemes in the basic 
language of the input text (eg Italian) having dispersed into 
it “bursts” of phonemes in the language(s) (e.g. English) 
comprising the foreign language Words or short sentences 
included in the basic text. 

[0056] Reference 40 designates a mapping module Whose 
structure and operation Will be detailed in the folloWing. 
Essentially, the module 40 converts the mixed stream of 
phonemes output from the module 30icomprising both 
phonemes of the basic language (Italian) of the input text as 
Well as phonemes of the foreign language (English)iinto a 
stream of phonemes including only phonemes of the ?rst, 
basic language, namely Italian in the example considered. 

[0057] Finally, module 50 is a speech-synthesis module 
adapted to generate from the stream of (Italian) phonemes 
output from the module 40 a synthesiZed speech signal to be 
fed to a loudspeaker 60 to generate a corresponding acoustic 
speech signal adapted to be perceived, listened to and 
understood by humans. 

[0058] A speech signal synthesis module such as module 
60 shoWn herein is a basic component of any text-to-speech 
signal, thus making it unnecessary to provide a detailed 
description herein. 

[0059] The folloWing is a description of operation of the 
module 40. 

[0060] Essentially, the module 40 is comprised of a ?rst 
and a second portion designated 40a and 40b, respectively. 

[0061] The ?rst portion 40a is con?gured essentially to 
pass on to the module 50 those phonemes that are already 
phonemes of the basic language (Italian, in the example 
considered). 

[0062] The second portion 40b includes a table of the 
phonemes of the speaker voice (Italian) and receives as an 
input the stream of phonemes in a foreign language 
(English) that are to be mapped onto phonemes of the 
language of the speaker voice (Italian) in order to permit 
such a voice to pronounce them. 
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[0063] As indicated in the foregoing, the module 20 indi 
cates to the module 40 When, Within the framework of a text 
in a given language, a Word or sentence in a foreign language 
appears. This occurs by means of a “signal sWitch” signal 
sent from the module 20 to the module 40 over a line 24. 

[0064] Once again, it is recalled that reference to Italian 
and English as tWo languages involved in the text-to-speech 
conversion process is merely of an exemplary nature. In fact, 
a basic advantage of the arrangement described herein lies in 
that phonetic mapping, as performed in portion 40b of the 
module 40 is language independent. The mapping module 
40 is unaWare of the languages involved, Which means that 
no requirements exist for any speci?c activity to be carried 
out (possibly manually) for each language pair (or each 
voice-language pair) in the system. 

[0065] Essentially, in the module 40 each “foreign” lan 
guage phoneme is compared With all the phonemes present 
in the table (Which may Well include phonemes thatiper 
seiare not phonemes of the basic language). 

[0066] Consequently, to each input phoneme, a variable 
number of output phonemes may correspond: e.g. three 
phonemes, tWo phonemes, one phoneme or no phoneme at 
all. 

[0067] For instance, a foreign diphthong Will be compared 
With the diphthongs in the speaker voice as Well as With 
voWel pairs. 

[0068] A score is associated With each comparison per 
formed. 

[0069] The phonemes ?nally chosen Will be those having 
the highest score and a value higher than a threshold value. 
If no phonemes in the speaker voice reach the threshold 
value, the foreign language phoneme Will be mapped onto a 
nil phoneme and, therefore, no sound Will be produced for 
that phoneme. 

[0070] Each phoneme is de?ned in a univoque manner by 
a vector of n phonetic articulatory categories of variable 
lengths. The categories, de?ned-according to the IPA stan 
dard, are the folloWing: 

[0071] (a) the tWo basic categories voWel and conso 
nant; 

[0072] (b) the category diphthong; 

[0073] (c) the vocalic (i.e. voWel) characteristics 
unstressed/stressed, non-syllabic, long, nasaliZed, 
rhoticiZed, rounded; 

[0074] (d) the voWel categories front, central, back; 

[0075] (e) the voWel categories close, close-close-mid, 
close-mid, mid, open-mid, open-open-mid, open; 

[0076] (f) the consonant mode categories plosive, nasal, 
trill, tap?ap, fricative, lateral-fricative, approximant, 
lateral, alfricate; 

[0077] (g) the consonant place categories bilabial, 
labiodental, dental, alveolar, postalveolar, retro?ex, 
palatal, velar, uvular, pharyngeal, glottal; and 

[0078] (h) the other consonant categories voiced, long, 
syllabic, aspirated, unreleased, voiceless, semiconso 
nant. 
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[0079] In actual fact, the category “semiconsonant” is not 
a standard IPA feature. This category is a redundant category 
used for the simplicity of notation to denote an approximate/ 
alveolar/palatal consonant or an approximant-velar conso 
nant. 

[0080] The categories (d) and (e) also describe the second 
component of a diphthong. 

[0081] Each vector contains one category (a), one or none 
category (b) if the phoneme is a vocal, at least one category 
(c) if the phoneme is a vocal, one category (d) if the 
phoneme is a vocal, one category (e) if the phoneme is a 
vocal, one category (f) if the phoneme is a consonant, at least 
one category (g) if the phoneme is a consonant and at least 
one category (h) if the phoneme is a consonant. 

[0082] The comparison betWeen phonemes is carried out 
by comparing the corresponding vectors, allotting respective 
scores to said vector-by-vector comparisons. 

[0083] The comparison betWeen vectors is carried out by 
comparing the corresponding categories, allotting respective 
score values to said category-by-category comparisons, said 
respective score values being aggregate to generate said 
scores. 

[0084] Each category-by-category comparison has associ 
ated a differentiated Weight, so that different category-by 
category comparisons can have different Weights in gener 
ating the corresponding score. 

[0085] For example, a maximum score value obtained 
comparing (f) categories Will be alWays loWer then the score 
value obtained comparing (g) categories (i.e. the Weight 
associated to category (f) comparison is higher than the 
Weight associated to category (g) comparison). As a conse 
quence, the af?nity betWeen vectors (score) Will be in?u 
enced mostly by the similarity betWeen categories (f), com 
pared With the similarity betWeen categories (g). 

[0086] The process described in the folloWing uses a set of 
constants having preferably the folloWing values; 

[0087] MaxCount=100 

[0088] Kopen=14 

[0089] Sstep=1 

[0090] Mstep=2* Lstep 

[0091] Lstep=4* Mstep 

[0092] Kmode=Kopen+(Lstep * 2) 

[0093] Thr=Kmode 

[0094] Kplace3=1 

[0095] Kplace2=(Kplace3 * 2)+1 

[0096] Kplace1=((Kplace 2 ) * 2)+1 

[0097] DecrOPen=5 

[0098] Operation of the system exempli?ediherein Will 
noW be described by referring to the How charts of FIGS. 2 
to 8 by assuming that a single phoneme is brought to the 
input of the module 40. If a plurality of phonemes are 
supplied as an input to the module 40, the process described 
in the folloWing Will be repeated for each input phoneme. 
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[0099] In the following a phoneme having the category 
diphthong or affricate Will be designated “divisible pho 
neme”. 

[0100] When de?ning the mode and place categories of a 
phoneme, these are intended to be univocal unless speci?ed 
differently. 
[0101] For instance if a given foreign phoneme (e.g. 
PhonA) is termed fricativeiuvular, this means that it has a 
single mode category (fricative) and a single place category 
(uvular). 
[0102] By referring ?rst to the How chart of FIG. 2 in a 
step 100 an index (Indx) scanning a table of the speaker 
voice language (hereinafter designated TabB) is set to Zero, 
namely positioned at the ?rst phoneme in the table. 

[0103] The score value (Score) is set to Zero initial value 
as is the case of the variables MaxScore, TmpScrMax, 
FirstMaxScore, Loop and Continue. The phonemes Best 
Phon, FirstBest and FirstBestCmp are set at the nil phoneme. 

[0104] In a step 104 the vector of the categories for the 
foreign phoneme (PhonA) is compared With the vector of the 
phoneme for a speaker voice language (PhonB). 

[0105] If the tWo vectors are identical, the tWo phonemes 
are identical and in a step 108 the score (Score) is adjourned 
to the value MaxCount and the subsequent step is a step 144. 

[0106] If the vectors are different, in a step 112 the base 
categories (a) are compared. 

[0107] Three alternatives exist: both phonemes are con 
sonants (128), both are voWels (116) or different (140). 

[0108] In the step 116 a check is made as to Whether 
PhonA is a diphthong. In the positive, in a step 124 the 
functions described in the How chart of FIG. 4 are activated 
as better detailed in the folloWing. 

[0109] If it is not a diphthong, in a step 120, the function 
described in the How chart of FIG. 5 is activated in order to 
compare a voWel With a voWel. 

[0110] It Will be appreciated that both steps 120 and 124 
may lead to the score being modi?ed as better detailed in the 
folloWing. 
[0111] Subsequently, processing evolves toWards the step 
144. 

[0112] In a step 128 (comparison betWeen consonants) a 
check is made as to Whether PhonA is alfricate. In the 
positive, in a step 136 the function described in the How 
chart of FIG. 7 is activated. Alternatively, in a step 132 the 
function described in FIG. 6 is activated in order to compare 
the tWo consonants. 

[0113] In a step 140 the functions described in the How 
chart of FIG. 8 are activated as better detailed in the 
folloWing. 
[0114] Similarly better detailed in the folloWing are theos 
criteria based on Which the score may be modi?ed in both 
steps 132 and 136. 

[0115] Subsequently, the system evolves toWards the step 
144. 

[0116] The results of comparison converge toWards the 
step 144 Where the score value (Score) is read. 
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[0117] In a step 148, the score value is compared With a 
value designated MaxCount. If the score value equals Max 
Count the search is terminated, Which means that a corre 
sponding phoneme in a speaker voice language has been 
found for PhonA (step 152). 

[0118] If the score value is loWer than MaxCount (Which 
is checked in a step 148), in a step 156 processing proceeds 
as described in the How chart of FIG. 3. 

[0119] In a step 160, the value Continue is compared With 
the value 1. In the positive (namely Continue equals 1), the 
system evolves back to step 104 after setting the value Loop 
to the value 1 and resetting Continue, Indx and Score to Zero 
values. Alternatively, the system evolves toWards the step 
164. 

[0120] From here, if PhonA is nasaliZed or rhoticiZed and 
the phoneme or the phonemes selected are not either of these 
kinds, the system evolves toWards the step 168, Where the 
phoneme/s selected is supplemented by a consonant from 
TabB Whose phonetic-articolatory characteristics permit to 
simulate the nasaliZed or the rhoticiZed sound of PhonA. 

[0121] In a step 172, the phoneme (or the phonemes) 
selected are sent toWards the output phonetic mapping 
module 40 to be supplied to the module 50. 

[0122] The step 200 of FIG. 3 is reached from the step 156 
of the How chart of FIG. 2. 

[0123] From the step 200, the system evolves toWards a 
step 224 if one of the tWo conditions is met: 

[0124] PhonA is a diphthong to be mapped onto tWo 
voWels; 

[0125] PhonA is alfricate, PhonB is non-alfricate con 
sonant but may be the component of an alfricate. 

[0126] The parameter Loop indicates hoW many times the 
table TabB has been scanned from top to bottom. Its value 
may be 0 or 1. 

[0127] Loop Will be set to the value 1 only if PhonA is 
diphtong or alfricate, Whereby it is not possible to reach a 
step 204 With Loop equal to 1. In the step 204 the Maximum 
Condition is checked. This is a met if the score value (Score) 
is higher than MaxScore or if is equal thereto and the set of 
n phonetic features for PhonB is shorter than the set for 
BestPhon. 

[0128] If the condition is met, the system evolves toWards 
a step 208 Where MaxScore is adjourned to the score value 
and PhonB becomes BestPhon. 

[0129] In a step 212 Indx is compared With TabLen (the 
number of phonemes in TabB). 

[0130] If Indx is higher than or equal to TabLen, the 
system evolves toWards a step 284 to be described in the 
folloWing. 

[0131] If Indx is loWer, then PhonB is not the last phoneme 
in the table and the system evolves toWards a step 220, 
Wherein Indx is increased by 1. 

[0132] If PhonB is the last phoneme in the table, then the 
search is terminated and BestPhon (having associated the 
score MaxScore) is the candidate phoneme to substitute 
PhonA. 
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[0133] 
[0134] If Loop is equal to 0, then the system evolves 
towards a step 228 Where a check is made as to Whether 
PhonB is diphthong or alfricate. 

[0135] In the positive (ie if PhonB is diphthong or 
alfricate), the subsequent step is a step 232. 

In a step 224 the value for Loop is checked. 

[0136] At this point, in a step 232 the Maximum Condition 
is checked betWeen Score and MaxScore. 

[0137] If the condition is met (i.e. Score is higher than 
MaxScore), in a step 236 MaxScore is adjourned to the value 
of Score and the PhonB becomes BestPhon. 

[0138] In a step 240 (Which is reached if the check of the 
step 228 shoWs that PhonB is neither diphthong nor alfri 
cate), a check is made as to Whether a maximum condition 
exists betWeen Score and TmpScrMAX (With the FirstBest 
Comp in the place of BestPhon). If this is satis?ed (i.e. Score 
is higher than TmpScrMAX), in a step 244 TmpScrMax is 
adjourned by means of Score and FirstBestComp by means 
of PhonB. 

[0139] In a step 248, a check is made as to Whether PhonB 
is the last phoneme in TabB (then Indx is equal to TabLen). 

[0140] In the positive (252), the value for MaxScore is 
stored as the variable FirstMaxScore, BestPhon is stored as 
a FirstBest and subsequently , in a step 256, Indx is set to 0, 
While Continue is set to 1 (so that also the second component 
for PhonA Will be searched), and Score is set to 0. 

[0141] A step 260 is reached from the step 224 if Loop is 
equal to 1, namely if PhonB is scrutiniZed as a possible 
second component for PhonA. In a step 260, a check is made 
as to Whether the maximum condition is satis?ed in the 
comparison betWeen Score and MaxScore (Which pertains to 
BestPhon). 
[0142] In a step 264, Score is stored in MaxScore and 
PhonB in BestPhon in the case the maximum condition is 
satis?ed. In a step 268 a check is made as to Whether PhonB 
is the last phoneme in the table and, in the positive, the 
system evolves toWards the step 272. 

[0143] In the step 272, a phoneme most similar to PhonA 
can be selected betWeen a divisible phoneme or a couple of 
phonemes in the speaker language voice depending on 
Whether the condition FirstMaxScore larger or equal than 
(TmpScrMax+MaxScore) is satis?ed. The higher value of 
the tWo members of the relationship is stored as a MaxScore. 
In the case the choice falls on a pair of phonemes, this Will 
be FirstBestCmp and BestPhon. OtherWise only FirstBest 
Will be considered. 

[0144] It is Worth pointing out that BestPhon (found at the 
second iteration) cannot be diphthong or alfricate. In a step 
276, Indx is increased by 1 and Score is set to 0. 

[0145] From the step 280 the system evolves back to the 
step 104. 

[0146] The step 284 is reached from the step 272 (or the 
step 212) When the search is completed. In the step 284 a 
comparison is made betWeen MaxScore and a threshold 
constant Thr. If MaxScore is higher, then the candidate 
phoneme (or the phoneme pair) is the substitute for PhonA. 
In the negative, PhonA is mapped onto the nil phoneme. 
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[0147] The How chart of the FIG. 4 is a detailed descrip 
tion of the block 124 of the diagram of FIG. 2. 

[0148] A step 300 is reached if PhonA is a diphthong. 

[0149] In a step 302 a check is made as to Whether PhonB 
is a diphthong and Loop is equal to 0. In the positive, the 
system evolves toWards the step 304 Where, after checking 
the features for PhonA, the system evolves toWards a step 
306 if PhonA is a diphthong to be mapped onto a single 
voWel. 

[0150] The diphthongs of this type have a ?rst component 
that is mid and central and the second component that is 
close-close-mid and back. 

[0151] From the step 306 the system evolves toWards the 
step 144. 

[0152] In a step 308, the function comparing tWo diph 
thongs is called. 

[0153] In a step 310, the categories (b) of the tWo pho 
nemes are compared via that function and Score is increased 
by 1 for each common feature found. 

[0154] In a step 312, the ?rst components of the tWo 
diphthongs are compared and in a step 314 a function called 
F_CasiSpec_Voc is called for the tWo components. 

[0155] This function performs three checks that are satis 
?ed if: 

[0156] the components of the tWo diphthongs are indis 
tinctly voWel open, or voWel open-open-mid, front and 
not rounded, or open-mid, back and not rounded; 

[0157] the component of PhonA is mid and central, and 
in TabB no phonemes exist exhibiting both categories, 
and PhonB is close-mid and front; 

[0158] the component of PhonA is close, front and 
rounded, or close-close-mid, front and rounded, and in 
TabB no phonemes exist having such features While 
PhonB is close, back, and rounded or close-close-mid, 
back and rounded. 

[0159] If any of the three conditions is met, in a step 316 
the value for Score is adjourned by adding (KOpen * 2) 
thereto. 

[0160] OtherWise, in a step 318, a function F_ValPlace 
_Voc is called for the tWo components. 

[0161] Such a function compares the categories front, 
central and back (categories (d)). 

[0162] If identical, Score is incremented by Kopen; if they 
are different, a value is added to Score Which is comprised 
of KOpen minus the constant DecrOpen if the distance 
betWeen the tWo categories is 1, While Score is not incre 
mented if the distance is 2. 

[0163] A distance equal to one exists betWeen central and 
front and betWeen central and back, While a distance equal 
to tWo exists betWeen front and back. 

[0164] In step 320 a function F_ValOpen_Voc is called for 
comparing the tWo components of the diphthong. Speci? 
cally, F_ValOpen_Voc operates in cyclical manner by com 
paring the ?rst components and the secondo components in 
tWo subsequnet iterations. 
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[0165] The function compares the categories (e) and adds 
to Score the constant KOpen less the value of the distance 
betWeen the categories as reported in Table 1 hereinafter. 

[0166] The matrix is symmetric, Whereby only the upper 
portion Was reported. 

[0167] By making a numerical example, if PhonA is a 
close voWel and PhonB is a close-mid voWel, a value equal 
to (KOpen-(6 * Lstep)) Will be added to Score Which, by 
considering the value of the constants, is equal to 8. 

[0168] In a step 322, if the components have both the 
rounded feature, the constant (KOpen+1) is added to Score. 
Conversely, if only one of the tWo is rounded, then Score is 
decremented by KOpen. 

[0169] From the step 324 the system goes back to the step 
314 if the tWo ?rst components have been compared; 
conversely, a step 326 is reached When also the second 
components have been compared. 

[0170] In the step 326, the comparison of the tWo diph 
thongs is terminated and the system evolves back to the step 
144. 

[0171] In a step 328 a check is made as to Whether PhonB 
is a diphthong and Loop is equal to 1. If that is the case, the 
system evolves toWards a step 306. 

[0172] In a step 330, a check is made as to Whether PhonA 
is a diphthong to be mapped onto a single voWel. If that is 
the case, in a step 331 Loop is checked and, if found equal 
to 1, the step 306 is reached. 

[0173] 
[0174] TmpPhonA is a voWel Without the diphthong char 
acteristic and having close-mid, back and rounded features. 

In a step 332, a phoneme TmpPhonA is created. 

[0175] Subsequently, the system evolves to a step 334 
Where the TmpPhonA and PhonB are compared. The com 
parison is e?fected by calling the comparison function 
betWeen tWo voWel phonemes Without the diphthong cat 
egory. 

[0176] That function, Which is called also at the step 120 
in the How chart of FIG. 2, is described in detail in FIG. 5. 

[0177] In a step 336, the function is called to perform a 
comparison betWeen a component of PhonA and PhonB: 
consequently, in a step 338, if Loop is equal to 0, the ?rst 
component of PhonA is compared With PhonB (in a step 
344). Conversely, if Loop is equal to 1, the second compo 
nent of PhonA is compared With PhonB (in a step 340). 

[0178] In the step 340, reference is made to the categories 
nasaliZed and rhoticiZed, by increasing Score by one for 
each identity found. 

[0179] In a step 342, if PhonA bears a stress on its ?rst 
component and PhonB is a stressed voWel, or if PhonA is 
unstressed or bears a stress on its second component and 
PhonB is an unstressed voWel, Score is incremented by 2. In 
all other cases it is decreased by 2. 

[0180] In a step 344, if PhonA bears its stress on the 
second component and PhonB is a stressed voWel, or if 
PhonA is stressed on the ?rst consonant or is an unstressed 
diphthong and PhonB is an unstressed voWel, then Score is 
increased by 2; conversely, it is decreased by 2 in all other 
cases. 
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[0181] In 348, the categories (d) and (e) of the ?rst or 
second component of PhonA (depending on Whether Loop is 
equal to 0 or 1, respectively) are compared With PhonB. 

[0182] Comparison of the feature vectors and updating 
Score is performed based on the same principles already 
described in connection With the steps from 314 to 322. 

[0183] A step 350 marks the return to step 144. 

[0184] The How chart of FIG. 5 describes in detail the step 
120 of the diagram of FIG. 2, namely the comparison 
betWeen tWo voWels that are not diphthongs. 

[0185] In a step 400 a check is made as to Whether PhonB 
is a diphthong. In the positive, the system evolves directly 
toWards a step 470. 

[0186] In a step 410, a comparison is made based on the 
categories (b) by increasing Score by 1 for each category 
found to be identical. 

[0187] Conversely, in a step 420, the function F_Ca 
siSpec_Voc already described in the foregoing is called in 
order to check Whether one of the conditions of the function 
is met. 

[0188] If that is the case, Score is increased by the quantity 
(KOpen * 2) in a step 430. 

[0189] In the case of a negative outcome, in a step 440 
function F_ValPlace_Voc is called. 

[0190] Subsequently, in a step 450, the function F_Va 
lOpen_Voc is called. 

[0191] In a step 460, if both voWels have the rounding 
category, Score is increased by the constant (KOpen+1); if, 
conversely, only one phoneme is found to have the rounded 
category, then Score is decremented by KOpen. 

[0192] A step 470 marks the end of the comparison, after 
Which the system evolves back to the step 144. 

[0193] The How chart of FIG. 6 describes in detail the 
block 132 in the diagram of FIG. 1. 

[0194] In a step 500 the tWo consonants are compared, 
While the variable TmpKP is set to 0 and the function 
F_CasiSpec_Cons is called in a step 504. 

[0195] The function in question checks Whether any of the 
folloWing conditions are met; 

[0196] 1.0 PhonA uvular-fricative and in TabB there are 
no phonemes With these characteristics and PhonB is 
trill-alveolar; 

[0197] 1.1 PhonA uvular fricative and in TabB there are no 
phonemes With these characteristics PhonB is approxi 
mant-alveolar; 

[0198] 1.2 PhonA uvular fricative and in TabB there are no 
phonemes With these characteristics and PhonB is uvular 
trill; 

[0199] 1.3 PhonA uvular fricative and in TabB there are no 
phonemes With these characteristics or With those of 
PhonB of 1.0 or 1.1 or 1.2, and PhonB is lateral-alveolar; 

0200 2.0 PhonA lottal fricative and in TabB there are no g 
phonemes With these characteristics and PhonB is frica 
tive-velar; 
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[0201] 3.0 PhonA fricative-velar and in TabB there are no 
phonemes With these characteristics and PhonB is frica 
tive-glottal or plosive-velar; 

[0202] 4.0 PhonA trill-alveolar and in TabB there are no 
phonemes With these characteristics and PhonB is frica 
tive-uvular; 

[0203] 4.1 PhonA trill-alveolar and in TabB there are no 
phonemes With these characteristics and PhonB is 
approximant-alveolar; 

[0204] 4.2 PhonA trill-alveolar and in TabB there are no 
phonemes With these characteristics or With those of 
PhonB of 4.0 and 4.1, and PhonB is lateral-alveolar; 

[0205] 5.0 PhonA nasaliZed-velar and in TabB there are no 
phonemes With these characteristics and PhonB is nasal 
iZed-alveolar; 

[0206] 5.1 PhonA nasaliZed-velar and in TabB there are no 
phonemes With these characteristics or With those of 
PhonB of 5.0 and PhonB is nasaliZed-bilabial; 

[0207] 6.0 PhonA is fricative-dental-non voiced and in 
TabB there are no phonemes With these characteristics 
and PhonB is approximant-dental; 

[0208] 6.1 PhonA is fricative-dental-non voiced and in 
TabB there are no phonemes With these characteristics or 
With those of PhonB of 6.0, and PhonB is plosive-dental; 

[0209] 6.2 PhonA is fricative-dental-non voiced and in 
TabB there are no phonemes With these characteristics or 
those of PhonB of 6.0 and PhonB is plosive-alveolar; 

[0210] 7.0 PhonA is fricative-dental-voiced and in TabB 
there are no phonemes With these characteristics and 
PhonB is approximant-dental; 

[0211] 7.1 PhonA is fricative-dental-voiced and in TabB 
there are no phonemes With these characteristics or those 
of PhonB of 7.0 and PhonB is plosive-dental; 

[0212] 7.2 PhonA is fricative-dental-voiced and in TabB 
there are no phonemes With these characteristics or those 
of PhonB of 7.0 and PhonB is plosive-alveolar; 

[0213] 8.0 PhonA is fricative-palatal-alveolar-non voiced 
and in TabB there are no phonemes With these character 
istics and PhonB is fricative-postalveolar; 

[0214] 8.1 PhonA is fricative-palatal-alveolar-non voiced 
and in TabB there are no phonemes With these character 
istics or those of PhonB of 8.0 and PhonB is fricative 
palatal; 

[0215] 9.0 PhonA is fricative-postalveolar e in TabB there 
are no phonemes With these characteristics or fricative 
retro?ex and PhonB is fricative-alveolar-palatal; 

[0216] 10.0 PhonA is fricative-postalveolar-velar and in 
TabB there are no phonemes With these characteristics 
and PhonB is fricative-alveolar-palatal; 

[0217] 10.1 PhonA is fricative-postalveolar-velar and in 
TabB there are no phonemes With these characteristics 
and PhonB is fricative -palatal; 

[0218] 10.2 PhonA is fricative-postalveolar-velar and in 
TabB there are no phonemes With these characteristics or 
those of 10.0 or 10.1 and PhonB is fricative-postalveolar; 
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[0219] 11.0 PhonA is plosive-palatal and in TabB there are 
no phonemes With these characteristics and PhonB is 
lateral-palatal; 

[0220] 11.1 PhonA is plosive-palatal and in TabB there are 
no phonemes With these characteristics or those of PhonB 
di 11.0 and PhonB is fricative-palatal or approximant 
palatal; 

[0221] 12.0 PhonA is fricative-bilabial-dental-voiced and 
in TabB there are no phonemes With these characteristics 
and PhonB is approximant-bilabial-voiced; 

[0222] 13.0 PhonA is fricative-palatal-voiced and in TabB 
there are no phonemes With these characteristics and 
PhonB is plosive-palatal-voiced or approXimant-palatal 
voiced; 

[0223] 14.0 PhonA is lateral-palatal and in TabB there are 
no phonemes With these characteristics and PhonB is 
plosive-palatal; 

[0224] 14.1 PhonA is lateral-palatal and in TabB there are 
no phonemes With these characteristics or those of PhonB 
of 14.0 and PhonB is fricative-palatal or approximant 
palatal; 

[0225] 15.0 PhonA is approXimant-dental and in TabB 
there are no phonemes With these characteristics and 
PhonB is plosive-dental or plosive-alveolar; 

[0226] 16.0 PhonA is approXimant-bilabial and in TabB 
there are no phonemes With these characteristics and 
PhonB is plosive-bilabial; 

[0227] 17.0 PhonA is approXimant-velar and in TabB there 
are no phonemes With these characteristics and PhonB is 
plosive-velar; 

[0228] 18.0 PhonA is approXimant-alveolar and in TabB 
there are no phonemes With these characteristics and 
PhonB is trill-alveolar or fricative-uvular o trill-uvular; 

[0229] 18.1 PhonA is approXimant-alveolar and in TabB 
there are no phonemes With these characteristics or those 
of PhonB in 18.0 and PhonB is lateral-alveolar. 

[0230] If any of these conditions is met, the system 
evolves toWards a step 508 Where TmpPhonB is substituted 
for PhonB during the Whole process of comparison up to a 
step 552. 

[0231] If none of the conditions above is met, the system 
evolves directly toWards a step 512 Where the mode catego 
ries (f) are compared. 

[0232] If PhonA and PhonB have the same category, then 
Score is increased by KMode. 

[0233] In a step 516 a function F_CompPen_Cons is 
called to control if the following condition is met: 

[0234] PhonA is fricative-postalveolar and PhonB (or 
TmpPhonB) is fricative-postalveolar-velar. 

[0235] 
KPlacel. 

[0236] In a step 520 a function F_ValPlace_Cons is called 
to increment TmpKP based on What is reported in Table 2. 

If the condition is met, then Score is decreased by 
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[0237] In the table in question the categories for PhonA 
are on the vertical axis and those for PhonB on the horizontal 

axis. Each cell includes a bonus value to be added to Score. 

[0238] By assuming, by Way of example, that PhonA has 
the category labiodental and PhonB the dental category only, 
then, by scanning the line for labiodental, and crossing the 
column for dental, one ?nds that the value Kplace2 Will have 
to be added to Score. 

[0239] In a step 524, a check is made as to Whether PhonA 
is approximant-semivoWel and PhonB (or TmpPhonB) is 
approximant. If the check yields a positive result, the system 
evolves toWards a step 528, Where a test is made on TmpKP. 

[0240] Such a test is made in order to ensure that in the 
case the tWo phonemes being compared are both approxi 
mant and With identical place categories, their Score is 
higher than in the case of any comparison consonant-vocal. 

[0241] If such a variable is larger or equal to KPlacel, then 
in a step 532 TmpKP is increased by KMode. In the 
negative, TmpKP is set to Zero in a step 536. 

[0242] In a step 540 the quantity TmpKP is added to 
Score. 

[0243] In a step 544 a check is made as to Whether Score 
is higher then KMode. 

[0244] If that is the case, in a step 548 the categories (h) 
are compared With the exception of the semiconsonant 
category. For each identity found, Score is increased by one. 

[0245] A step 552 marks the end of the comparison, after 
Which the system evolves back to step 144 of FIG. 1. 

[0246] The How chart of FIG. 7 refers to the comparison 
betWeen phonemes in the case PhonA is an alfricate conso 
nant (step 136 of FIG. 2). 

[0247] In a step 600 the comparison is started and in a step 
604 a check is made as to Whether PhonB is alfricate and 
Loop is equal to 0. 

[0248] If that is the case, the system evolves toWards a step 
608, Which in turn causes the system to evolve back to step 
132. 

[0249] In a step 612, a check is made as to Whether PhonB 
is alfricate and Loop is equal to l. 

[0250] 
[0251] In a step 616, a check is made as to Whether PhonB 
can be considered as comprised of an alfricate. 

If that is the case, a step 660 is directly reached. 

[0252] This cannot be the case if Loop is equal to 1 and 
PhonB has the categories fricative-postsalveolar-velar. 

[0253] If that is the case, the system evolves to Wards step 
660. 

[0254] In a step 620, a check is made for the value of 
Loop: if that is equal to 0, the system evolves toWards a step 
642. 

[0255] In that step, PhonA is temporarily substituted in the 
comparison With PhonB by TmpPhonA; this has the same 
characteristics of PhonA, but for the fact that in the place of 
being alfricate it is plosive. 

May 24, 2007 

[0256] In a step 628, a check is made as to Whether 
TmpPhonA has the labiodental categories; if that is the case 
in a step 636, the dental categories removed from the vector 
of categories. 

[0257] In a step 632, a check is made as to Whether 
TmpPhonA has the postalveolar category; in the positive, 
such category is replaced in a step 644 by the alveolar 
category. 

[0258] In a step 640, a check is made as to Whether 
TmpPhonA has the categories alveolar-palatal; if that is the 
case the palatal category is removed. 

[0259] In a step 652 phonA is temporarily replaced (until 
reaching the step 144) in comparison With PhonB by Tmp 
PhonA; this has the same characteristics of PhonA, but for 
the fact that it is fricative in the place of being alfricate. 

[0260] A step 656 marks the evolution toWards the com 
parison of the step 132 by comparing TmpPhonA With 
PhonB. 

[0261] A step 660 marks the return to step 144. 

[0262] The How chart of FIG. 8 describes in detail the step 
140 of the How chart of FIG. 2. 

[0263] A step 700 is reached if PhonA is consonant and 
PhonB is voWel or if PhonA is voWel and PhonB is conso 

nant. The phoneme TmpPhonA is set as the nil phoneme. 

[0264] In a step 705, a check is made as to Whether PhonA 
is voWel and PhonB is consonant. In the positive the next 
step is step 780 

[0265] In a step 710, a check is made as to Whether PhonA 
is approximant-semiconsonant. 

[0266] 
step 780. 

In the negative, the system evolves directly to a 

[0267] In a step 720, a check is made as to Whether PhonA 
is palatal. If that is the case, in a step 730 TmpPhonA is 
transformed into a unstressed-front-close voWel and the 
comparison of a step 120 is performed betWeen TmpPhonA 
and PhonB. 

[0268] In a step 740, a check is made as to Whether PhonA 
is bilabial-velar. If that is the case, in a step 750 TmpPhonA 
is transformed into an unstressed-close-back-rounded voWel 
and the comparison of the step 120 (FIG. 2) is performed 
betWeen TmpPhonA and PhonB. 

[0269] In a step 760, a check is made as to Whether PhonA 
is bilabial-palatal. If that is the case, in a step 770 Tmp 
PhonA is transformed into an unstressed-close-back 
rounded voWel and the comparison of the step 120 is carried 
out betWeen TmpPhonA and PhonB. 

[0270] A step 780 marks the evolution of the system back 
to the step 144. 

[0271] In the folloWing the tWo tables 1 and 2 repeatedly 
referred in the foregoing are reported. 
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TABLE 1 

Distances of voWel features e 

CLOSE- CLOSE- OPEN- OPEN-OPEN 
CLOSE CLOSE-MID MID MID MID MID OPEN 

CLOSE 0 2 * LStep 6 * LStep 7 * LStep 8 * LStep 12 * LStep 14 * LStep 
CLOSE-CLOSE- 0 4 * LStep 5 * LStep 6 * LStep 10 * LStep 12 * LStep 
MID 
CLOSE-MID 0 1 * LStep 2 * LStep 6 * LStep 8 * LStep 
MID 0 1 * LStep 5 * LStep 7 * LStep 
OPEN-MID 0 4 * LStep 6 * LStep 
OPEN-OPEN- 0 2LStep 
MID 
OPEN 0 

[0272] 

TABLE 2 

values to be added to Score 

POST 
BILABIAL LABIODENTAL DENTAL ALVEOLAR ALVEOLAR RETROFLEX 

BILABIAL +KPlace1 +KPlace2 +0 +0 +0 +0 
LABIODENTAL +KPlace2 +KPlace1 +Kplace2 +0 +0 +0 
DENTAL +0 +0 +Kplace1 +KPlace2 +0 +0 
ALVEOLAR +0 +0 +Kplace3 +KPlace1 +KPlace2 +KPlace3 
POSTALVEOLAR +0 +0 +0 +KPlace3 +KPlace1 +KPlace2 
RETROFLEX +0 +0 +0 +KPlace3 +KPlace3 +KPlace1 
PALATAL +0 +0 +0 +0 +KPlace3 +KPlace2 
VELAR +0 +0 +0 +0 +0 +0 
[1 V [JLAR +0 +0 +0 +KPlace2 +0 +0 
PHARYINGEAL +0 +0 +0 +0 +0 +0 
GLOTTAL +0 +0 +0 +0 +0 +0 

PALATAL VELAR [ J V [ JLAR PHARYNGEAL GLOTTAL 

BILABIAL +0 +0 +0 +0 +0 
LABIODENTAL +0 +0 +0 +0 +0 
DENTAL +0 +0 +0 +0 +0 
ALVEOLAR +0 +0 +0 +0 +0 
POSTALVEOLAR +0 +0 +0 +0 +0 
RETROFLEX +KPlace2 +0 +0 +0 +0 
PALATAL +KPlace1 +KPlace2 +0 +0 +0 
VELAR +0 +KPlace1 +0 +0 +0 
[1 V [JLAR +0 +KPlace2 +KPlace1 +0 +0 
PHARYINGEAL +0 +0 +0 +KPlace1 +0 
GLOTTAL +0 +0 +0 +0 +KPlace1 

[0273] Of course, Without prejudice to the underlying 
principles of the invention, the variance and embodiments 
may vary, also signi?cantly, With respect to What has been 
described, by Way of example only, Without departing from 
the scope of the invention as de?ned by the annexed claims. 

1-17. (canceled) 
18. A method for text-to-speech conversion of a text in a 

?rst language comprising sections in at least one second 
language, comprising the steps of: 

converting said sections in said second language into 
phonemes of said second language; 

mapping at least part of said phonemes of said second 
language onto sets of phonemes of said ?rst language; 

including said sets of phonemes of said ?rst language 
resulting from said mapping in the stream of phonemes 

of said ?rst language representative of said text to 
produce a resulting stream of phonemes; and 

generating a speech signal from said resulting stream of 
phonemes, 

Wherein said step of mapping comprises: 

carrying out similarity tests between each phoneme of 
said phonemes of said second language being 
mapped and a set of candidate mapping phonemes of 
said ?rst language; 

assigning respective scores to the results of said tests; 
and 

mapping each said phoneme of said second language 
onto a set of mapping phonemes of said ?rst lan 
guage selected from said candidate mapping pho 
nemes as a function of said scores. 
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19. The method of claim 18, comprising the step of 
mapping said phoneme of said second language into a set of 
mapping phonemes of said ?rst language selected from: 

a set of phonemes of said ?rst language including three, 
tWo or one phonemes of said ?rst language, or 

an empty set, Whereby no phoneme is included in said 
resulting stream for said phoneme in said second lan 
guage. 

20. The method of claim 19, Wherein said step of mapping 
comprises: 

de?ning a threshold value for the results of said tests; and 

mapping onto said empty set of phonemes of said ?rst 
language any phoneme of said second language for 
Which any of said scores fails to reach said threshold 
value. 

21. The method of claim 18, comprising the step of 
representing said phonemes of said second language and 
said candidate mapping phonemes of said ?rst language as 
phonetic category vectors, Whereby a vector representative 
of phonetic categories of each said phoneme of said second 
language is subject to comparison With a set of phonetic 
category vectors representative of the phonetic categories of 
said candidate mapping phonemes in said ?rst language. 

22. The method of claim 21, Wherein said comparison is 
carried out on a category-to-category basis by allotting 
respective score values to said category-by-category com 
parisons, said respective score values being aggregated to 
generate said scores. 

23. The method of claim 22, comprising the step of 
allotting di?cerentiated Weights to said score values in aggre 
gating said respective score values to generate said scores. 

24. The method of claim 21, comprising selecting said 
phonetic categories from the group of: 

(a) tWo basic categories of voWel and consonant; 

(b) a category diphthong; 

(c) voWel characteristics unstressed/stressed, non-syl 
labic, long, nasaliZed, rhoticiZed, or rounded; 

(d) voWel categories front, central, or back; 

(e) voWel categories close, close-close-mid, close-mid, 
mid, open-mid, open-open-mid, or open; 

(1) consonant mode categories plosive, nasal, trill, tap?ap, 
fricative, lateral-fricative, approximant, lateral, or a?cri 
cate; 

(g) consonant place categories bilabial, labiodental, den 
tal, alveolar, postalveolar, retro?ex, palatal, velar, uvu 
lar, pharyngeal, or glottal; and 

(h) other consonant categories voiced, long, syllabic, 
aspirated, unreleased, voiceless, or semiconsonant. 

25. The method of claim 18, comprising the step of 
pronouncing said resulting stream of phonemes by means of 
a speaker voice of said ?rst language. 

26. A system for teXt-to-speech conversion of a text in a 
?rst language comprising sections in at least one second 
language, comprising: 

a grapheme/phoneme transcriptor for converting said sec 
tions in said second language into phonemes of said 
second language; 

May 24, 2007 

a mapping module con?gured for mapping at least part of 
said phonemes of said second language onto sets of 
phonemes of said ?rst language; 

a speech-synthesis module adapted to be fed With a 
resulting stream of phonemes including said sets of 
phonemes of said ?rst language resulting from said 
mapping and the stream of phonemes of said ?rst 
language representative of said text, and to generate a 
speech signal from said resulting stream of phonemes, 

Wherein said mapping module is con?gured for: 

carrying out similarity tests betWeen each phoneme of 
said phonemes of said second language being 
mapped and a set of candidate mapping phonemes of 
said ?rst language; 

assigning respective scores to the results of said tests; 
and 

mapping each said phoneme of said second language 
onto a set of mapping phonemes of said ?rst lan 
guage selected from said candidate mapping pho 
nemes as a function of said scores. 

27. The system of claim 26, Wherein said mapping module 
is con?gured for mapping said phoneme of said second 
language into a set of mapping phonemes of said ?rst 
language selected from: 

a set of phonemes of said ?rst language including three, 
tWo or one phonemes of said ?rst language, or 

an empty set, Whereby no phoneme is included in said 
resulting stream for said phoneme in said second lan 
guage. 

28. The system of claim 27, Wherein said mapping module 
is con?gured for: 

de?ning a threshold value for the results of said tests; and 

mapping onto said empty set of phonemes of said ?rst 
language any phoneme of said second language for 
Which any of said scores fails to reach said threshold 
value. 

29. The system of claim 26, Wherein said phonemes of 
said second language and said candidate mapping phonemes 
of said ?rst language are represented as phonetic category 
vectors, Whereby said mapping module is con?gured for 
subjecting respective vectors representative of phonetic cat 
egories of each said phoneme of said second language is 
subject to comparison With a set of phonetic category 
vectors representative of the phonetic categories of said 
candidate mapping phonemes in said ?rst language. 

30. The system of claim 29, Wherein said mapping module 
is con?gured for carrying out said comparison on a cat 
egory-to-category basis by allotting respective score values 
to said category-by-category comparisons, said respective 
score values being aggregated to generate said scores. 

31. The system of claim 30, Wherein said mapping module 
is con?gured for allotting di?cerentiated Weights to said score 
values in aggregating said respective score values to gener 
ate said scores. 

32. The system of claim 29, Wherein said mapping module 
is con?gured for operating based on phonetic categories 
from the group of: 

(a) tWo basic categories of voWel and consonant; 

(b) the category diphthong; 
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