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(57) ABSTRACT 

A method and an apparatus provide intelligent monitoring 
and maintenance of a system. The method according to one 
embodiment accesses data relating to functional components 
of the system; extracts parameter information for functional 
components of the system, the step of extracting parameter 
information including performing inferential processing and 
trend recognition of the data using previous knowledge 
about the system, and simulating performance of the system 
using models of the system and previous knowledge about 
the system; identi?es new information about the system 
present in extracted parameter information; and provides the 
new information to the step of extracting parameter infor 

5, 2004. mation, to be used as previous knowledge. 
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METHOD AND APPARATUS FOR SYSTEM 
MONITORING AND MAINTENANCE 

CROSS REFERENCE TO RELATED 
APPLICATION 

[0001] The present application claims priority under 35 
USC §ll9(e) to US. Provisional Application No. 60/625, 
172 ?led Nov. 5, 2004, Which is hereby incorporated by 
reference herein in its entirety. 

BACKGROUND OF THE INVENTION 

[0002] 1. Field of the Invention 

[0003] The present invention relates to diagnostics and 
maintenance of complex systems, especially applicable to 
vehicle systems, and more particularly to a method and 
apparatus providing intelligent systems monitoring and 
maintenance. 

[0004] 2. Description of the Related Art 

[0005] Complex systems such as industrial facilities, or 
airborne, terrestrial and marine vehicles, are monitored for 
maintenance purposes and operated by complex control 
systems. Such control systems are responsible for the opera 
tional health, correct maintenance, and general functions of 
the vehicle or industrial facility. Examples of control sys 
tems that also support maintenance and monitoring are an 
environmental control system (ECS) located on an aircraft, 
a central computer that controls a ?ight, a poWer generation 
and management system, etc. Control systems of vehicles 
and system integration laboratory (SIL) facilities monitor 
performance of individual functional parts commonly 
knoWn in the industry as Line Replaceable Components or 
LRCs. Control systems of vehicles and laboratory facilities 
also monitor the performance of systems that contain the 
LRCs. Examples of LRCs are sensors, effectors (e.g. valves, 
pumps, etc.), ?lters, controllers, etc. 

[0006] Existing techniques to monitor and maintain 
vehicle systems or SIL facilities suffer from a host of 
technical problems that limit the effectiveness of such tech 
niques. Diagnosing of faults Without clearly identi?able 
causes, also knoWn as ambiguous faults, pose a signi?cant 
challenge to monitoring and maintenance systems. 
Examples of ambiguous faults are: complex faults that can 
be caused by failures of multiple LRCs (e.g., excessive cabin 
temperature fault); No Fault Found reports; and Can Not 
Duplicate faults. Existing monitoring and maintenance sys 
tems have di?iculty in correctly isolating the failed LRC in 
a complex fault With apparent fault symptoms that can be 
caused by an improper operation, and/or by failures of 
multiple LRCs. Faced With such a fault scenario, existing 
monitoring and maintenance systems Will simply report 
multiple failed LRCs. 

[0007] No Fault Found reports are another type of ambigu 
ous faults. No Fault Found reports cast a doubt on the 
reliability of the vehicle’s subsystems and lead to mainte 
nance personnel’s loss of faith in onboard diagnostic results. 
Subsystem-level Can Not Duplicate faults are especially 
troublesome and require an in-depth understanding of the 
performance of the subsystem and its master system. Can 
Not Duplicate faults also cast a doubt on the reliability of the 
vehicle’s subsystems. Even When No Fault Found and Can 
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Not Duplicate faults are resolved, it is often dif?cult to verify 
during systems operation that the faults Were correctly 
resolved. 

[0008] Monitoring and maintenance systems also provide 
interpretation of operational test results of vehicle system or 
SIL facility. HoWever, the tests performed during system 
operation can produce highly correlated and complex data 
that requires a thorough understanding of the system per 
formance in order to decipher anomalies hidden in appar 
ently healthy data. 

[0009] Personnel maintaining or operating a complex 
vehicle system or lab facility are often not trained to 
comprehensively understand the intricacies of the embedded 
diagnostic logic and system performance data, particularly 
for a neWer system Where experience based knoW-hoW is not 
yet present. Such training de?ciencies cause delay in reso 
lution of system operational issues and present an opportu 
nity for healthy Line Replaceable Components being 
Wrongly identi?ed as failed and then replaced. 

[0010] Due to the above draWbacks, existing techniques 
for monitoring and maintaining complex systems present 
signi?cant commercial challenges. Incorrect or incomplete 
resolution of system problems and failures add considerable 
expense to the life cycle costs (LCC) to maintain and operate 
aircrafts, ships, and lab facilities. Dollar by the hour for 
maintenance Work is a key metric entering costs to diagnose, 
solve and repair issues on the airplanes, for example. Cur 
rently available technology for monitoring and maintaining 
aircraft systems increase dollar by the hour amounts due to 
incidences of incorrect or incomplete servicing of the air 
craft. 

[0011] A feW publications have studied techniques for 
monitoring and maintaining complex vehicle and lab sys 
tems. In one such technique, a relational database containing 
fault models and symptom data is used to maintain and 
diagnose problems aboard an aircraft. HoWever, the tech 
nique relies on a clear correspondence betWeen each fault 
mode and its functional cause. No Fault Found and Can Not 
Duplicate reports cannot therefore be addressed effectively 
enough, as there is no clear information as to What fault 
model and component might have caused them. 

[0012] According to another technique, the systems that 
host failed components are isolated, While individual Line 
Replaceable Components that caused the faults are not 
isolated. 

[0013] A disclosed embodiment of the application 
addresses these and other issues by utiliZing an intelligent 
systems maintenance/ monitor system. The system can elimi 
nate identi?cation errors of failed Line Replaceable Com 
ponents, provide resolution of No Fault Found and Can Not 
Duplicate reports, learn neW fault modes, and train mainte 
nance and engineering personnel. 

SUMMARY OF THE INVENTION 

[0014] The present invention is directed to a method and 
an apparatus for intelligent monitoring and maintenance of 
a system. According to a ?rst aspect of the present invention, 
a method for intelligent monitoring and maintenance of a 
system comprises: accessing data relating to functional 
components of the system; extracting parameter information 
for functional components of the system, the step of extract 
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ing parameter information including performing inferential 
processing and trend recognition of the data using previous 
knowledge about the system, and simulating performance of 
the system using models of the system and previous knowl 
edge about the system; identifying new information about 
the system present in extracted parameter information; and 
providing the new information to the step of extracting 
parameter information, to be used as previously learned 
knowledge. 
[0015] According to a second aspect of the present inven 
tion, an apparatus for intelligent monitoring and mainte 
nance of a system comprises: a smart interface engine for 
accessing data relating to functional components of the 
system; a database containing previous knowledge about the 
system; a logic engine for extracting parameter information 
for the functional components of the system, the logic 
engine extracting parameter information for functional com 
ponents by performing inferential processing and trend 
recognition of the data using previous knowledge about the 
system from the database, and utiliZing a performance 
simulator to simulate performance of the system using 
models of the system and previous knowledge about the 
system from the database; and a con?rmatory engine for 
updating the database with new information present in the 
extracted parameter information. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0016] Further aspects and advantages of the present 
invention will become apparent upon reading the following 
detailed description in conjunction with the accompanying 
drawings, in which: 

[0017] FIG. 1 is a block diagram of an aircraft system 
containing an intelligent systems maintenance/monitor sys 
tem according to an embodiment of the present invention; 

[0018] FIG. 2 is a functional block diagram of an intel 
ligent systems maintenance/monitor system according to an 
embodiment of the present invention; 

[0019] FIG. 3 is a ?ow diagram illustrating operations 
performed by an intelligent systems maintenance/monitor 
system to maintain and monitor an aircraft system according 
to an embodiment of the present invention; 

[0020] FIG. 4 is a ?ow diagram illustrating a technique for 
generating and updating an archived system database 
included in an intelligent systems maintenance/monitor sys 
tem according to an embodiment of the present invention; 

[0021] FIG. 5 is a ?ow diagram illustrating operations 
performed by an intelligent systems maintenance/monitor 
system to identify and service ambiguous Line Replaceable 
Component faults according to an embodiment of the 
present invention; 

[0022] FIG. 6 is a ?ow diagram illustrating operations 
performed by an intelligent systems maintenance/monitor 
system to resolve No Fault Found and Can Not Duplicate 
incidences according to an embodiment of the present 
invention; 
[0023] FIG. 7 is a ?ow diagram illustrating exemplary 
operations performed by an intelligent systems mainte 
nance/monitor system to monitor and prognosticate trends in 
performance deterioration of Line Replaceable Components 
according to an embodiment of the present invention; 

Jun. 15, 2006 

[0024] FIG. 8 is a ?ow diagram illustrating exemplary 
operations performed by a graphical user interface engine 
included in an intelligent systems maintenance/monitor sys 
tem according to an embodiment of the present invention; 

[0025] FIG. 9 illustrates an exemplary system arrange 
ment including an intelligent systems maintenance/monitor 
system and using wireless technology to provide real time 
system status to remote technical personnel for monitoring 
and maintenance analysis in accordance with an embodi 
ment of the present invention; 

[0026] FIG. 10 illustrates an exemplary value-added 
visual aid graphical snapshot generated by an intelligent 
systems maintenance/monitor system according to an 
embodiment of the present invention; 

[0027] FIG. 11A illustrates an exemplary application 
environment to which principles of an intelligent systems 
maintenance/monitor system may be applied to achieve 
intelligent systems maintenance/monitoring according to an 
embodiment of the present invention; 

[0028] FIG. 11B illustrates an exemplary application 
environment to which principles of an intelligent systems 
maintenance/monitor system may be applied to achieve 
intelligent systems maintenance/monitoring according to an 
embodiment of the present invention; 

[0029] FIG. 12 illustrates an exemplary test setup of an 
intelligent systems maintenance/monitor system in an origi 
nal equipment manufactured (OEM) vehicle or airline lab 
according to an embodiment of the present invention; 

[0030] FIG. 13 illustrates an exemplary setup of an intel 
ligent systems maintenance/monitor system in an aircraft 
according to an embodiment of the present invention; 

[0031] FIG. 14 illustrates an exemplary application envi 
ronment to which principles of an intelligent systems main 
tenance/monitor system may be applied to achieve intelli 
gent systems maintenance/monitoring according to an 
embodiment of the present invention; and 

[0032] FIG. 15 illustrates an exemplary application envi 
ronment to which principles of an intelligent systems main 
tenance/monitor system may be applied to achieve intelli 
gent systems maintenance/monitoring according to an 
embodiment of the present invention. 

DETAILED DESCRIPTION 

[0033] Aspects of the invention are more speci?cally set 
forth in the accompanying description with reference to the 
appended ?gures. Although aspects of the present invention 
are described and illustrated in the context of a vehicle 
environmental control system (ECS), it should be recog 
niZed that principles of the present invention are not limited 
to such an environment. FIG. 1 is a block diagram of a 
typical aircraft system 10 containing an intelligent systems 
maintenance/monitor (ISM/M) system 100 according to an 
embodiment of the present invention. Aircraft system 10 
illustrated in FIG. 1 includes the following components: 
electrical system and components 22; mechanical and ther 
mal system and components 24; aircraft engine services 26; 
aircraft instrumentation and equipment 28; environmental 
control system 30; aircraft monitored system 200; and 
ISM/M system 100. Ahuman machine interface (HMI) 32 is 
provided for input/output of information and commands 
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to/ from the ISM/M system 100 of aircraft system 10. Opera 
tion of aircraft system 10 in FIG. 1 Will become apparent 
from the following discussion. 

[0034] Typical electrical system and components 22 
include electrical circuits located on an aircraft, such as a 
remote-control system, a generator, a video system, etc. 
Mechanical and thermal system and components 24 include 
mechanical and thermal components located on an aircraft, 
such as turbines, combustors, rotors, bearings, blades, etc. 
Aircraft engine services 26 include an engine of an aircraft, 
associated systems that control the engine and provide 
feedback to the engine, etc. Environmental control system 
(ECS) 30 includes an aircraft heating system, an aircraft 
air-conditioning system, etc. Aircraft monitored system 200 
includes electronic and softWare components that collect and 
store data generated during operation, testing, ground main 
tenance of an aircraft. Such data includes pressure data, 
temperature data, ?oW data, actuator state data resident on 
an environmental controller, electronic information from an 
aircraft controller etc. Aircraft monitored system 200 col 
lects real-time data from electrical system and components 
22, mechanical and thermal system and components 24, 
aircraft engine services 26, aircraft instrumentation and 
equipment 28, and environmental control system 30. ISM/M 
system 100 receives information from aircraft monitored 
system 200 and monitors electrical system and components 
22, mechanical and thermal system and components 24, 
aircraft engine services 26, aircraft instrumentation and 
equipment 28, and environmental control system 30. ISM/M 
system 100 also communicates With human machine inter 
face 32, Which is an interface for the engineering and 
maintenance team that operates, maintains, and services the 
aircraft. 

[0035] The ISM/M system 100, and a method providing 
functions of an ISM/M system 100, solve cost and sched 
uling problems that include lengthy time to repair for an 
aircraft, erroneous replacement of Line Replaceable Com 
ponents (LRCs), and unplanned aircraft maintenance. Time 
to repair an aircraft includes time needed to isolate faulty 
LRCs and resolve existing ambiguity in faulted LRCs. 
ISM/M system 100 shortens the time to repair an aircraft by 
supplementing the on board diagnostics system With a quick 
and successful diagnosis of in-?ight and on-ground No Fault 
Found (NFF) and Can Not Duplicate (CND) faults sce 
narios. ISM/1M system 100 also provides quick isolation of 
faulty LRCs, develops a thorough understanding of aircraft 
system performance and system data using ground tests, and 
provides e?icient training to the aircraft maintenance and 
engineering team. By shortening overall time to repair for an 
aircraft, ISM/M system 100 achieves direct cost savings. 

[0036] Replacement of erroneously isolated LRCs and 
lack of means to verify maintenance actions against NFF 
and CND cases can result in healthy functional parts being 
replaced and grounding of an aircraft for unplanned main 
tenance. Replacement of healthy functional parts and impact 
of unplanned maintenance on operational schedule and parts 
inventory for an aircraft are among the major sources of 
extra cost. ISM/M system 100 correctly isolates faulty 
LRCs, avoids replacement of erroneously isolated LRCs, 
and eliminates unplanned maintenance for an aircraft, effec 
tively reducing maintenance costs. 

[0037] One embodiment of ISM/M system 100 is a system 
that provides value-added systems engineering expertise “in 
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a box” for vehicle and industrial systems. Another embodi 
ment of ISM/M system 100 may be a laptop-based softWare 
tool that provides reliable in-situ or remote solutions to 
technical problems encountered on vehicles and other com 
plex systems. ISM/M system 100 can be used on a vehicle 
production line, on a ?ight line, in an aircraft production 
debug system, on an airborne aircraft, on ships, cars and 
submarines, or in a lab facility. 

[0038] FIG. 2 is a functional block diagram of an intel 
ligent systems maintenance/monitor system 100A according 
to an embodiment of the present invention. ISM/M system 
100A includes a plurality of functional modules as illus 
trated in FIG. 2: an archived system database 105; a smart 
interface (l/F) engine 110; a processing engine 115; a logic 
engine 120; a graphical user interface (GUI) engine 125; and 
a con?rmatory engine 130. Although the functional modules 
included in ISM/M system 100A are shoWn as discrete 
elements, it should be recogniZed that this illustration is for 
ease of explanation and that the associated functions of the 
functional modules can be performed by one or more 
physical elements, such as a microprocessors or a netWork 
of microprocessors. 

[0039] Aircraft monitored system 200 sends aircraft data 
generated during operation, diagnosis, and testing of an 
aircraft to ISM/M system 100A. Archived system database 
105 stores data for typical test cases and failure scenarios of 
aircraft components and systems. Test cases and failure 
scenarios are generated via simulation, and are subsequently 
validated during ?ight and integration tests of an aircraft. 
Models for all components of an aircraft are stored in 
archived system database 105. Models for aircraft sub 
systems are also stored in archived system database 105. 
Typical examples of modeled aircraft subsystems are: ther 
mal management system; air-cycle machines; cabin pressur 
iZation system; bleed air management system; and liquid 
lubrication system. Speci?c values and parameters of sys 
tems and components under normal performance conditions 
are also stored in archived system database 105. 

[0040] Smart l/F Engine 110 contains all the necessary 
communication protocols and capabilities to extract the 
?ight data in a real time extraction mode, as Well as in a 
playback mode from stored data coming from the aircraft. 
Smart l/F engine 110 extracts pertinent data from aircraft 
data received from aircraft monitored system 200. Pertinent 
data includes any data related to aircraft systems and com 
ponents as Well as aircraft performance. The data extracted 
by Smart l/F Engine 110 is preprocessed by the Processing 
Engine 115 for use in the Logic Engine 120. 

[0041] Logic Engine 120 embodies for example a ?fth 
generation computing language based embodiment of fuZZy 
logic, arti?cial neural netWork and statistical techniques. 
Logic engine 120 performs inferential processing and trend 
recognition of data extracted by Smart l/F engine 110. The 
Logic Engine 120 processes this data by removing redun 
dancy and encoding the extracted data in the form of 
characteristic behaviors of the system as determined by each 
failure mode of the system. It is these characteristic repre 
sentations of the system behavior that forms a basis of 
comparison against archived system database 105 values, 
along With the relevant operational conditions. Logic engine 
120 also uses a “performance simulator” to investigate likely 
failure scenarios of aircraft components and systems. 
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