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SEMANTIC GAMING AND APPLICATION 
TRANSFORMATION 

RELATED APPLICATIONS 

[0001] This application claims the bene?t of US. Provi 
sional Patent Application No. 60/630,408 ?led on Nov. 23, 
2004 and entitled “Semantic Gaming And Application 
Transformation”, the content of Which is incorporated here 
by reference. 

[0002] This application is also related to, and claims 
priority from, US. patent application Ser. Nos. 11/119,663 
?led on May 2, 2005 entitled “Freespace Pointing Devices 
and Methods” and Ser. No. 10/768,432, ?led on Jan. 30, 
2004 entitled “A Control Framework With a Zoomable 
Graphical User Interface for Organizing, Selecting and 
Launching Media Items”. The subject matter of each of 
these applications is incorporated in its entirety herein by 
reference. 

BACKGROUND 

[0003] The present invention relates, generally, to user 
interfaces and methods associated thereWith and, more spe 
ci?cally, to user interfaces and methods involving semanti 
cally coupling the actions of handheld devices into applica 
tion inputs. 

[0004] User interfaces are ubiquitous in today’s society. 
Computers, cell phones, fax machines and televisions, to 
name a feW products, all employ user interfaces. User 
interfaces are intended to provide a mechanism for users to 
easily access and manipulate the, sometimes complex, func 
tionality of the devices that they support. An example of a 
user interface is found in US. patent application Ser. No. 
10/768,432, ?led on Jan. 30, 2004, entitled “A Control 
Framework With a Zoomable Graphical User Interface for 
Organizing, Selecting and Launching Media Items”, the 
disclosure of Which is incorporated here by reference. Typi 
cally, such user interfaces employ remote, handheld devices 
to provide inputs to their respective applications. 

[0005] Most interface designs for gaming applications 
include special purpose remote input devices With limited 
range of motion sensitivity. The result is that morphing 
devices for different purposes Within one gaming applica 
tion, or across different games, is difficult and restrictive. 
So-called virtual reality systems provide more ?exibility, 
eg by requiring a user to “suit up”, but are physically 
burdensome and expensive. Accordingly, it Would be desir 
able to provide neW user interfaces and handheld devices 
Which overcome the draWbacks associated With existing 
gaming (and other) applications. 

SUMMARY OF THE INVENTION 

[0006] In one embodiment, a gaming system comprises a 
handheld user input device, a processor for receiving input 
data from the handheld user input device and a gaming 
application for receiving data from the processor based on 
the received input data from the handheld user input device. 
The handheld user input device emulates one of a plurality 
of different devices associated With the gaming application. 
Each of the plurality of different devices have a set of input 
commands associated thereWith. The set of input commands 
associated With the one of a plurality of different devices 
includes a command based on one of motion and orientation 
of the handheld device. 
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[0007] In another embodiment, a method for using a 
handheld user input device comprises: executing an appli 
cation program on a processor, establishing a communica 
tion data link betWeen the handheld user input device and the 
processor, receiving user input data by the processor via the 
handheld user input device, receiving data by the application 
program from the processor based on the received user input 
data, and re?ecting user input on a display Wherein the user 
input corresponds to one of motion and orientation of the 
handheld user input device. 

[0008] In a further embodiment, a system comprises: a 
handheld user input device, a processor for receiving input 
data from the handheld user input device, and a softWare 
application executing on the processor and receiving data 
from the processor based on input data received from the 
handheld user input device. The handheld user input device 
emulates one of a plurality of different devices associated 
With the application. Each of the plurality of different 
devices have a set of input commands associated thereWith 
Wherein the commands include a command based on one of 
motion and orientation of the handheld device. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0009] The accompanying draWings illustrate exemplary 
embodiments of the present invention, Wherein: 

[0010] FIG. 1 depicts an exemplary system according to 
an exemplary embodiment of the present invention; 

[0011] FIG. 2 depicts an exemplary media system in 
Which exemplary embodiments of the present invention can 
be implemented; 

[0012] FIG. 3 depicts a system controller of FIG. 2 in 
more detail; 

[0013] FIG. 4 depicts a free-space pointing device; 

[0014] FIG. 5 depicts sensors in a free-space pointing 
device; 
[0015] FIG. 6 depicts a process model that describes the 
general operation of a free-space pointing device; 

[0016] FIG. 7 illustrates an exemplary hardWare architec 
ture using a free-space pointing device; 

[0017] FIG. 8 is a state diagram depicting a stationary 
detection mechanism for a free-space pointing device; 

[0018] FIGS. 9A-9D illustrate an exemplary free-space 
pointing device; and 

[0019] FIG. 10 illustrates a method in accordance With 
exemplary embodiments. 

DETAILED DESCRIPTION 

[0020] The folloWing detailed description of the invention 
refers to the accompanying draWings. The same reference 
numbers in different draWings identify the same or similar 
elements. Also, the folloWing detailed description does not 
limit the invention. Instead, the scope of the invention is 
de?ned by the appended claims. 

[0021] Exemplary embodiments of the present invention 
provide a generic user input device that tracks user move 
ment in free-space. Both gestures and actions can be mea 
sured, recorded and responded to by the associated appli 



US 2006/0178212 A1 

cation(s). The result is a loW-cost and ?exible gaming device 
that can, via the appropriate application software, become all 
manner of units. For example, any number of Weapon types 
like sWords, guns, grenade launchers and so on can be 
modeled With one common handheld device. Exemplary 
embodiments of the present invention are also much cheaper 
to implement than full immersion virtual reality systems 
With and Without haptic feedback. 

[0022] A high level vieW of an exemplary embodiment of 
the present invention is provided in FIG. 1. Therein, a 
handheld device (or, user input detector) 100 provides input 
to computer 110 Which is running an application 120 such as 
a gaming application for example. According to one exem 
plary embodiment of the present invention, the handheld 
device 100 is a free-space device capable of sensing move 
ment in at least 2 degrees of freedom and preferably 6 
degrees of freedom. An example of a free-space pointing 
device is found in Us. Provisional Patent Application 
60/612,571, ?led on Sep. 23, 2004, entitled “Free Space 
Pointing Devices and Methods” (corresponding to Us. 
application Ser. No. 11/ 119,663 cited above), the disclosure 
of Which is incorporated here by reference. Also, in the same 
exemplary embodiment, the computer 110 could be a gam 
ing console or PC or set-top box, among others and the 
application 120 may be a game. 

[0023] The application 120 can be a gaming application 
using an user interface such as that described in Us. Patent 
Application Publication No. US 2005/0125826, Which cor 
responds to U.S. patent application Ser. No. 11/029,329 ?led 
on Jan. 5, 2005, Which is a continuation of Us. patent 
application Ser. No. 10/768,432 ?led on Jan. 30, 2004, that 
is also incorporated here by reference. 
[0024] In order to provide some context for this descrip 
tion, an exemplary aggregated media system 200 in Which 
the present invention can be implemented Will ?rst be 
described With respect to FIG. 2. Those skilled in the art Will 
appreciate, hoWever, that this invention is not restricted to 
implementation in this type of media system and that more 
or feWer components can be included therein. 

[0025] The media system 200 may include an input/ output 
(I/O) bus 210 that connects the components in the media 
system together. The U0 bus 210 represents any of a number 
of different of mechanisms and techniques for routing sig 
nals betWeen the media system components. For example, 
the I/O bus 210 may include an appropriate number of 
independent audio “patch” cables that route audio signals, 
coaxial cables that route video signals, tWo-Wire serial lines 
or IR or radio frequency (RF) transceivers that route control 
signals, optical ?ber or any other routing mechanisms that 
route other types of signals. 

[0026] In this exemplary embodiment, the media system 
200 includes a television/monitor 212, a gaming console or 
gaming device 214, digital video disk (DVD) recorder/ 
playback device 216, audio/video tuner 218, and compact 
disk (CD) player 220 coupled to the I/O bus 210. The DVD 
216 and CD player 220 may be single disk or single cassette 
devices, or alternatively may be multiple disk or multiple 
cassette devices. They may be independent units or inte 
grated together. In addition, the media system 200 includes 
a microphone/speaker system 222, video camera 224, and a 
Wireless I/O control device 226. 

[0027] The Wireless I/O control device 226 may be a 
media system remote control unit that supports free-space 
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pointing, has a minimal number of buttons to support 
navigation, and communicates With the entertainment sys 
tem 200 through RF signals. For example, Wireless I/O 
control device 226 can be a free-space pointing device that 
uses a gyroscope or other mechanism to de?ne both a screen 

position and a motion vector to determine the particular 
command desired. A set of buttons can also be included on 
the Wireless I/O device 226 to initiate a “click” primitive as 
Well as a “back” button. In another exemplary embodiment, 
Wireless I/O control device 226 is a media system remote 
control unit, Which communicates With the components of 
the entertainment system 200 through IR signals. In yet 
another embodiment, Wireless I/O control device 226 may 
be an IR remote control device similar in appearance to a 
typical entertainment system remote control With the added 
feature of a track-ball or other navigational mechanisms, 
Which alloWs a user to position a cursor on a display. 

[0028] The system 200 also includes a system controller 
228, Which may operate to store and display entertainment 
system data available from a plurality of entertainment 
system data sources and to control a Wide variety of features 
associated With each of the system components. As depicted 
in FIG. 2, system controller 228 is coupled, either directly 
or indirectly, to each of the system components, as neces 
sary, through I/O bus 210. In one exemplary embodiment, in 
addition to or in place of I/O bus 210, system controller 228 
is con?gured With a Wireless communication transmitter (or 
transceiver), Which is capable of communicating With the 
system components via IR signals or RF signals. Regardless 
of the control medium, the system controller 228 is con?g 
ured to control the media components of the media system 
200 via a GUI described beloW. 

[0029] As further illustrated in FIG. 2, media system 200 
may be con?gured to receive media items from various 
media sources and service providers. In this exemplary 
embodiment, media system 200 receives media input from 
and, optionally, sends information to, any or all of the 
folloWing sources: cable broadcast 230, satellite broadcast 
232 (e.g., via a satellite dish), very high frequency (VHF) or 
ultra high frequency (UHF) radio frequency communication 
of the broadcast television netWorks 234 (e.g., via an aerial 
antenna), telephone netWork 236, and cable modem 238 (or 
another source of Internet content). Those skilled in the art 
Will appreciate that the media components and media 
sources illustrated and described With respect to FIG. 2 are 
purely exemplary and that media system 200 may include 
more or feWer of both. For example, other types of inputs to 
the system include AM/FM radio and satellite radio. 

[0030] FIG. 3 is a block diagram illustrating an embodi 
ment of an exemplary system controller 228, Which can, for 
example, be implemented as a set-top box and include, for 
example, a processor 300, memory 302, a display controller 
304, other device controllers 306 (e.g., associated With the 
other components of system 200), one or more data storage 
devices 308, and an I/O interface 310. These components 
communicate With the processor 300 via bus 312. Those 
skilled in the art Will appreciate that processor 300 can be 
implemented using one or more processing units. 

[0031] Memory device(s) 302 may include, for example, 
DRAM or SRAM, ROM, some of Which may be designated 
as cache memory, Which store softWare to be run by pro 
cessor 300 and/or data usable by such programs, including 
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software and/or data associated With the GUIs described 
below. Display controller 304 is operable by processor 300 
to control the display of monitor 212 to, among other things, 
display GUI screens and objects as described beloW. Zoom 
able GUIs provide resolution independent Zooming, so that 
monitor 212 can provide displays at any resolution. Device 
controllers 306 provide an interface betWeen the other 
components of the media system 200 and the processor 300. 
Data storage 308 may include one or more of a hard disk 

drive, a ?oppy disk drive, a CD-ROM device, or other mass 
storage device. Input/output interface 310 may include one 
or more of a plurality of interfaces including, for example, 
a keyboard interface, an RF interface, an IR interface and a 
microphone/ speech interface. I/O interface 310 may include 
an interface for receiving location information associated 
With movement of a Wireless pointing device. 

[0032] Generation and control of a GUI to display media 
item selection information is performed by the system 
controller 228 in response to the processor 300 executing 
sequences of instructions contained in the memory 302. 
Such instructions may be read into the memory 302 from 
other computer-readable media such as data storage 
device(s) 308 or from a computer connected externally to 
the media system 200. Execution of the sequences of 
instructions contained in the memory 302 causes the pro 
cessor to generate GUI objects and controls, among other 
things, on monitor 212. 

[0033] In alternative embodiments, hard-Wired circuitry 
may be used in place of or in combination With softWare 
instructions. It Will be understood that control frameWorks 
described herein overcome limitations of conventional inter 
face frameWorks, for example those associated With the 
television industry. The terms “GUI”, “GUI screen”, “dis 
play” and “display screen” are intended to be generic and 
refer to television displays, computer displays, and any other 
display device. 

[0034] As described in the above-incorporated Provisional 
Patent Application No. 60/612,571, various different types 
of remote devices can be used as the input device 100, 226, 
including, for example, trackballs, “mouse”-type pointing 
devices, light pens, etc., as Well as free-space pointing 
devices. The phrase “free-space pointing” refers to the 
ability of an input device to move in three (or more) 
dimensions in the air in front of a display screen, for 
example, and the corresponding ability of the user interface 
to translate those motions directly into user interface com 
mands, e.g., movement of a cursor on the display screen. 

[0035] Data can be transferred betWeen the free-space 
pointing device and the computer or other device either 
Wirelessly or via a Wire connecting the free-space pointing 
device to the other device. Thus “free-space pointing” differs 
from conventional computer mouse pointing techniques, for 
example, Which use a surface, e.g., a desk surface or mouse 
pad, as a proxy surface from Which relative movement of the 
mouse is translated into cursor movement on the computer 
display screen. 

[0036] An exemplary free-space pointing device 400 (cor 
responding to user input detector 100 of FIG. 1 for example) 
is depicted in FIG. 4. User movement of the free-space 
pointing device can be de?ned, for example, in terms of a 
combination of x-axis attitude (roll), y-axis elevation (pitch) 
and/or Z-axis heading (yaW) motion of the device 400. 
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Linear movement of the pointing device 400 along the x, y, 
and Z axes may also be measured to generate cursor move 
ment or other user interface commands. In the exemplary 
embodiment depicted in FIG. 4, the free-space pointing 
device 400 includes tWo buttons 402, 404 and a scroll Wheel 
406, although other embodiments can have other physical 
con?gurations. 
[0037] The free-space pointing device 400 may be held by 
a user in front of a display 408, such as the monitor 212, and 
motion of the pointing device 400 is translated into output 
signals that are usable for interaction With information 
presented on the display 408, e.g., to move a cursor 410 on 
the display 408. It Will be understood that the display 408 
may be included in the computer 110 depicted in FIG. 1. 

[0038] Rotation of the device 400 about the y-axis can be 
sensed by the device 400, for example, and translated into an 
output usable by the system to move cursor 410 along the y2 
axis of the display 408. LikeWise, rotation of the device 400 
about the Z-axis can be sensed and translated into an output 
usable by the system to move cursor 410 along the x2 axis 
of the display 408. It Will be appreciated that the output of 
pointing device 400 can be used to interact With the display 
408 in a number of Ways other than (or in addition to) cursor 
movement. 

[0039] For example, the device 400 can control cursor 
fading or control volume or media transport (play, pause, 
fast-forWard, and reWind) in a system such as the media 
entertainment system 200. Input commands may also 
include, for example, a Zoom in or Zoom out on a particular 
region of a display. A cursor may or may not be visible. 
Similarly, rotation of the free-space pointing device 400 
sensed about the x-axis of free space pointing device 400 can 
be used in addition to, or as an alternative to, y-axis and/or 
Z-axis rotation to provide input to a user interface. 

[0040] Referring to FIG. 5, rotational sensors 502, 504 
and an accelerometer 506 can be employed as sensors in the 
device 400. The sensors 502, 504 can, for example, be 
ADXRSISO sensors made by Analog Devices, although it 
Will be appreciated by those skilled in the art that other types 
of rotational sensors can be used and that ADXRSISO 
sensors are simply illustrative examples. If the rotational 
sensors 502, 504 have a single sensing axis (as an 
ADXRSISO sensor does, for example), then they may be 
mounted in the free-space pointing device 400 such that 
their sensing axes are aligned With the rotations to be 
measured, although this is not necessary. In the exemplary 
embodiment depicted in FIGS. 4 and 5, this means that 
rotational sensor 502 is mounted such that its sensing axis is 
parallel to the y-axis and that rotational sensor 504 is 
mounted such that its sensing axis is parallel to the Z-axis as 
shoWn. 

[0041] Measurements and calculations are performed by 
the device 400 that are used to adjust the outputs of one or 
more of the sensors 502, 504, 506 and/or as part of the input 
used by a processor to determine an appropriate output for 
the user interface based on the outputs of the sensors 502, 
504, 506. These measurements and calculations are used to 
compensate for several factors, such as errors associated 
With the sensors 502, 504, 506 and the manner in Which a 
user uses the free-space pointing device 400, e.g., linear 
acceleration, tilt and tremor. 

[0042] A process model 600 that describes the general 
operation of a free-space pointing device 400 is illustrated in 
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FIG. 6. The sensors 502, 504, 506 produce analog signals 
that are sampled periodically, such as 200 samples/second, 
for example. The sampled output from the accelerometer 
506 is indicated at block 602, and the sampled output values 
are converted from raW units to units of acceleration, e.g., 
gravities (g), as indicated by conversion function 604. An 
acceleration calibration block 606 provides values used for 
the conversion function 604. This calibration of the accel 
erometer output 602 can include, for example, compensation 
for one or more of scale, offset, and axis misalignment error 
associated With the accelerometer 506. 

[0043] The accelerometer 506 may be used to compensate 
for ?uctuations in the readings generated by the rotational 
sensors 502, 504 that are caused by variances in linear 
acceleration by multiplying the converted accelerometer 
readings by a gain matrix 610 and subtracting (or adding) the 
results from (or to) the corresponding sampled rotational 
sensor data 612. Similarly, linear acceleration compensation 
for the sampled rotational data from sensor 504 can be 
provided at block 614. 

[0044] Like the accelerometer data, the sampled rotational 
data 612 is then converted from a sampled unit value into a 
value associated With a rate of angular rotation, e.g., radians/ 
s, at function 616. This conversion step can also include 
calibration provided by function 618 to compensate the 
sampled rotational data for factors such as scale and offset. 
To accomplish dynamic offset compensation, an input from 
a temperature sensor 619 may be used in rotation calibration 
function 618. 

[0045] After conversion/calibration at block 616, the 
inputs from the rotational sensors 502, 504 can be further 
processed to rotate those inputs into an inertial frame of 
reference, i.e., to compensate for tilt associated With the 
manner in Which the user is holding the free-space pointing 
device 400, at function 620. 

[0046] Tilt correction to compensate for a user’s holding 
the pointing device 400 at different x-axis rotational posi 
tions can be accomplished by determining the tilt of the 
device 400 using the inputs y and Z received from acceler 
ometer 506 at function 622. After the acceleration data is 
converted and calibrated as described above, it can be 
loW-pass ?ltered at LPF 624 to provide an average accel 
eration value to the tilt determination function 622. 

[0047] After compensation for linear acceleration, pro 
cessing into readings indicative of angular rotation of the 
free-space pointing device 400, and compensation for tilt, 
post-processing can be performed at blocks 626 and 628 to 
compensate for factors such as human tremor. Although 
tremor may be removed using several different methods, one 
Way to remove tremor is by using hysteresis. The angular 
velocity produced by rotation function 620 is integrated to 
produce an angular position. 

[0048] Hysteresis of a calibrated magnitude is then applied 
to the angular position. The derivative is taken of the output 
of the hysteresis block to again yield an angular velocity. 
The resulting output is then scaled at function 628 (e.g., 
based on the sampling period) and used to generate a result 
Within the interface, e.g., movement of the cursor 410 on the 
display 408. 

[0049] FIG. 7 illustrates an exemplary hardWare architec 
ture, including a processor 700 that communicates With 
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other elements of the free-space pointing device 400 includ 
ing a scroll Wheel 702, JTAG 704, LEDs 706, sWitch matrix 
708, IR photodetector 710, rotational sensors 712, acceler 
ometer 714 and transceiver 716. The scroll Wheel 702 is an 
optional input component that enables a user to provide 
input to the interface by rotating the scroll Wheel 702. JTAG 
704 provides a programming and debugging interface to the 
processor. 

[0050] LEDs 706 provide visual feedback to a user, for 
example, When a button is pressed or a function activated. 
SWitch matrix 708 receives inputs, e.g., indications that a 
button on the free-space pointing device 400 has been 
depressed or released, that are then passed on to processor 
700. The optional IR photodetector 710 can be provided to 
enable the exemplary free-space pointing device to learn IR 
codes from other remote controls. 

[0051] Rotational sensors 712 provide readings to proces 
sor 700 regarding, e.g., the y-axis and Z-axis rotation of the 
free-space pointing device as described above. Accelerom 
eter 714 provides readings to processor 700 regarding the 
linear acceleration of the free-space pointing device 400 that 
can be used as described above, e.g., to perform tilt com 
pensation and to compensate for errors Which linear accel 
eration introduces into the rotational readings generated by 
rotational sensors 712. 

[0052] Transceiver 716 communicates information to and 
from free-space pointing device 400, e.g., to a controller in 
a device such as an entertainment system or to a processor 

associated With the computer 110. The transceiver 716 can 
be a Wireless transceiver, e.g., operating in accordance With 
the BLUETOOTH standards for short-range Wireless com 
munication or an IR transceiver. Alternatively, free-space 
pointing device 400 can communicate With systems via a 
Wire-line connection. 

[0053] Stationary detection function 608 can operate to 
determine Whether the free-space pointing device 400 is, for 
example, either stationary or active (moving). This catego 
riZation can be performed in a number of different Ways. One 
Way is to compute the variance of the sampled input data of 
all inputs (x, y, Z, oty, (xZ) over a predetermined WindoW, e. g., 
every quarter of a second oty and otz are rotational data from 
the sensors 502, 504, respectively. This variance is then 
compared With a threshold to classify the free-space pointing 
device as either stationary or active. 

[0054] By analyZing inputs from the pointing device 400 
in the frequency domain, e.g., by performing a Fast Fourier 
Transform (FFT) and using peak detection, the processor 
700 can also determine Whether the free-space pointing 
device 400 is either stationary or active and detect the small 
movements of the free-space pointing device 400 introduced 
by a user’s hand tremor. Tremor can be identi?ed as peaks 
in the range of human tremor frequencies, e.g., nominally 
8-12 HZ. 

[0055] Although the variances in the frequency domain 
can be sensed Within a particular frequency range, the actual 
frequency range to be monitored and used to characterize the 
status of the free-space pointing device 400 may vary. For 
example, the nominal tremor frequency range may shift 
based on, e.g., the ergonomics and Weight of the free-space 
pointing device 200, e.g., from 8-12 HZ to 4-7 HZ. 

[0056] As mentioned above, tremor data may be memo 
riZed as typically each user Will exhibit a different tremor 
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pattern. This property of user tremor can also be used to 
identify users. For example, a user’s tremor pattern can be 
memorized by the system (either stored in the free-space 
pointing device 400 or transmitted to the system) during an 
initialization procedure Wherein the user is requested to hold 
the free-space pointing device as steadily as possible for a 
period, e.g., 10 seconds. This pattern can be used as the 
user’s unique signature to perform a variety of user interface 
functions. 

[0057] For example, the user interface can identify the 
user from a group of users by comparing a current tremor 
pattern With patterns stored in memory. The identi?cation 
can then be used, for example, to retrieve preference settings 
associated With the identi?ed user. 

[0058] For example, if the free-space pointing device is 
used in conjunction With the media systems described in the 
above-incorporated by reference patent application, then the 
media selection item display preferences associated With 
that user can be activated after the system recognizes the 
user via tremor pattern comparison. System security can also 
be implemented using tremor recognition, e.g., access to the 
system may be forbidden or restricted based on the user 
identi?cation performed after a user picks up the free-space 
pointing device 400. 

[0059] Stationary detection mechanism 608 can include a 
state machine, an example of Which is depicted in FIG. 8. 
An ACTIVE state is, in the example, the default state during 
Which the free-space pointing device 400 is being used to 
provide inputs to a user interface for example. The free 
space pointing device 400 can enter the ACTIVE state on 
poWer-up of the device as indicated by a reset input. If the 
free-space pointing device 400 stops moving, it may then 
enter an INACTIVE state. The various state transitions 
depicted in FIG. 8 can be triggered by any of a number of 
different criteria including, but not limited to, data output 
from one or both of the rotational sensors 502 and 504, data 
output from the accelerometer 506, time domain data, fre 
quency domain data, or any combination thereof. 

[0060] State transition conditions are generically referred 
to here using the convention "ConditionstateAastateB”. For 
example, the free-space pointing device 400 Will transition 
from the ACTIVE state to the INACTIVE state When 

conditionmveainactive occurs. For the sole purpose of illustra 
tion, consider that conditionactivLinactive can, in an exem 
plary free-space pointing device 400, occur When mean 
and/or standard deviation values from both the rotational 
sensor(s) and the accelerometer fall beloW predetermined 
threshold values for a predetermined time period. 

[0061] State transitions can be determined by a number of 
different conditions based upon the interpreted sensor out 
puts. Exemplary condition metrics include the variance of 
the interpreted signals over a time WindoW, the threshold 
betWeen a reference value and the interpreted signal over a 
time WindoW, the threshold betWeen a reference value and 
the ?ltered interpreted signal over a time WindoW, and the 
threshold betWeen a reference value and the interpreted 
signal from a start time. All, or any combination, of these 
condition metrics can be used to trigger state transitions. 
Alternatively, other metrics can also be used. A transition 
from the INACTIVE state to the ACTIVE state may occur 
either When (1) a mean value of sensor output(s) over a time 
WindoW is greater than predetermined threshold(s) or (2) a 
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variance of values of sensor output(s) over a time WindoW is 
greater than predetermined threshold(s) or (3) an instanta 
neous delta betWeen sensor values is greater than a prede 
termined threshold. 

[0062] The INACTIVE state enables the stationary detec 
tion mechanism 608 to distinguish betWeen brief pauses 
during Which the free-space pointing device 400 is still 
being used, e.g., on the order of a tenth of a second, and an 
actual transition to either a stable or stationary condition. 
This protects against the functions Which are performed 
during the STABLE and STATIONARY states, described 
beloW, from inadvertently being performed When the free 
space pointing device is being used. The free-space pointing 
device 400 Will transition back to the ACTIVE state When 
condition f [active occurs, e.g., if the free-space pointing 
device 40m0westarts moving again such that the measured 
outputs from the rotational sensor(s) and the accelerometer 
exceeds the ?rst threshold before a second predetermined 
time period in the INACTIVE state elapses. 

[0063] The free-space pointing device 400 Will transition 
to either the STABLE state or the STATIONARY state after 
the second predetermined time period elapses. As mentioned 
earlier, the STABLE state re?ects the characterization of the 
free-space pointing device 400 as being held by a person but 
being substantially unmoving, While the STATIONARY 
state re?ects a characterization of the free-space pointing 
device as not being held by a person. Thus, an exemplary 
state machine can provide for a transition to the STABLE 
state after a second predetermined time period has elapsed if 
minimal movement associated With hand tremor is present 
or, otherWise, transition to the STATIONARY state. 

[0064] The STABLE and STATIONARY states de?ne 
times during Which the free-space pointing device 400 can 
perform various functions. For example, since the STABLE 
state is intended to re?ect times When the user is holding the 
free-space pointing device 400 but is not moving it, the 
device can record the movement of the free-space pointing 
device 400 When it is in the STABLE state e.g., by storing 
outputs from the rotational sensor(s) and/or the accelerom 
eter While in this state. These stored measurements can be 
used to determine a tremor pattern associated With a par 
ticular user or users as described beloW. LikeWise, When in 
the STATIONARY state, the free-space pointing device 400 
can take readings from the rotational sensors and/or the 
accelerometer for use in compensating for o?fset. 

[0065] If the free-space pointing device 400 starts to move 
While in either the STABLE or STATIONARY state, this can 
trigger a return to the ACTIVE state. OtherWise, after 
measurements are taken, the device can transition to the 
SLEEP state. While in the SLEEP state, the device can enter 
a poWer-doWn mode Wherein poWer consumption of the 
free-space pointing device is reduced and, e. g., the sampling 
rate of the rotational sensors and/ or the accelerometer is also 
reduced. The SLEEP state can also be entered via an external 
command so that the user or another device can command 
the free-space pointing device 400 to enter the SLEEP state. 

[0066] Upon receipt of another command, or if the free 
space pointing device 400 begins to move, the device can 
transition from the SLEEP state to the WAKEUP state. Like 
the INACTIVE state, the WAKEUP state provides an oppor 
tunity for the device to con?rm that a transition to the 
ACTIVE state is justi?ed, e.g., that the free-space pointing 
device 400 Was not inadvertently jostled. 
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[0067] The conditions for state transitions may be sym 
metrical or may dilfer. Thus, the threshold associated With 
the conditionactivLinactive may be the same as (or different 
from) the threshold(s) associated With the conditioninactivL 
active. This enables free-space pointing devices to capture 
more accurately user input. For example, exemplary 
embodiments Which include a state machine implementation 
alloW, among other things, for the threshold for transition 
into a stationary condition to be different from the threshold 
for the transition out of a stationary condition. 

[0068] Entering or leaving a state can be used to trigger 
other device functions as Well. For example, the user inter 
face can be poWered up based a transition from any state to 
the ACTIVE state. Conversely, the free-space pointing 
device and/or the user interface can be turned oif (or enter 
a sleep mode) When the free-space pointing device transi 
tions from ACTIVE or STABLE to STATIONARY or 
INACTIVE. Alternatively, the cursor 410 can be displayed 
or removed from the screen based on the transition from or 
to the stationary state of the free-space pointing device 400. 

[0069] The STABLE state can be used to memoriZe tremor 
data. Typically, each user Will exhibit a different tremor 
pattern. This property of user tremor can also be used to 
identify users. For example, a user’s tremor pattern can be 
memoriZed by the system (either stored in the free-space 
pointing device 400 or transmitted to the system) during an 
initialiZation procedure in Which the user is requested to 
hold the free-space pointing device as steadily as possible 
for, e.g., 10 seconds. 

[0070] This pattern can be used as the user’s unique 
signature to perform a variety of user interface functions. 
For example, the user interface can identify the user from a 
group of user’s by comparing a current tremor pattern With 
those stored in memory. The identi?cation can then be used, 
for example, to retrieve preference settings associated With 
the identi?ed user. For example, if the free-space pointing 
device is used in conjunction With a media system, then the 
media selection item display preferences associated With 
that user can be activated after the system recogniZes the 
user via tremor pattern comparison. System security can also 
be implemented using tremor recognition, e.g., access to the 
system may be forbidden or restricted based on the user 
identi?cation performed after a user picks up the free-space 
pointing device 400. 

[0071] According to one exemplary embodiment of the 
present invention, operation of a handheld device may be as 
folloWs. The handheld device 100 communicates both 
device movement (delta x, delta y, delta Z) and orientation to 
the computer 110, e.g., over a Wireless data link such as 
Bluetooth. In addition, other actions performed by the user 
are communicated, e.g., button presses and gesture recog 
nition. Computer 110 then makes that information available 
to the application softWare 120 for processing. 

[0072] As described above, an exemplary handheld device 
(or free-space pointing device) 100 may resemble a mouse 
such as mouse 400 illustrated in FIGS. 4 and 5. Button 
presses on mouse 400 correspond to actuation of buttons 402 
and 404 and scroll Wheel 406 for example. A button may 
correspond to a particular function or action Within a gaming 
application for example. 
[0073] Another exemplary free-space pointing device 100 
may resemble a loop-shaped device such as that illustrated 
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in FIGS. 9A-9D and designed by HillCrest Labs of Rock 
ville, Md. Free-space pointing device 900 includes buttons 
902 and 904 and scroll Wheel 906 (corresponding to buttons 
402 and 404 and scroll Wheel 406 of FIG. 4). 

[0074] In addition, pointing device 900 may include pro 
grammable buttons 908 and 910. Each of these buttons may 
be programmed to perform a particular function or action 
Within a gaming application for example. Free-space point 
ing device 900 may also include a grip 915 Which may 
facilitate a better hold of the device to a user or game 
participant. In some embodiments or for use in particular 
gaming applications, grip 915 may include a plurality of 
sensors associated With a particular functionality for 
example. 
[0075] The application softWare 120 takes the input data 
(from device 100 via computer 110) and processes it accord 
ing to the game scenario of interest. In the most basic of 
implementations, the handheld device 100 emulates a gun or 
similar Weapon and the bullet, grenade, ray blast or similar 
projectile is ?red When the user hits the button. In one 
exemplary, but purely illustrative, embodiment, the hand 
held device 100 could be modeling a gun. The game 
application 120, and potentially the movement characteris 
tics, could change depending on What type of gun the device 
100 Was being used to model. Even the number of ?rings 
could be changed depending on the type of Weapon. The 
direction the gun ?res in the game corresponds to the 
direction that the handheld device 100 is pointed. 

[0076] For more complex interactions, the movement 
characteristics of the handheld device 100 may change 
depending on What type of device it is currently emulating. 
For example, if the handheld device 100 is meant to be a 
shoulder-mount Weapon, the movement processing equa 
tions are altered to simulate inertia by requiring more 
signi?cant handheld device movement to result in any 
on-screen motion. By Way of comparison, if the handheld 
device 100 is emulating a handgun, then a different set of 
movement processing equations are applied to the data, such 
that less signi?cant handheld device movements result in 
on-screen adjustment of the direction of ?re of the Weapon. 

[0077] Furthermore, the usage of the Weapon in the gam 
ing application 120 can be altered based on movement of the 
handheld device 100. For example, in order to reload the 
Weapon in the game, a speci?c Weapons reloading gesture of 
the handheld device 100 can be recogniZed, e.g., a rapid 
back and forth movement of the handheld device that 
simulates the pump action on a shotgun. More speci?cally, 
a gesture command could be de?ned to involve a forWard 
motion of the handheld device folloWed Within a predeter 
mined time period by a backWard motion of the handheld 
Which gesture could be associated With a pump action. The 
forWard and backWard motions could further be speci?ed to 
involve a predetermined magnitude change in one or more 
of position, velocity and acceleration of the handheld device 
100. 

[0078] Unlike conventional systems, some of Which only 
recogniZe point and click operations, the provision of hand 
held devices and user interfaces according to the present 
invention enable the full 6-degrees of motion data and 
button press activity of the handheld device 100 to interact 
With the game application 120 to produce a full immersion 
experience. The game alters to ?t the emulated device and 
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those changes are made in both the handheld motion 
response equations and in the visualiZation. 

[0079] Thus, exemplary embodiments of the present 
invention couple the application 120 and the movements and 
actions of the device 100 together in unique combinations. 
The result is an experience that goes beyond individual 
device and softWare performance and instead achieves a 
holistic performance that rivals immersion gaming. Weapon 
siZe, capacity, reloading and activation can all be emulated 
by fully exploiting the measurement of motion and button 
activations of the handheld device. The software can adjust 
hoW that motion activity is interpreted to fully convey the 
siZe. This then leads to a semantic gaming implementation. 
The generic device 100 is semantically transformed into the 
desired operational device by the application. 
[0080] According to other exemplary embodiments of the 
present invention, special purpose devices 100 could be 
designed that emphasiZe certain performance traits over 
others. These devices Would still be able to convey 2 or 6 
degree of freedom information to the computer 110 and/or 
application 120, but Would also be con?gured to provide 
special information, or simply ergonomic tailoring. One 
item in particular that could be adjusted is grip. 
[0081] Additionally, or alternatively, a recoil feature could 
be added. For example, pulling a trigger could release a 
spring-loaded mass Within the gun, causing the mass to 
strike against a stop. BetWeen shots, a gear drive, Worm, or 
similar machine Would recompress the spring and reset the 
latch. The actual movements of the handheld device 100 
associated With the recoil could be measured and transmitted 
back to the application 120 such that the visual display of the 
gun on the screen shoWed the movements of the emulated 
gun caused by the recoil. In this Way, users that Were better 
able to handle the recoil or adapt to the recoil, Would see 
their Weapons operate more effectively in the gaming appli 
cation. 

[0082] While exemplary embodiments describe a user 
interacting With or facing a user interface (displaying a 
gaming application for example) on a single display (such as 
display 408 of FIG. 4), the user interface may be extended 
to cover multiple displays. For example, four such displays 
may be positioned on each of the four sides surrounding a 
user or game participant. Similarly, three such displays may 
be usedione on each of tWo sides of the user and one in 
front of the user. Alternatively, multiple displays may be 
positioned above each other in a vertical orientation. Mul 
tiple displays can also be positioned next to each other in a 
horiZontal orientation. The use of multiple displays requires 
an operating system that supports multiple screens. 

[0083] A user’s manipulation or motion of the device 100 
(in a particular pre-de?ned manner for example) may result 
in a pointer movement from a ?rst display to a second 
display for example. Once the pointer has been moved or 
navigated from a ?rst display to a second display, the user 
may re-orient his or her position so that the user noW faces 
the second display. 
[0084] Similarly, While exemplary embodiments describe 
the use of a single handheld device, multiple handheld 
devices can also be used. In such scenario, a sub channel 
may be used to communicate data from the second handheld 
device. This may be applicable in those gaming environ 
ments Where tWo (or, more) players may be involved for 
example. 
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[0085] The embodiments described above may facilitate 
adapting a user input device 100 to perform functionality 
associated With a steering Wheel, a squash racket or a ?shing 
rod/reel in a gaming environment for example. 

[0086] A method in accordance With exemplary embodi 
ments may be more clearly understood With respect to FIG. 
10. The method 1000 includes executing an application 
program 120 on processor 110 at 1010. A communication 
data link may be established betWeen the handheld user 
input device 100 and the processor 110 at 1020. User input 
may be received at 1030 by processor 110 from handheld 
user input device 100. Data may be received by application 
program 120 from processor 110 at 1040. User input cor 
responding to one of motion and orientation of handheld 
user input device 100 may be re?ected on a display at 1050. 

[0087] The above-described exemplary embodiments are 
intended to be illustrative in all respects, rather than restric 
tive, of the present invention. Thus the present invention is 
capable of many variations in detailed implementation that 
can be derived from the description contained herein by a 
person skilled in the art. For example, While the description 
focused on a gaming environment, exemplary embodiments 
may be equally applicable in a training or visual acuity for 
physical therapy. 
[0088] All such variations and modi?cations are consid 
ered to be Within the scope and spirit of the present invention 
as de?ned by the folloWing claims. No element, act, or 
instruction used in the description of the present application 
should be construed as critical or essential to the invention 
unless explicitly described as such. Also, as used herein, the 
article “a” is intended to include one or more items. 

What is claimed is: 
1. A gaming system comprising: 

a handheld user input device; 

a processor for receiving input data from said handheld 
user input device; and 

a gaming application for receiving data from said proces 
sor based on input data received from the handheld user 

input device, 
Wherein 

said handheld user input device emulates one of a 
plurality of different devices associated With said 
gaming application With each of said plurality of 
different devices having a set of input commands 
associated thereWith and 

Wherein further 

said set of input commands associated With said one 
of a plurality of different devices includes a com 
mand based on one of motion and orientation of 
said handheld device. 

2. The gaming system of claim 1, Wherein said handheld 
user input device is a free-space pointing device. 

3. The gaming system of claim 1, Wherein said command 
is a gesture of said hand held device. 

4. The gaming system of claim 3, Wherein said one of said 
different devices is a gun and said gesture is a forWard 
motion of said handheld device folloWed Within a predeter 
mined time period by a backWard motion of said handheld 
device to emulate a pump action. 
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5. The gaming system of claim 3, wherein said one of said 
different devices is a steering Wheel and said gesture is a 
lateral motion of said handheld device to emulate a steering 
action. 

6. The gaming system of claim 1, further comprising: 

a display for re?ecting said motion and orientation of the 
handheld device. 

7. The gaming system of claim 6, Wherein said display 
comprises a plurality of display being positioned surround 
ing a user. 

8. The gaming system of claim 7, Wherein a particular 
motion associated With the handheld device results in mov 
ing a corresponding cursor from one display to a second 
display. 

9. The gaming system of claim 1, Wherein input data from 
said handheld user input device is communicated to the 
processor over a Wireless data link. 

10. The gaming system of claim 9, Wherein the Wireless 
link is a Bluetooth. 

11. The gaming system of claim 9, Wherein the Wireless 
link is an IR link. 

12. The gaming system of claim 1, further comprising a 
second handheld user input device. 

13. The gaming system of claim 12, Wherein the second 
handheld user input device communicates With the processor 
over a second Wireless link. 

14. A method for using a handheld user input device, said 
method comprising: 

executing an application program on a processor; 

establishing a communication data link betWeen the hand 
held user input device and the processor; 

receiving user input data by the processor via said hand 
held user input device; 

receiving data by the application program from said 
processor based on the received user input data; and 
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re?ecting user input on a display Wherein said user input 
corresponds to one of motion and orientation of the 
handheld user input device. 

15. The method of claim 14, Wherein the application 
program is a gaming application. 

16. The method of claim 14, Wherein the user input data 
is received by the processor over a Wireless data link. 

17. The method of claim 14, Wherein the handheld user 
input device is a free-space pointing device. 

18. The method of claim 14, Wherein the one of motion 
and orientation of the handheld user input device results in 
a cursor associated With the handheld user input device 
moving from the display to a second display. 

19. A system comprising: 

a handheld user input device; 

a processor for receiving input data from the handheld 
user input device; and 

a software application executing on said processor and 
receiving data from said processor based on input data 
received from the handheld user input device, 

Wherein 

the handheld user input device emulates one of a 
plurality of different devices associated With said 
application With each of said plurality of different 
devices having a set of input commands associated 
thereWith Wherein the commands include a com 
mand based on one of motion and orientation of the 
handheld device. 

20. The system of claim 19, Wherein the application 
corresponds to a training program for evaluating a user 
undergoing therapy. 
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