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FIG.2 

100. EGO-MOTION ESTIMATION SYSTEM PROCESSOR 14 
RECEIVES AN IMAGE 

101. PROCESSOR 14 RECTIFIES THE IMAGE ACCORDING 
TO INFORMATION PROVIDED DURING A CAMERA 
CALIBRATION OPERATION TO PROVIDE THAT THE 
OPTICAL AXIS IS PARALLEL TO THE PLANE DEFINED BY 
THE ROADWAY 

102. PROCESSOR 14 GENERATES AN INITIAL GUESS AS 
TO THE TRANSLATIONAL AND ROTATIONAL MOTION, 
USING THE PREVIOUS MOTION ESTIMATE AND, PERHAPS 
INFORMATION FROM OTHER SENSORS IF AVAILABLE 

103. PROCESSOR 14 WARPS IMAGE RECEIVED IN STEP 
100 TOWARD PREVIOUSLY WARPED IMAGE THEREBY TO 
GENERATE A WARPED IMAGE 

104. PROCESSOR 14 DIVIDES THE PREVIOUS WARPED 
IMAGE AND THE IMAGE WARPED IN STEP 103 INTO 
PATCHES AND SELECTS A PATCH 
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105. PROCESSOR 14 GENERATES A VALUE FOR P2 

106. PROCESSOR 14 GENERATES A VALUE P1 

(EQUATION 20) 

107. PROCESSOR 14 GENERATES A VALUE FOR Lambda i 
(EQUATION 22) 

108. PROCESSOR 14 GENERATES VALUES FOR Beta i 

(EQUATION 23) AND Alpha i 

109 PROCESSOR 14 DETERMINES WHETHER ALL OF THE 
PATCHES IN WARPED IMAGE HAVE BEEN PROCESSED 

YES 

110. PROCESSOR 14 SEARCHES FOR THE MOTION THAT 
MAXIMIZES THE VALUE PROVIDED BY EQUATION (19) 

FIG.2A 
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FIG.3 

150. PROCESSOR 14 GENERATES AN INITIAL ESTIMATE 
AS TO THE MOTION 

151. PROCESSOR 14 USES THE INITIAL ESTIMATE TO 
GENERATE A WARPED IMAGE 

152. PROCESSOR 14 DIVIDES THE WARPED IMAGE AND 
THE PREVIOUS WARPED IMAGE INTO PATCHES 

153. PROCESSOR DETERMINES WHICH PATCHES ARE 
LIKELY TO COMPRISE PROJECTIONS OF THE ROADWAY 

154. PROCESSOR 14 THEN USES THE PATCHES 
IDENTIFIED IN STEP 153 TO MINIMIZE A COST FUNCTION, 
THE MOTION THAT MINIMIZES THE COST FUNCTION 
BEING THE APPROPRIATE MOTION 
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SYSTEM AND METHOD FOR ESTIMATING 
EGO-MOTION OF A MOVING VEHICLE 
USING SUCCESSIVE IMAGES RECORDED 
ALONG THE VEHICLE’S PATH OF MOTION 

This application is a continuation in part of US. Provi 
sional Patent Application Ser. No. 60/167,587, ?led Nov. 26, 
1999 and US. Provisional Patent Application Ser. No. 
06/230,166, ?led Sep. 1, 2000. 

FIELD OF THE INVENTION 

The invention relates generally to the ?eld of systems and 
methods for estimating ego-motion (that is, “self-motion) of 
a moving vehicle, and more speci?cally to systems and 
methods that estimate ego-motion using successively 
recorded images recorded along the vehicle’s path of 
motion. 

BACKGROUND OF THE INVENTION 

Accurate estimation of the ego- (“self-”) motion of a 
vehicle relative to a roadWay is an important component in 
autonomous driving and computer vision-based driving 
assistance. Using computer vision techniques to provide 
assistance While driving, instead of mechanical sensors, 
alloWs for the use of the information that is recorded for use 
in estimating vehicle movement to also be used in detecting 
obstacles, identifying lanes and the like, Without the need for 
calibration betWeen sensors as Would be necessary With 
mechanical sensors. This reduces cost and maintenance. 

There are several problems in estimating ego-motion of a 
vehicle. Typically, roads have feW feature points, if any. The 
most obvious features in a road, such as lane markings, have 
a generally linear structure, Whereas background image 
structures, such as those associated With other vehicles, 
buildings, trees, and the like, Will typically have many 
feature points. This Will make image- or optical-?oW-based 
estimation dif?cult in practice. In addition, typically images 
that are recorded for ego-motion estimation Will contain a 
large amount of “outlier” information that is either not useful 
in estimating ego-motion, or that may result in poor esti 
mation. For example, in estimating of ego-motion relative to 
a ?xed structure such as a road, images of objects that are 
moving relative to the road, such as other moving vehicles 
and even moving Wipers, Will contribute false information 
for the ego-motion estimation. In addition, conditions that 
degrade image quality, such as raindrops and glare, Will also 
make accurate ego-motion estimation dif?cult. 

SUMMARY OF THE INVENTION 

The invention provides a neW and improved system and 
method for estimating ego-motion using successively 
recorded images recorded along the vehicle’s path of 
motion. 

In brief summary, the invention provides an ego-motion 
determination system for generating an estimate as to the 
ego-motion of a vehicle moving along a roadWay. The 
ego-motion determination system includes an image infor 
mation receiver and a processor. The image information 
receiver is con?gured to receive image information relating 
to a series of at least tWo images recorded as the vehicle 
moves along a roadWay. The processor is con?gured to 
process the image information received by the image 
receiver to generate an ego-motion estimate of the vehicle, 
including the translation of the vehicle in the forWard 
direction and the rotation of the vehicle around a vertical 
axis as betWeen, for example, successive images. 
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2 
Several methodologies are disclosed for generating the 

ego-motion estimate of the vehicle. 

BRIEF DESCRIPTION OF THE DRAWINGS 

This invention is pointed out With particularity in the 
appended claims. The above and further advantages of this 
invention may be better understood by referring to the 
folloWing description taken in conjunction With the accom 
panying draWings, in Which: 

FIG. 1 schematically depicts a vehicle moving on a 
roadWay and including an ego-motion estimation system 
constructed in accordance With the invention; 

FIGS. 2—2A are charts depicting operations performed by 
the ego-motion estimation system in determining ego 
motion of the vehicle in accordance With one methodology; 
and 

FIG. 3 is a How chart depicting operations performed by 
the ego-motion estimation system in determining ego 
motion of the vehicle in accordance With a second method 
ology. 

DETAILED DESCRIPTION OF AN 
ILLUSTRATIVE EMBODIMENT 

FIG. 1 schematically depicts a vehicle 10 moving on a 
roadWay 11 and including an ego-motion estimation system 
12 constructed in accordance With the invention. The vehicle 
10 may be any kind of vehicle 10 that may move on the 
roadWay 11, including, but not limited to automobiles, 
trucks, buses and the like. The ego-motion estimation sys 
tem 12 includes a camera 13 and a ego-motion estimation 
system processor 14. The camera 13 is mounted on the 
vehicle 10 and is preferably pointed in a forWard direction, 
that is, in the direction in Which the vehicle Would normally 
move, to record successive images as the vehicle moves over 
the roadWay. Preferably as the camera 13 records each 
image, it Will provide the image to the ego-motion estima 
tion system processor 14. The ego-motion estimation system 
processor 14, in turn, Will process information that it obtains 
from the successive images, possibly along With other 
information, such as information from the vehicle’s speed 
ometer (not separately shoWn) to determine the ego-motion 
(that is, the self-motion) of the vehicle relative to the 
roadWay 11. The ego-motion estimation system processor 14 
may also be mounted in or on the vehicle 11 and may form 
part thereof. The ego-motion estimates generated by the 
ego-motion estimation system processor 14 may be used for 
a number of things, including, but not limited to obstacle and 
lane detection, autonomous driving by the vehicle, perhaps 
also using positioning information from, for example, the 
global positioning system (“GPS”) and roadWay mapping 
information from a number of sources knoWn to those 
skilled in the art, and the like. Operations performed by the 
ego-motion estimation system processor 14 in determining 
ego-motion of the vehicle 10 Will be described in connection 
With the How charts depicted in FIGS. 2 and 3. 

Before proceeding further, it Would be helpful to provide 
background of the operations performed by the ego-motion 
estimation system processor 14 depicted in FIG. 1. 
Generally, as betWeen tWo images III and 1P‘ the ego-motion 
estimation system processor 14 attempts to determine the 
translation T=(tX,tY,tZ)T and rotation W=(WX,WY,WZ)T (Where 
“T” refers to the transpose operation, ti refers to translation 
along the respective “X,” “Y” and “Z” axes, and Wi refers to 
rotation around the respective axis) of the camera 13 af?xed 
to the vehicle 10. Since the camera 13 is affixed to the 
vehicle 10, the translation and rotation of the camera 13 Will 
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also conform to the translation and rotation of the vehicle 10. 
In that case, for a point p=(x,y)T (Where “x” and “y” are 
coordinates of a point or feature in the image) that is a 
projection of a point P=(X,Y,Z)T (Where “X,” “Y” and “Z” 
are coordinates of the point in three-dimensional space), the 
How vector for the point, that is, the vector indicating the 
motion of the same point in three dimensional space from is 
position in the image ‘P to the image ‘P‘, has components 

Where “X” in equations (1) refers to the matrix cross-product 
and 

f 0 X/f (2) 
S1: 0 S2: f P : y/f , 

—x —y 1 

Where “f” is the focal length of the camera 13, Which is 
presumed to be knoWn. The roadWay on Which the vehicle 
10 is traveling is modeled as a plane. The equation for points 
on a plane is 

Where the “X” and “Y” axes correspond to horiZontal “x” 
and vertical “y” axes of the image plane, and the “Z” axis is 
perpendicular to the image plane. The camera 13 may be 
tilted slightly downwardly to increase the amount of the 
image that corresponds to the road, and reduce the amount 
of the image that corresponds to other features, such as other 
traffic, buildings, trees and the like, and in that case, the 
images ‘P and ‘P‘ Will be recti?ed so that the images Z axis 
Will be parallel to the plane of the roadWay, as Will be 
described beloW. 

Dividing equation (3) by “Z” provides 
1/Z=ax+by+c (4), 

Where a=A/f, b=B/f and c=C. Substituting equation (4) into 
equations (1) results in 

u=(ax+by+c)S1Tt+(?XS1)TW 
v=(ax+by+c)S2Tt+(?XS2)TW (5) 

Expanding equations (5) results in 

% — all)” — + bIZ)y2. 

Equations (6) and (7) are a special case (the “calibrated 
camera 13” case) of an eight parameter model for a camera 
13 moving relative to a plane: 

(8) 

(9) 

Given the How vector (u,v), one can recover the parameters 
01,-, i=1, . . . ,8, from Which one can recover the motion 

parameters t and W. 
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One problem arises in connection With the methodology 

described above in connection With equations (1) through 
(9), namely, given the large number of parameters 01,- Whose 
values need to be determined, it is difficult to devise a 
satisfactory method that Will reject outliers. This folloWs 
from the fact that a relatively large number of optical ?oW 
vectors (u,v) Will need to be used in determining the values 
of the parameters, Which, in turn, requires a corresponding 
number of points in both images. In addition, it is difficult to 
differentiate betWeen optical ?oW due to rotation around the 
X and Y axes and translation along the X and Z axes, 
respectively. 

Accordingly, it is desirable to reduce the number of 
motion parameters to a minimum. The motion of a vehicle 
10 along a roadWay can be modeled as being constrained to 
be a translation along the Z axis, as the vehicle 10 moves 
forWard or in reverse, and a rotation around the X and Y 
axes, as the vehicle 10’s path deviates from a straight-line 
course. In that case, equation (5) reduces to 

f f 

If the images are recti?ed to ensure that the plane of the 
roadWay is parallel to the camera 13’s XZ plane, that is, so 
that the images Would be as if the camera 13’s optical axis 
is parallel to the plane of the road, then, in equations (10) 
a=0 and c=0, in Which case 

In order to rectify the images, the camera 13 Will need to be 
calibrated. Amethodology for calibrating the camera 13 and 
rectifying the images Will be described beloW. 

In equations (11) there are three motion parameters, tZ 
(translation along the Z axis), WX (rotation around the X 
axis) and WY (rotation around the Y axis) to be determined 
from the How vectors (u,v) associated With points in at least 
some portions of the images ‘P and ‘P‘. Finding correspond 
ing points in the images ‘P and ‘P‘, that is, points that are 
projections of the same point in three-dimensional space in 
the respective images is based on a “photometric constraint” 

Which essentially states that the irradiance, or luminance, of 
the point p=(x,y)T in the image ‘P and and the point 
p=(x+u6t,y+v6t) in the image ‘P‘, Which are projections of 
the same point in three-dimensional space into the respective 
images, are the same. In practice, equation (12) Will not hold 
exactly because of noise. If, for every point, the noise is 
modeled as Zero mean Gaussian noise, equation 12 reduces 
to 

P(I(x,y, t)—1(x+u6t,y+v6t,t+6t))=N(02,O) (1 3) 

and a maximum likelihood can be sought. 
Equation (13) can be computationally intensive, and, 

instead of using that equation, the motion parameters tZ, WX 
and WY can be determined directly from the images by 
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combining the geometric constraints embodied in equation 
(11) With the photometric constraints embodied in equation 
(12). In that operation, given tWo consecutive images ‘P and 
‘P‘, the goal is to determine the probability 

P(n‘1|‘IJ,‘IJ’) (14). 

of that the motion of the vehicle 10 is m=(tZ,Wx,Wy) given the 
tWo images. The motion In that maXimiZes (14) is the 
estimate of the camera 13 motion betWeen the tWo images ‘P 
and ‘P‘, and, thus, the estimate of vehicle 10 motion betWeen 
the tWo images. 

According to Bayes’ rule, 

Where P(‘P‘|‘P,m) is the probability that, given image ‘P, 
motion In Will result in image ‘P‘, P(m) is the a priori 
probability that the motion is m, and P(‘P‘) is the a priori 
probability that the image is ‘P‘. It Will be assumed that P(m), 
the probability that the motion is m, is uniform in a small 
region M around the previous motion estimate, that is, the 
motion estimate generated as betWeen the “i-1st” and “i-th” 
images; it Will be appreciated that, if the time period 
betWeen the times at Which images ‘P and ‘P‘ are recorded is 
sufficiently small, this assumption Will hold. It Will further 
be appreciated that, in equation (15), the denominator P(‘P‘) 
does not depend on the motion m, and so it does not affect 
the search for a maXimum. 

The probability that, given image ‘P, motion In Will result 
in image ‘P, P(‘P‘|‘P,m), can be determined by Warping the 
image ‘P‘ according to the motion m, thereby to generate a 
Warped image ‘P‘ and determining the sum squared differ 
ence (“SSD”) 

x,yeR 

betWeen corresponding patches, or regions, R in the images 
that are believed to be a projection of the roadWay in the tWo 
images. In equation 16, “N” is the number of points in the 
region R. It Will be appreciated that, if the images ‘P and ‘P‘ 
are recorded at times “t” and “t+6t, respectively, the Warped 
image ‘P‘ Will represent the image that is assumed Would be 
recorded at time “t” if the motion is m. Using the SSD 
criteria (equation 16), P(‘P‘|‘P,m), the probability that image 
‘P‘ Would result from image ‘P and a motion In is given by 
the probability density function 

Shh) sum (17) 

POI" I‘I', r11) : ce 4T2 , 

Where “c” is a normaliZation factor and “o” is the variance 
of the noise, Which is modeled as a Zero mean Gaussian 
function. Since it is assumed that P(m), the probability that 
the motion is m, is uniform in a small region M around a 
previous motion estimate, the problem of ?nding the maXi 
mum likelihood motion In for a patch of image ‘P reduces to 
?nding the maXimum of the probability density function 

for motion meM. 
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Since the motion for Which the ego-motion estimation 

system processor 14 is to generate an estimate is the trans 
lational and rotational motion of the vehicle 10 relative to 
the road, it is desirable for the ego-motion estimation system 
processor 14 to consider only regions of the images T and T‘ 
that comprise projections of the road, and ignore other 
regions of the images. HoWever, it should be noted that the 
set R of regions, or patches, of the images that projections 
of the roadWay in the tWo images ‘P and ‘P‘, is not knoWn. 
To accommodate that, instead of attempting to maXimiZe the 
function de?ned in equation (18), the image can be tessel 
lated into a set of patches Wi, and a probability density 
P(m|Wl-,Wi‘) generated for each patch using equations (16) 
and (18) for the respective patches. The probability density 
over the entire pair of images ‘P and ‘P‘ Will be 

1 

where k,- and (X,- are Weighting functions Whose values 
generally re?ect the con?dence that the “i-th” patch is a 
projection of the road. The value of the gradient strength [3, 
for a patch re?ects the degree to Which the patch the contains 
a texture, and thus Will more likely to contain useful 
information for use in determining ego motion of the 
vehicle. The motion them for Which equation (19) is the 
maXimum Will be deemed to correspond to the actual 
translational and rotational motion of the vehicle 10 as 
betWeen the locations at Which images ‘P and ‘P‘ Were 
recorded. 
The Weighting function k,- for the respective “i-th” patch 

is generated using patches Wi and W‘i from respective 
images ‘P and ‘P‘. In determining the values for the Weight 
ing functions )ti, for patches Wi, W‘i that are not of the road, 
the motion model re?ected in equation (11) is not a good ?t; 
instead, a better ?t can be obtained using some other motion 
of the patch. In addition, for planar image artifacts moving 
on the roadWay surface, such as moving shadoWs, the 
maXimum of equation (18) Will occur far aWay from the 
initial guess. Accordingly, the value of the Weighting func 
tion k,- for the “i-th” patch Wi, Wi‘ Will correspond to the 
ratio betWeen the best ?t using the motion model in a local 
region near the initial guess and the best ?t using any 
motion model over large search region “L.” Accordingly, if 

for all them is the value for the best ?t in a local search 
region, where S,-( ) denotes the SSD over all points in the 
“i-th” patch, and 

for all meL the value for the best ?t over all possible image 
motions, then 

(20) 

A _ P1 (22) 

Generally, generating the value for P2 (equation 21) can be 
computationally intensive. To avoid generating P2 according 
to equation (21), the value for P2 for each patch can be 
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estimated by using the SSD as between a patch in the image 
‘P and the correspondingly-positioned patch in the image ‘P‘, 
as Well as the SSD’s as betWeen the patch in the image ‘P and 
patches translated horizontally and vertically around the 
correspondingly-positioned patch in the image ‘P‘, for a 
selected number of points. That is, if the patch in image ‘P 
consists of points p(X,y) centered on p(a,b) (that is, points 
p(a-ot, b—[3) through p(a+ot,b+[3) (O. and [3 being integers), 
With the patch being of dimensions 2ot+1 by 2[3+1), P2 is 
generated by using the SSD as betWeen the patch of the same 
siZe in image ‘P‘ consisting of points p(X, ) centered on 
p(a,b), as Well as SSD’s as betWeen the patch in image ‘P and 
patches of the same siZe in image ‘P‘ that are centered on 
points p(a-F), b-b) through p(a+6, b+6), a total of (26+1)2 
patches in image ‘P‘. Each patch in image ‘P‘ can be 
considered as one of the possible image motions. In one 
embodiment, 6 is selected to be seven, in Which case there 
Will be tWo hundred and tWenty ?ve patches in ‘P‘ for Which 
the SSD Will be generated in generating the value for P2. 

Unlike Weighting function )ti, Weighting function (xi for 
the respective “i-th” patch is generated using only patch W, 
and W‘i from image ‘P‘. Generally, it should be appreciated 
that, in three-dimensional space, there are three dominant 
directions for lines, namely, vertical, for buildings, 
automobiles, and other objects that eXtend above the road 
Way surface, (ii) horiZontal lines that are generally parallel 
to the direction of the roadWay, and (iii) horiZontal lines that 
are generally perpendicular to the direction of the roadWay. 
In an image ‘P‘, vertical lines (that is, lines of type and 
horiZontal lines that are generally perpendicular to the 
direction of the roadWay (that is, lines of type (iii)) Will 
project in to image ‘P‘ as vertical and horiZontal lines, 
respectively. On the other hand, horiZontal lines that are 
generally parallel to the direction of the roadWay (that is, 
lines of type (ii)) Will appear in image ‘P‘ as lines that pass 
through a common point, that is, a vanishing point. It Will be 
appreciated that patches W‘i in image ‘P‘ that are projections 
of the roadWay Will predominately contain lines of type (ii) 
and (iii). On the other hand, patches W‘ that are projections 
of obstacles, such as automobiles Will predominately contain 
lines of type and (iii), While patches W‘ that are projec 
tions of, for example, buildings, fences, and the like, Will 
contain lines of type and (ii). 

Accordingly, the value for Weighting function (Xi for patch 
Wi Will re?ect the degree to Which it is deemed to contain 
projections of lines of type (ii) and (iii), and not projections 
of lines of types and (iii) or types and (ii). Generally, 
the directions of lines, if any, passing though a patch can be 
determined in relation to the gradients of the luminance at 
the various points in the patch Wi. Each point in the patch 
W‘i Whose gradient (Ix,Iy) is above a selected threshold is 
considered to lie at or near a line, With the direction of the 
line being perpendicular to the direction of the gradient. 
Thus, for those points, the direction of the line associated 
thereWith can be determined, as can Whether the line is of 
type (i), (ii) or (iii). Thus, for each patch W‘i in the image ‘P‘, 
three sums S”i (n=i, ii or iii) are generated each correspond 
ing to the sum of the magnitudes of the gradients of the 
points in the patch that are associated With lines of the 
respective type, the magnitude corresponding to G=(Ix2+Iy2) 
0'5. A patch W‘i in image ‘P‘ is deemed to be: 

(a) a projection of the roadWay if the sums Siii and Siiii are 
both large and signi?cantly larger than sum 52, since the 
sums indicate that the patch is associated With a line or lines 
that are horiZontal and in the direction of the roadWay and/or 
perpendicular thereto, but not a line or lines that are vertical; 

(b) be a projection of an obstacle, that is, an object 
generally in the path of the vehicle, if sums S2 and Siiii are 

10 

15 

25 

35 

45 

55 

65 

8 
both large and signi?cantly larger than sum Siii, since the 
sums indicate that the patch is associated With a line or lines 
that are vertical and/or horiZontal and perpendicular to the 
direction of the roadWay, but not a line or lines that are 
horiZontal and in the direction of the roadWay; and 

(c) a projection of an object to the side of the path of the 
vehicle if sums S2 and Siii are both large and signi?cantly 
larger than sum Siiii, since the sums indicate that the patch 
is associated With a line or lines that are vertical and/or 
horiZontal and in the direction of the roadWay. 
The value of the Weighting function ai is assigned to the 

patch based on the degree to Which the patch Wi is deemed 
to be a projection of the roadWay (case (a) above). 

It Will be appreciated that, if, for a patch W‘,-, the sum S”, 
is relatively large, indicating that the patch is associated With 
a line that is horiZontal and in the direction of the roadWay, 
but sums Sii and Siiii are relatively small, indicating that the 
patch is not associated With a line that is vertical or hori 
Zontal and perpendicular to the direction of the roadWay, it 
generally cannot be determined from the set of sums gen 
erated for the patch Whether the patch is a projection of the 
roadWay (case (a) above) or a projection of an object to the 
side of the path of the vehicle (case (c) above). HoWever, 
since the patch is not associated With a line that is vertical, 
it Will generally not be deemed to be a projection of an 
obstacle (case (b) above). In that case, an assessment as to 
Whether the patch is a projection of the roadWay (case (a) 
above) or a projection of an object to the side of the path of 
the vehicle (case (c) above) by referring to patches adjacent 
thereto. 
As noted above, the value of the gradient strength [3i for 

a patch re?ects the degree to Which the patch the contains a 
teXture, and thus Will more likely to contain useful infor 
mation for use in determining ego motion of the vehicle. The 
gradient strength [3,- corresponds to 

rheL 

(Z3) 

For relatively uniform patches, the value of the SSD s,(m) 
Will be relatively loW for all motions, in Which case the value 
of [3,- Will be relatively loW. On the other hand, for patches 
With teXture, the value of the SSD Will be relatively high for 
most motions, in Which case the value of [3,; Will be 
relatively high. 
With this background, operations performed by the ego 

motion estimation system processor 14 Will be describe in 
connection With the How chart depicted in FIG. 2. In 
connection With FIG. 2, it is assumed that the ego-motion 
estimation system processor 14 already has image ‘P, Which 
it may have used in connection With determining the trans 
lational and rotational motion up to the location at Which 
image ‘P Was recorded. With reference to FIG. 2, after the 
ego-motion estimation system processor 14 has received 
image ‘P‘ (step 100), it Will rectify the image according to 
information provided during the camera 13 calibration 
operation (described beloW) to provide that the optical aXis 
is parallel to the plane de?ned by the roadWay (step 101). In 
addition, the ego-motion estimation system processor 14 
Will generate an initial guess as to the translational and 
rotational motion, using the previous motion estimate and, 
perhaps information from other sensors if available (step 
102). For eXample, the ego-motion estimation system pro 
cessor 14 may make use of information from the vehicle 
10’s speedometer, as Well as information as to the time 
period betWeen the time at Which image ‘P Was recorded and 
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the time at Which image ‘P‘ Was recorded, in generating the 
initial guess. Generally, it Will be appreciated that the time 
period Will be ?xed, and Will preferably the same for each 
successive pair of images ‘P and ‘P‘. After the ego-motion 
estimation system processor 14 has generated the initial 
guess, it Will use the initial guess to Warp image ‘P‘ toWard 
image ‘P, thereby to generate a Warped image ‘P‘ (step 103). 

After the ego-motion estimation system processor 14 has 
generated the Warped image (step 103), it Will divide the 
image ‘P and the Warped image ‘P‘ into patches and, for each 
pair of corresponding patches in the tWo images ‘P and ‘P‘, 
generate the Weighting value M. In that operation, the 
ego-motion estimation system processor 14 Will select a 
patch in the image ‘P (step 104) and generate values for P2 
(step 105), P1 (equation 20) (step 106) and )ti (equation 22) 
(step 107) as described above. In addition, the ego-motion 
estimation system processor 14 can generate the value for Bi 
(equation 23) and (X,- (step 108). After the ego-motion 
estimation system processor 14 has generated performed 
steps 105 through 108 for the selected patch, it Will deter 
mine Whether all of the patches in image T have been 
processed (step 109) and if not, return to step 104 to select 
another patch and perform steps 105 through 109 in con 
nection thereWith. 

The ego-motion estimation system processor 14 Will 
perform steps 104 through 109 in connection With each 
patch in the image ‘P. After the ego-motion estimation 
system processor 14 has performed steps 104 through 109 in 
connection With all of the patches in the image ‘P, it Will 
sequence from step 109 to step 110 to search for the motion 
m that maximizes the value provided by equation (19) (step 
110). That motion In Will comprise values for translation t2 
and rotation WX, WY parameters that Will constitute the 
estimate of the motion of the vehicle 10 as betWeen the point 
in time at Which image ‘P Was recorded and the point in time 
at Which image ‘P‘ is recorded. The ego-motion estimation 
system processor 14 can perform operations described above 
in connection With each successive pair of images ‘P and ‘P‘ 
to estimate the motion of the vehicle 10. 

In performing steps 106 (to generate the values for P) and 
110 (to determine the motion In that maXimiZes the value 
provided by equation (19)), the ego-motion estimation sys 
tem processor 14 can perform a gradient descent that is 
limited to a selected cube-shaped region around the initial 
guess. 

In determining the initial guess (step 102) for each neW 
image ‘P‘, the ego-motion estimation system processor 14 
can use the estimate of the motion generated for the 
previously-received image. 

In addition, the siZe of the region M can be adjusted 
adaptively. 
Asecond methodology for determining the ego-motion of 

a vehicle 10 Will be described in connection With FIG. 3. As 
With the methodology described above in connection With 
FIG. 2, it is assumed that the images have been recti?ed so 
that the image planes are perpendicular to the plane repre 
sented by the roadWay on Which the vehicle 10 is traveling, 
and their horiZontal (“X”) aXes are parallel to the plane 
represented by the roadWay. By Way of background, in that 
case, the equation of a plane 

AX+BY+CZ=1 (24) 

(reference equation reduces to 

BY=1 (25), 
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10 
in Which case 

1 
y: 

II 

is the height of the optical aXis of the camera 13 (or, more 
speci?cally, the Z aXis) above the road. Since, for a point 
p(X,y) in an image that is a projection of a point P(X,Y,Z) in 
three-dimensional space, 

equation (25) becomes 

1 (26) 

The brightness constraint is 

uIX+vIy=It=O (27) 

for each point, Where, at each point (X,y) in the image, Ix and 
Iy are the horiZontal and vertical components of the spatial 
gradient of the luminance and I, is the time gradient of the 
luminance. In addition, the equations for the components 
(u,v) of the How vector (reference equation can be 
Written 

1 28 
M= —STI+STMXP ( ) Z 

1 T T 
V : ZS2I+S2 IWlxP 

Where [W]x is a skeW-symmetric matriX, in Which case 

I 29 
2STl+ST[w]Xp+I,=O, ( ) 

Where 

fIX (30) 
s = f1y . 

—xIX — yIy 

For motion constrained to a plane, equation (29) reduces to 

Since the images are recti?ed, equation (26) Will hold. In 
addition, since rotational motion is constrained so as to 
occur only around the vertical (“Y”) axis, WX=WZ=0. 
Accordingly, equation (31) Will correspond to 

O O —Wy x / f (32) 

bySTI+ST[ 0 0 0 ][y/f]+l,=0. 
—Wy O O 1 

Expanding equation 32, and using equation (30), 

bysT -(?,+x1,+y1,)w,,+1,=0 (33) 

Generally, the portion uWY of the vertical component of the 
How vector that arises due to rotation (WY) of the vehicle 10 
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Will be larger than the portion utX that arises due to trans 
lation (tX) along the “X” axis, and the portions Will have a 
very different form. The portion tX that arises due to trans 
lation along the “X” axis Will depend on the distance that the 
vehicle 10 moves betWeen the times the images are 
recorded, and Will be larger for points toWards the bottom of 
the image than for points further up. In that case, expressions 
for um, and utX are 

Since, for small rotations around the vertical “Y,” axis, the 
angle of rotation WY is approximately 

1 
Wy z (36) 

Z 

IX (37) 

Ml fl _ Z 
um lflX [Z 

It Will be appreciated that values for tY, the component of the 
translation t in the vertical direction, and WX and W2, the X 
and Z components of rotation W, Will be Zero. Accordingly, 
after the ego-motion estimation system processor 14 
receives a neW image IF‘, it Will determine the values for t1 
and t3, the components of the translation t in the forWard 
(along the Z axis) and side (along the X axis) directions, and 
WY, the component of rotation around the vertical (Y) axis. 
In that operation, the ego-motion estimation system proces 
sor 14 Will generate an initial estimate as to the motion (step 
150, FIG. 3) and use that initial estimate to generate a 
Warped image 1P‘ (step 151). The ego-motion estimation 
system processor 14 can use information from a number of 
sources in connection With generating the initial estimate 
(step 150), including information from, for example, the 
vehicle 10’s speedometer. Thereafter, the ego-motion esti 
mation system processor 14 divides the image III and 1P‘ into 
patches (step 152) and determines Which patches are likely 
to comprise images of the roadWay (step 153). In determin 
ing Which patches are likely to comprise images of the 
roadWay (reference step 153), the ego-motion estimation 
system processor 14 can generate an SSD (equation 16) for 
corresponding patches in the images III and II" and determine 
that patches in the Warped image 1P‘ that comprise images of 
the roadWay Will be those patches With a relatively high SSD 
value. The ego-motion estimation system processor 14 then 
uses the patches identi?ed in step 153 to minimiZe a cost 
function of the form 

x,yeR i 

Where W1 and W2 are Weighting matrices that essentially 
describe con?dence in the priors or smoothness values (step 
154). Equation (38) can be formaliZed in the form of a 
Kalman ?lter, and the value of “p” can be selected to be one 
or tWo depending on Whether the L1 or L2 norm is to be used. 
As noted above, for methodologies described above in 

connection With both FIGS. 2 and 3, the ego-motion esti 
mation system processor 14 Will initially rectify the images 
as received from the camera 13. In the above description, the 
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images I and I‘ are images as recti?ed by the ego-motion 
estimation system processor 14. To rectify the images as 
received from the camera 13, the camera 13 Will need to be 
calibrated during a calibration operation prior to use in 
connection With recording images for use in estimating 
vehicle 10 motion as described above. Before describing 
operations to be performed during calibration, it Would be 
helpful to consider the effects of incorrect calibration. If, for 
example, a vehicle is driving along a straight road, and if the 
optical axis of the camera is aligned With the direction of 
motion, the How ?eld of successively recorded images Will 
be an expansion ?eld With the focus of expansion located at 
the center of the respective images, that is, at the origin 
(x,y)=(0,0) of the image’s rectilinear coordinate system. On 
the other hand, if the camera is mounted on the vehicle With 
a small rotation around the vertical (“Y”) axis in three 
dimensional space, then the focus of expansion Will be 
displaced along the image’s horiZontal (“x”) axis. In that 
case, the motion model de?ned by equation (11) Will not 
account for the How ?eld, but Will be Well approximated by 
a forWard translation and a rotational velocity Wy around the 
vertical (“Y”) axis. 

Accordingly, errors in the orientation of the camera 
around the vertical (“Y”) axis in three dimensional space 
Will create a bias in the rotation estimate, in Which case a 
curved path Would be estimated instead of a straight path. 
Similarly, errors in the camera’s orientation around the 
horiZontal (“X”) axis in three dimensional space Will cause 
a bias in the pitch estimate. Based on these observations, a 
calibration operation can be performed by having the camera 
record a sequence of images While the vehicle is being 
driven doWn a straight roadWay. The vehicle’s ego-motion is 
estimated as described above in connection With FIG. 2 or 
3, and calibration parameters are estimated that Would cause 
the ego-motion to integrate into a straight path. 
The invention provides a number of advantages. In 

particular, the invention provides an arrangement for deter 
mining ego-motion of a vehicle 10 on a roadWay from a 
series of images recorded by a camera 13 mounted on the 
vehicle 10, at least a portion of the images comprising 
projections of the roadWay, and Without requiring mechani 
cal sensors Which are normally not provided With a vehicle 
10 and that Would, if provided, increase the cost and 
maintenance expenses thereof. 

It Will be appreciated that a system in accordance With the 
invention can be constructed in Whole or in part from special 
purpose hardWare or a general purpose computer system, or 
any combination thereof, any portion of Which may be 
controlled by a suitable program. Any program may in 
Whole or in part comprise part of or be stored on the system 
in a conventional manner, or it may in Whole or in part be 
provided in to the system over a netWork or other mecha 
nism for transferring information in a conventional manner. 
In addition, it Will be appreciated that the system may be 
operated and/or otherWise controlled by means of informa 
tion provided by an operator using operator input elements 
(not shoWn) Which may be connected directly to the system 
or Which may transfer the information to the system over a 
netWork or other mechanism for transferring information in 
a conventional manner. 

The foregoing description has been limited to a speci?c 
embodiment of this invention. It Will be apparent, hoWever, 
that various variations and modi?cations may be made to the 
invention, With the attainment of some or all of the advan 
tages of the invention. It is the object of the appended claims 
to cover these and such other variations and modi?cations as 
come Within the true spirit and scope of the invention. 
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What is claimed as neW and desired to be secured by 
Letters Patent of the United States is: 

1. An ego-motion determination system for generating an 
estimate as to the ego-motion of a vehicle moving along a 
roadWay comprising: 

A. an image receiver con?gured to receive image infor 
mation relating to a series of at least tWo images 
recorded as the vehicle moves along a roadWay; and 

B. a processor con?gured to process the image informa 
tion received by the image receiver to generate an 
ego-motion estimate of the vehicle relative to the 
roadWay. 

2. An ego-motion determination system as de?ned in 
claim 1 in Which the processor is con?gured to generate the 
ego-motion estimate in relation to the likelihood that at least 
one difference betWeen an image ‘P‘ and a previously 
recorded image ‘P Was due to a motion In as betWeen the tWo 
images. 

3. An ego-motion determination system as de?ned in 
claim 2 in Which the processor is con?gured to generate the 
ego-motion estimate in relation to portions of the respective 
images ‘P‘ and ‘P that are likely to represent projections of 
the roadWay. 

4. An ego-motion determination system as de?ned in 
claim 3 in Which the processor comprises: 

A. a patch generator con?gured to divide respective 
images ‘P‘ and ‘P into a plurality of respective patches 
Wi‘ and Wi; 

B. a con?dence value generator con?gured to generate for 
respective patches Wi‘ and Wi at least one con?dence 
value representative of the con?dence that the respec 
tive patch represents a projection of the roadWay; 

C. a search generator con?gured to perform a search 
operation to identify the motion In that has a selected 
relationship in connection With a probability density 
function in relation to motions for the respective 
patches and the at least one con?dence value. 

5. An ego-motion determination system as de?ned in 
claim 4 in Which the search generator is con?gured to 
perform the search operation to determine the motion In that 
maXimiZes the probability density function in relation to the 
respective patches. 

6. An ego-motion determination system as de?ned in 
claim 5 in Which the search generator is con?gured to 
perform the search operation to determine the motion In that 
maXimiZes the probability density function de?ned by 

Z Pvhl WI. Wok-ma 

Where 

represents a probability density function relating the respec 
tive “i-th” patches Wi and Wi‘, Where S(m) represents the 
sum of squared difference betWeen the patch Wi and the 
corresponding patch Wi‘ Warped according to the motion m, 
and o is a function of noise in the respective images, and “c” 
is a normaliZation factor; 

(ii) >\..i and (X,- are Weighting functions Whose values re?ect 
the con?dence that the respective “i-th” patch is a 
projection of the roadWay; and 
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(iii) [3i is a gradient strength function Whose value re?ects 

the degree to Which the image in the respective “i-th” 
patch contains a teXture. 

7. An ego-motion determination system as de?ned in 
claim 6 in Which the search generator is con?gured to 
generate the sum of squared difference S(m) for the respec 
tive “i-th” patches in accordance With 

S<?1>= % Z ("706. y) — W. y>)2. 
x,yeR 

Where “R” represents the region associated With the respec 
tive “i-th” patch, and ‘P‘ represents the region of the respec 
tive image ‘P‘ Warped in accordance With the motion m. 

8. An ego-motion determination system as de?ned in 
claim 6 in Which the search generator is con?gured to 
generate at least one value for the Weighting function )ti in 
accordance With 

Where 

for all meM is the value for the best ?t in a local search 
region, and 

for all meL is the value for the best ?t over all possible image 
motions. 

9. An ego-motion determination system as de?ned in 
claim 6 in Which the search generator is con?gured to 
generate at least one value for the Weighting function (Xi to 
re?ect the degree to Which projections of a line in the 
respective patch Wi, Wi‘ is horiZontal and parallel to the 
direction of the roadWay or horiZontal and perpendicular to 
the direction of the roadWay, and not vertical. 

10. An ego-motion determination system as de?ned in 
claim 9 in Which the search generator is con?gured to 
generate at least one value for the Weighting function (Xi in 
relation to a gradient in luminance at respective points in the 
respective patch Wi, Wi‘. 

11. An ego-motion determination system as de?ned in 
claim 6 in Which the search generator is con?gured to 
generate at least one value for the gradient strength function 
[3i in accordance With 

*1 (5) 
S117?!) 26% 0-2] 

rheL 

[1: 

Where S(m) represents the sum of squared difference 
betWeen the patch Wi and the corresponding patch Wi‘ 
Warped according to the motion m, and o is a function of 
noise in the respective images. 

12. An ego-motion determination system as de?ned in 
claim 11 in Which the search generator is con?gured to 
generate the sum of squared difference S(m) for the respec 
tive “i-th” patches in accordance With 
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Where “R” represents the region associated With the respec 
tive “i-th” patch, and ‘P‘ represents the region of the respec 
tive image ‘P‘ Warped in accordance With the motion m. 

13. An ego-motion determination method for generating 
an estimate as to the ego-motion of a vehicle moving along 
a roadWay comprising the steps of: 

A. an image information receiving step comprising the 
step of receiving image information relating to a series 
of at least tWo images recorded as the vehicle moves 
along a roadWay; and 

B. an image information processing step comprising the 
step of processing the image information received by 
the image receiver to generate an ego-motion estimate 
of the vehicle relative to the roadWay. 

14. An ego-motion determination method as de?ned in 
claim 13 in Which the processing step includes the step of 
generating the ego-motion estimate in relation to the likeli 
hood that at least one difference betWeen an image ‘P‘ and a 
previously-recorded image ‘P Was due to a motion In as 
betWeen the tWo images. 

15. An ego-motion determination method as de?ned in 
claim 14 in Which the processing step includes the step of 
generating the ego-motion estimate in relation to portions of 
the respective images ‘P‘ and ‘P that are likely to represent 
projections of the roadWay. 

16. An ego-motion determination method as de?ned in 
claim 15 in Which the processing step includes: 

A. a patch generation step of dividing respective images 
‘P‘ and ‘P into a plurality of respective patches Wi‘ and 
Wi; 

B. a con?dence value generation step of generating for 
respective patches Wi‘ and Wi at least one con?dence 
value representative of the con?dence that the respec 
tive patch represents a projection of the roadWay; 

C. a search generation step of performing a search opera 
tion to identify the motion In that has a selected 
relationship in connection With a probability density 
function in relation to motions for the respective 
patches and the at least one con?dence value. 

17. An ego-motion determination method as de?ned in 
claim 16 in Which the search generation step includes the 
step of performing the search operation to determine the 
motion In that maXimiZes the probability density function in 
relation to the respective patches. 

18. An ego-motion determination method as de?ned in 
claim 17 in Which the search generation step includes the 
step of performing the search operation to determine the 
motion In that maXimiZes the probability density function 
de?ned by 

Where 

represents a probability density function relating the respec 
tive “i-th” patches Wi and Wi‘, Where S(m) represents the 

10 

15 

25 

35 

45 

55 

65 

16 
sum of squared difference betWeen the patch Wi and the 
corresponding patch Wi‘ Warped according to the motion m, 
and o is a function of noise in the respective images, and “c” 
is a normaliZation factor; 

(ii) )\..i and (xi are Weighting functions Whose values re?ect 
the con?dence that the respective “i-th” patch is a 
projection of the roadWay; and 

(iii) [3i is a gradient strength function Whose value re?ects 
the degree to Which the image in the respective “i-th” 
patch contains a teXture. 

19. An ego-motion determination method as de?ned in 
claim 18 in Which the search generation step includes the 
step of generating the sum of squared difference S(m) for the 
respective “i-th” patches in accordance With 

x,yeR 

Where “R” represents the region associated With the respec 
tive “i-th” patch, and ‘P‘ represents the region of the respec 
tive image ‘P‘ Warped in accordance With the motion m. 

20. An ego-motion determination method as de?ned in 
claim 18 in Which the search generation step includes the 
step of generating at least one value for the Weighting 
function )ti in accordance With 

Where 

for all meM is the value for the best ?t in a local search 
region, and 

for all meL is the value for the best ?t over all possible image 
motions. 

21. An ego-motion determination method as de?ned in 
claim 18 in Which the search generation step includes the 
step of generating at least one value for the Weighting 
function (xi to re?ect the degree to Which projections of a line 
in the respective patch Wi, Wi‘ is horiZontal and parallel to 
the direction of the roadWay or horiZontal and perpendicular 
to the direction of the roadWay, and not vertical. 

22. An ego-motion determination method as de?ned in 
claim 21 in Which the search generation step includes the 
step of generating at least one value for the Weighting 
function (Xi in relation to a gradient in luminance at respec 

tive points in the respective patch Wi, Wi‘. 
23. An ego-motion determination method as de?ned in 

claim 18 in Which the search generation step includes the 
step of generating generate at least one value for the gradient 
strength function [3,- in accordance With 
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Where S(m) represents the sum of squared difference 
between the patch Wi and the corresponding patch Wi‘ 
Warped according to the motion m, and o is a function of 
noise in the respective images. 

24. An ego-motion determination method as de?ned in 
claim 23 in Which the search generation step includes the 
step of generating the sum of squared difference S(m) for the 
respective “i-th” patches in accordance With 

x,yeR 

Where “R” represents the region associated With the respec 
tive “i-th” patch, and 1i" represents the region of the respec 
tive image II" Warped in accordance With the motion m. 

25. A computer program product as de?ned in claim 24 in 
Which the processor module is con?gured to enable the 
computer to generate the ego-motion estimate in relation to 
portions of the respective images 11" and IP that are likely to 
represent projections of the roadWay. 

26. A computer program product as de?ned in claim 25 in 
Which the processor module comprises: 

A. a patch generator module con?gured to enable the 
computer to divide respective images 11" and IP into a 
plurality of respective patches Wi‘ and Wi; 

B. a con?dence value generator module con?gured to 
enable the computer to generate for respective patches 
Wi‘ and Wi at least one con?dence value representative 
of the con?dence that the respective patch represents a 
projection of the roadWay; 

C. a search generator module con?gured to enable the 
computer to perform a search operation to identify the 
motion In that has a selected relationship in connection 
With a probability density function in relation to 
motions for the respective patches and the at least one 
con?dence value. 

27. A computer program product as de?ned in claim 26 in 
Which the search generator module is con?gured to enable 
the computer to perform the search operation to determine 
the motion In that maXimiZes the probability density func 
tion in relation to the respective patches. 

28. A computer program product as de?ned in claim 27 in 
Which the search generator module is con?gured to enable 
the computer to perform the search operation to determine 
the motion In that maXimiZes the probability density func 
tion de?ned by 

Where 

~15) 

represents a probability density function relating the respec 
tive “i-th” patches Wi and Wi‘, Where S(m) represents the 
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sum of squared difference betWeen the patch Wi and the 
corresponding patch Wi‘ Warped according to the motion m, 
and o is a function of noise in the respective images, and “c” 
is a normaliZation factor; 

(ii) >\..i and (xi are Weighting functions Whose values re?ect 
the con?dence that the respective “i-th” patch is a 
projection of the roadWay; and 

(iii) [3i is a gradient strength function Whose value re?ects 
the degree to Which the image in the respective “i-th” 
patch contains a teXture. 

29. Acomputer program product as de?ned in claim 28 in 
Which the search generator module is con?gured to enable 
the computer to generate the sum of squared difference S(m) 
for the respective “i-th” patches in accordance With 

x,yeR 

Where “R” represents the region associated With the respec 
tive “i-th” patch, and 1i" represents the region of the respec 
tive image 11" Warped in accordance With the motion m. 

30. A computer program product as de?ned in claim 28 in 
Which the search generator module is con?gured to generate 
at least one value for the Weighting function )ti in accordance 
With 

Where 

for all meM is the value for the best ?t in a local search 
region, and 

for all meL is the value for the best ?t over all possible image 
motions. 

31. A computer program product as de?ned in claim 28 in 
Which the search generator module is con?gured to enable 
the computer to generate at least one value for the Weighting 
function (xi to re?ect the degree to Which projections of a line 
in the respective patch Wi, Wi‘ is horiZontal and parallel to 
the direction of the roadWay or horiZontal and perpendicular 
to the direction of the roadWay, and not vertical. 

32. A computer program product as de?ned in claim 31 in 
Which the search generator module is con?gured to enable 
the computer to generate at least one value for the Weighting 
function (Xi in relation to a gradient in luminance at respec 

tive points in the respective patch Wi, Wi‘. 
33. A computer program product as de?ned in claim 28 in 

Which the search generator module is con?gured to enable 
the computer to generate at least one value for the gradient 
strength function [3,- in accordance With 
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(15) 

Where S(m) represents the sum of squared difference 
between the patch Wi and the corresponding patch W1‘ 
Warped according to the motion m, and o is a function of 
noise in the respective images. 

34. A computer program product as de?ned in claim 33 in 
Which the search generator module is con?gured to enable 
the computer to generate the sum of squared difference S(m) 
for the respective “i-th” patches in accordance With 

A l A, 2 

SW) = W Z ("1 (x. y) we. w) . 
x,yeR 

Where “R” represents the region associated With the respec 
tive “i-th” patch, and 11" represents the region of the respec 
tive image II" Warped in accordance With the motion m. 
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35. A computer program product for use in connection 

With a computer to provide an ego-motion determination 
system for generating an estimate as to the ego-motion of a 
vehicle moving along a roadWay, the computer program 
product comprising a computer readable medium having 
encoded thereon: 

A. an image receiver module con?gured to enable the 
computer to receive image information relating to a 
series of at least tWo images recorded as the vehicle 
moves along a roadWay; and 

B. a processor module con?gured to enable the computer 
to process the image information received by the image 
receiver module to generate an ego-motion estimate of 
the vehicle relative to the roadWay. 

36. Acomputer program product as de?ned in claim 35 in 
Which the processor module is con?gured to enable the 
computer to generate the ego-motion estimate in relation to 
the likelihood that at least one difference betWeen an image 
11" and a previously-recorded image IP Was due to a motion 
In as betWeen the tWo images. 

* * * * * 


