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(57) ABSTRACT 

A method for managing a ?ash memory, a method for 
leveling the Wear of blocks in a ?ash memory, and a method 
for managing a ?le system for a ?ash memory are provided. 
The method for managing a ?ash memory includes: if 
changing of data of a data block recorded in a data area is 
requested, recording the data block having changed data in 
an alternative area and recording mapping information of the 
data block recorded in the alternative area in a mapping area; 
and if changing of data of the data block recorded in the 
alternative area is requested, recording a data block having 
changed data in the data area and deleting the mapping 
information recorded in the alternative area from the map 
ping area. 
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FIG. 2A (PRIOR ART) 
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METHOD FOR MANAGING FLASH MEMORY 

BACKGROUND OF THE INVENTION 

[0001] This application claims the priority of Korean 
Patent Application No. 2002-44301, ?led on Jul. 26, 2002, 
in the Korean Intellectual Property Of?ce, the disclosure of 
Which is incorporated herein in its entirety by reference. 

[0002] 1. Field of the Invention 

[0003] The present invention relates to a method for 
managing a ?ash memory, a method for leveling the Wear of 
blocks in a ?ash memory, and a method for managing a ?le 
system for a ?ash memory. 

[0004] 2. Description of the Related Art 

[0005] A ?ash memory is a type of highly-integrated 
nonvolatile memory that can be electrically erased and 
reprogrammed. The ?ash memory has not only the advan 
tage of a read only memory (ROM) that can be freely 
recorded and deleted, but also the advantage of a random 
access memory (RAM) that can save stored data even When 
poWer is removed. Thus, these days, the ?ash memory is 
Widely used as a storage medium in portable electronic 
products such as digital cameras, personal digital assistants 
(PDAs), or MP3 players. 

[0006] The ?ash memory is very different from other 
existing memory in that memory data are changed through 
electrical erasure and programming and this changing of 
memory data is non-atomic. In an initial state, each bit of a 
?ash memory has a value of 1. Also, in order to record data 
in a predetermined location, one bit can be changed from 1 
to 0. HoWever, a bit recorded as 0 cannot be restored to 1. 
Thus, in order to change data recorded in a predetermined 
location, only When a predetermined amount of a memory 
block containing a corresponding location is reinitialiZed to 
1 after undergoing electrical erasure, data can be recorded 
again. 

[0007] When a ?le system performs a Write operation 
directly using a physical address of the ?ash memory 
Without performing a predetermined function of mapping 
blocks, memory required to map blocks can be saved. 
HoWever, in this case, due to the non-atomic characteristics 
of changing of the ?ash memory, problems occur. That is, 
When errors occur before neW data are recorded after a 

corresponding memory block is electrically erased so as to 
change data recorded in a predetermined location, existing 
data are not left in the corresponding memory block, neW 
data are not recorded in the corresponding memory block, 
and different data remain in the corresponding memory 
block. HoWever, an existing ?le system cannot master this 
situation caused by the non-atomic characteristics. 

[0008] Thus, a ?ash translation layer (FTL) Which is a 
softWare unit for mapping blocks so that a ?le system can 
use a ?ash memory as a block unit such as a hard disc, is 
required. A layer 100 of a ?le system for a ?ash memory 
including an FTL is schematically shoWn in FIG. 1. 

[0009] When a ?le system 110 provides information on a 
logical location of a corresponding ?le to an FTL 120, the 
FTL 120 translates the information on the logical location 
provided by the ?le system 110 into information on a 
physical location of the corresponding ?le using mapping 
information. Also, When the FTL 120 requests a device 
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driver 130 to Work on the corresponding ?le using the 
information on the physical location of the corresponding 
?le, the device driver 130 performs an operation on a ?le 
recorded in a ?ash memory 140 using the information on the 
physical location of the corresponding ?le. 

[0010] The ?ash memory 140 has a structure composed of 
blocks and pages. The siZes of a block and a page may be 
determined by each product using the ?ash memory. As an 
example, a ?ash memory having a siZe of 16 megabytes, a 
block siZe of 16 kilobytes, and a page siZe of 512 bytes 
includes 1024 blocks, and each of the blocks includes 32 
pages. In this case, recording and reading of data is per 
formed in units of pages, and electrical erasure is executed 
in units of blocks. 

[0011] HoWever, as the capacity of the ?ash memory 
becomes larger, the memory portion required to map blocks 
performed by the FTL increases. 

[0012] The structure of a conventional ?ash memory is 
shoWn in FIG. 2A. A mapping table of data and mapping 
information of a data block is recorded in a ?ash memory 
200. The mapping table is distributed over several blocks of 
the ?ash memory and includes a ?rst mapping table 210, a 
second mapping table 220, a third mapping table 230, and a 
fourth mapping table 240. Likewise, since mapping infor 
mation of a data block is distributed over several blocks of 
the ?ash memory, in order to read or Write data, the entire 
mapping table should be made by adding a plurality of 
mapping tables distributed over the ?ash memory 200 to one 
another, as shoWn in FIG. 2B. Thus, in order to perform a 
?ash memory operation in the prior art, the entire mapping 
table should be made such that an operational time is 
delayed. Also, since mapping information of all data should 
be included in the mapping table, the siZe of the mapping 
table increases, thereby Wasting a large portion of the ?ash 
memory. 

[0013] Each block in the ?ash memory Wherein data can 
be recorded has a limited life span. The life span has a close 
relationship With the number of electrical erasures executed 
in each block. That is, When the number of electrical 
erasures increases over a predetermined number, problems 
may occur When data are recorded. The number of electrical 
erasures is generally limited to a hundred thousand through 
a million and determined by each product using the ?ash 
memory. 

[0014] When electrical erasures are executed repeatedly 
only in a particular block, only the life span of the particular 
block is shortened, and thus, data cannot be recorded in that 
block any more. Thus, a method for leveling the Wear of 
blocks in a ?ash memory, by Which electrical erasures are 
prevented from being repeatedly executed only in a particu 
lar block and performed uniformly in all blocks such that the 
life spans of all blocks are the same, has been proposed. 

[0015] In an existing method for leveling the Wear of 
blocks in a ?ash memory, information on the number of 
electrical erasures in all data blocks of the ?ash memory is 
maintained in each data block of the ?ash memory, thereby 
causing a Waste of memory capacity, making it difficult to 
manage the memory, and causing functional overhead. 

SUMMARY OF THE INVENTION 

[0016] The present invention provides a method for man 
aging a ?ash memory, a method for Writing data in a ?ash 
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memory, a method for reading data from a ?ash memory, by 
Which the required capacity of the memory is reduced and an 
operational time of a system is reduced When a ?ash 
transition layer (Fit) is implemented, and a ?ash memory 
using the same. 

[0017] The present invention further provides a method 
for leveling the Wear of blocks in a ?ash memory and a 
system for leveling the Wear of blocks in a ?ash memory, by 
Which an entire block of the ?ash memory is uniformly used 
and erased Without any functional overhead such that the life 
span of all blocks in the ?ash memory is the same. 

[0018] The present invention further provides a method 
for managing a ?le system for a ?ash memory, a method for 
updating ?les in a ?ash memory, and a ?le system for a ?ash 
memory, by Which predetermined data is excluded from a 
transaction such that the overall performances of the ?le 
system for the ?ash memory are improved. 

[0019] Accordingly, according to an aspect of the present 
invention, there is provided a method for managing a ?ash 
memory. The method comprises: if changing of data of a 
data block recorded in a data area is requested, recording the 
data block having changed data in an alternative area and 
recording mapping information of the data block recorded in 
the alternative area in a mapping area, and if changing of 
data of the data block recorded in the alternative area is 
requested, recording a data block having changed data in the 
data area and deleting the mapping information recorded in 
the alternative area from the mapping area. 

[0020] Preferably, the mapping information is a logical 
block number of the data block. 

[0021] Preferably, if the changed data of the data block are 
recorded in the alternative area, the changed data are 
recorded in a temporary block of the alternative area. 

[0022] Preferably, if the changed data of the data block are 
recorded in the data block, the changed data are recorded in 
a location of the data area corresponding to the logical block 
number of the data block. 

[0023] According to another aspect of the present inven 
tion, there is provided a method for Writing data in a ?ash 
memory Which comprises a data area, in Which changed data 
of a data block recorded in an alternative area are recorded, 
an alternative area, in Which the changed data of the data 
block recorded in the data area are recorded, and a mapping 
area containing mapping information of the data block 
included in the alternative area. The method comprises 
receiving a data block Write request in the ?ash memory, 
searching mapping information on the data block to be 
requested to Write in the mapping area, if there is no 
mapping information on the data block to be requested to 
Write, Writing the data block to be requested to Write in the 
alternative area and recording the mapping information on 
the data block in the mapping area, and if there is mapping 
information on the data block to be requested to Write, 
Writing the data block to be requested to Write in the data 
area and deleting the mapping information on the data block 
to be requested to Write from the mapping area. 

[0024] According to another aspect of the present inven 
tion, there is provided a method for reading data from a ?ash 
memory Which comprises a data area, in Which changed data 
of a data block recorded in an alternative area are recorded, 
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an alternative area, in Which the changed data of the data 
block recorded in the data area are recorded, and a mapping 
area containing mapping information of the data block 
included in the alternative area. The method comprises 
receiving a data block read request in a ?ash memory, 
searching mapping information on the data block to be 
requested to read in the mapping area; if there is no mapping 
information on the data block to be requested to read, 
reading the data block to be requested to read from the data 
area; if there is mapping information on the data block to be 
requested to read, reading the data block to be requested to 
read from the alternative area. 

[0025] According to another aspect of the present inven 
tion, there is provided a ?ash memory. The ?ash memory 
includes a data area in Which changed data of a data block 
are recorded When changing of data of a data block recorded 
in an alternative area is requested, an alternative area in 
Which the changed data of the data block are recorded When 
changing of data of a data block recorded in the data area is 
requested, and a mapping area in Which a mapping table 
containing mapping information of the data block recorded 
in the alternative area is recorded and from Which the 
mapping information of the data block is removed When the 
changed data of data block are recorded in the data area. 

[0026] Preferably, the method further comprises a master 
block containing information on the data area, the alterna 
tive area, and the mapping area. 

[0027] Preferably, a physical block number of the data 
block existing in the data area corresponds to a logical block 
number on a one-to-one basis. 

[0028] Preferably, the alternative area includes a predeter 
mined number of blocks, each of the blocks includes a 
predetermined number of pages, and a ?rst mapping table is 
recorded in a ?rst page of a ?rst block, and a second table, 
in Which the contents of the ?rst mapping table are changed, 
is recorded in a second page of the ?rst block, and if all of 
the pages of the ?rst block are recorded, an n-th mapping 
table is recorded in a ?rst page of a second block. 

[0029] According to another aspect of the present inven 
tion, there is provided a method for leveling the Wear of 
blocks in a ?ash memory. The method comprises a ?rst step 
of recording information on the number of electrical era 
sures of a data block on Which electrical erasure is executed 

after a ?le system starts, and if the number of electrical 
erasures of the data block exceeds a predetermined threshold 
value, a second step of exchanging the data block With a data 
block having a smaller number of electrical erasures. 

[0030] Preferably, the second step comprises determining 
Whether an unused physical block exists, if the unused 
physical block exists, exchanging the location of the data 
block With the location of the unused physical block, and if 
the unused physical block does not exist, exchanging the 
location of the data block With a physical block having the 
number of electrical erasures smaller than the number of 
electrical erasures of the data block. 

[0031] Preferably, information on the number of electrical 
erasure is recorded in a random access memory 

[0032] According to another aspect of the present inven 
tion, there is provided a system for leveling the Wear of 
blocks in a ?ash memory. The system includes a ?ash 
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memory in Which a data block is recorded, and a Wear 
leveling list in Which information on the number of electrical 
erasures of the data block on Which electrical erasure is 
executed after a ?le system starts is recorded. 

[0033] Preferably, the Wear leveling list is recorded in a 
random access memory 

[0034] Preferably, information on the number of electrical 
erasures recently eXecuted on data blocks after a ?le system 
starts is recorded in the Wear leveling list. 

[0035] Preferably, a data block of Which the number of 
electrical erasures eXceeds a predetermined threshold value 
is exchanged With a data block having the smallest number 
of electrical erasures. 

[0036] According to another aspect of the present inven 
tion, there is provided a method for managing a ?le system 
for a ?ash memory including a ?le area and a ?le allocation 
table (FAT) area. The method comprises recording informa 
tion on a cluster of a ?le recorded in the ?le area in the FAT 
area, if changing of the ?le is requested, recording the 
changed ?le in a neW cluster, and re?ecting information on 
the neW cluster on the information on the cluster recorded in 
the FAT area. 

[0037] According to another aspect of the present inven 
tion, there is provided a method for updating ?les in a ?ash 
memory. The method comprises recording information on a 
neXt cluster of a ?le recorded in a data area in an entry of a 
?le allocation table (FAT) area having an entry correspond 
ing to each cluster in the data area, if data updating of a 
cluster COld included in the ?le is requested, recording 
updated data in a neW cluster CHEW, and modifying the 
information on the neXt cluster so that the neW cluster Cnew 
is connected to the entry of the FAT area instead of the 
cluster Cold. 

[0038] Preferably, the method further comprises recording 
information on a ?rst cluster of the ?le in a root directory 
area. 

[0039] Preferably, recording of information on the cluster 
in the entry of the FAT area is performed by atomic Write, 
and recording of ?le data in the cluster of the data area is 
performed by non-atomic Write. 

[0040] According to another aspect of the present inven 
tion, there is provided a ?ash memory ?le system. The 
system includes a data area in Which a ?le comprised of one 
or more clusters is recorded, a root directory area containing 
information on a ?rst cluster of the ?le recorded in the data 
area, and a ?le allocation table (FAT) area Which contains an 
entry corresponding to each cluster and in the entry of Which 
information on a neXt cluster of the ?le recorded in the data 
area is recorded. If changing of data of a predetermined 
cluster forming the ?le is requested, the changed data is 
recorded in a neW cluster, and information on the neW cluster 
is connected to the information on the cluster of the ?le 
recorded in the FAT area. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0041] The above and other aspects and advantages of the 
present invention Will become more apparent by describing 
in detail preferred embodiments thereof With reference to the 
attached draWings in Which: 
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[0042] FIG. 1 illustrates layers of a ?le system for a ?ash 
memory; 

[0043] FIG. 2A illustrates a ?ash memory in Which map 
ping tables and data are stored according to the prior art; 

[0044] 
[0045] FIG. 3 illustrates a ?ash memory according to the 
present invention; 

[0046] FIGS. 4A and 4B illustrate a data updating opera 
tion in the ?ash memory shoWn in FIG. 3; 

FIG. 2B illustrate a mapping table in the prior art; 

[0047] FIG. 5 illustrates a mapping table according to the 
present invention; 

[0048] FIGS. 6A and 6B illustrate a method for recording 
mapping tables in the ?ash memory shoWn in FIG. 3; 

[0049] FIG. 7 shoWs a ?oWchart illustrating a method for 
reading data from a ?ash memory according to the present 
invention; 
[0050] FIG. 8 shoWs a ?oWchart illustrating a method for 
Writing data in a ?ash memory according to the present 
invention; 
[0051] FIG. 9 shoWs a ?oWchart illustrating a method for 
leveling the Wear of blocks in a ?ash memory according to 
the present invention; 

[0052] FIGS. 10A and 10B illustrate a memory and a 
RAM for leveling the Wear of blocks in a ?ash memory 
according to the present invention; 

[0053] FIGS. 11A and 11B illustrate a memory and a 
RAM for leveling the Wear of blocks in a ?ash memory 
according to the present invention; 

[0054] FIG. 12 illustrates a mapping area in Which a 
physical address change table is stored according to the 
present invention; 

[0055] FIGS. 13A and 13B illustrate a method for chang 
ing clusters of a ?le system for a ?ash memory according to 
the present invention; and 

[0056] FIG. 14 shoWs a ?oWchart illustrating the step of 
Writing ?les in the method for changing clusters of a ?le 
system for a ?ash memory according to the present inven 
tion. 

DETAILED DESCRIPTION OF THE 
INVENTION 

[0057] Hereinafter, the present invention Will be described 
in detail With reference to the accompanying draWings. 

[0058] The structure of a ?ash memory 300 according to 
the present invention is shoWn in FIG. 3. The ?ash memory 
300 includes a master block 310, a mapping area 320, a data 
area 330, and an alternative area 340. As shoWn in FIG. 3, 
When the ?ash memory 200 includes n blocks, the ?ash 
memory includes a master block occupying one block, a 
mapping area occupying tWo blocks, an alternative area 
occupying s blocks, and a data area occupying n-s-3 blocks. 

[0059] Also, a physical block number indicative of a 
physical location of the ?ash memory is from 0, Which is a 
starting location of the ?ash memory, to n-1, and a logical 
block number indicative of an address of a data area in 
Which actual valid data are recorded is from 0, Which is a 
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starting location of the data area, to n-s-4. In the present 
embodiment, the logical block number and the physical 
block number are in a one-to-one correspondence. For 
example, a logical block number 0 corresponds to a physical 
block number 3. 

[0060] The master block 310 is placed in the physical 
block number 0 and has a table by Which the locations and 
siZes of a mapping area, a data area, and an alternative area 
are de?ned. In particular, When there are bad blocks in the 
memory 300, information on the bad blocks is recorded in 
the master block 310, and the master block 310 With the 
information on the bad blocks properly excludes the bad 
blocks. 

[0061] The mapping area 320 is placed in physical block 
numbers 1 and 2 and has a table by Which mapping infor 
mation on each block existing in the alternative area 340 is 
recorded. Although the mapping area 320 in tWo blocks is 
shoWn in FIG. 3, the mapping area 320 is not limited to 
these tWo blocks. The mapping area 320 is not distributed 
over several locations of the ?ash memory but in a prede 
termined location, i.e., behind the master block 310. Thus, 
the entire ?ash memory does not need to be checked so as 
to ?nd a mapping table. 

[0062] Data are recorded in the data area 330 and the 
alternative area 340. That is, data are initially recorded in the 
data area 330, recorded in the alternative area 340 When the 
data recorded in the data area 330 is changed, and recorded 
in the data area 330 When the data recorded in the alternative 
area 340 is changed again. The data area 330 and the 
alternative area 340 shoWn in FIG. 3 include n-s-3 blocks 
and s blocks, respectively. 

[0063] Physical block numbers of each block existing in 
the data area 330 correspond to logical block numbers in a 
one-to-one correspondence. Thus, an additional mapping 
table for mapping logical block numbers to physical block 
numbers is not needed, and logical block numbers can be 
changed by performing a simple operation on physical block 
numbers. When neW data are recorded in a block placed in 
the data area 330, the neW data are recorded at an unused 
page. MeanWhile, When existing data recorded in the block 
placed in the data area 330 are changed, changed contents 
should be recorded not in an original block but in an 
additional block. When at least one of the pages contained 
in the block is changed, the entire block is recorded again. 
In this case, one block among s blocks of the alternative area 
340 is selected and recorded. Also, information on blocks 
existing in the alternative area 340 is managed by a mapping 
table. When data of the block placed in the alternative area 
340 is changed again, a corresponding block is recorded in 
the original block placed in the data area 330. 

[0064] Also, atomic Write is supported as many times as 
the number of blocks contained in the alternative area 340. 
That is, When ?ve blocks are contained in the alternative 
area 340, atomic Write can be supported as many times as the 
?ve blocks. 

[0065] An example of a method for alternatively mapping 
blocks according to the present invention Will be described 
With reference to FIGS. 4A and 4B. 

[0066] As shoWn in FIG. 4A, a logical block number 0 is 
placed in a physical block number 3, and a logical block 
number 3 is placed in a physical block number 6. When 
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changing of data recorded in the logical block number 0 is 
requested, a data block having changed data of the logical 
block number 0 is recorded in one block of the alternative 
area 340, i.e., in a physical block number n-s, and location 
information on the physical block number n-s is recorded in 
the mapping table existing in the mapping area 320. When 
changing of data recorded in the logical block number 3 is 
requested, a data block having changed data of the logical 
block number 3 is recorded in one block of the alternative 
area 340, i.e., in a physical block number n-s+1, and location 
information on the physical block number n-s+1 is recorded 
in the mapping table existing in the mapping area 320. When 
changing of data existing in the data area 330 is requested 
and are recorded in the alternative area 340, blocks of 
changed contents may be placed in any block among s 
blocks of the alternative area 340. 

[0067] Subsequently, When changing of data having the 
logical block number 0 placed in the alternative area 340 is 
requested, as shoWn in FIG. 4B, a data block having 
changed data of the logical block number 0 is recorded in the 
physical block number 3 of the data area 330, and location 
information of the corresponding alternative area 340 is 
deleted from a mapping table. 

[0068] The structure of a mapping table 500 by Which the 
method for alternatively mapping blocks according to the 
present invention is performed, Will be described beloW With 
reference to FIG. 5. 

[0069] Location information on Which each of the logical 
blocks is placed in the s blocks existing in the alternative 
area 340 is recorded in the mapping table 500. When an 
initial state of the mapping table 500, i.e., blocks of the 
alternative area 340, are not used, mapping information of a 
corresponding block becomes —1. When the mapping infor 
mation has valid data, the data have corresponding logical 
block number or physical block number. In an initial state, 
all of mapping information of the mapping table 500 become 

[0070] An example of an updating operation of a mapping 
table by Which the method for alternatively mapping blocks 
according to the present invention is performed, Will be 
described With reference to FIGS. 6A and 6B. 

[0071] The mapping table is recorded in a physical block 
number 1 or 2. As shoWn in FIG. 6A, in an initial state, a 
?rst page of the physical block number 1 is recorded in the 
mapping table. When a data Write operation is performed 
and simultaneously the mapping table is changed, a neW 
mapping table is recorded in a second page of the physical 
block number 1. Also, as shoWn in FIG. 6B, When a data 
Write operation is performed several times and there is no 
more page to be recorded in the mapping table, a last 
mapping table is recorded in the physical block number 2, 
and the physical block number 1 performs electrical erasure. 

[0072] Aread operation using the method for alternatively 
mapping blocks according to the present invention Will be 
described With reference to FIG. 7. 

[0073] In step S710, if read on a logical block number n 
of a ?ash memory is requested, in step S720, it is checked 
Whether the logical block number n exists in a mapping table 
existing in a mapping area. In step S730, if the logical block 
number n exists in the mapping table, in step S740, read is 
executed from a corresponding block of an alternative area. 
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If the logical block number n does not exist in the mapping 
table, in step S750, read is executed from a corresponding 
block of a data area. 

[0074] A Write operation using the method for alterna 
tively mapping blocks according to the present invention 
Will be described With reference to FIG. 8. 

[0075] In step S810, if a ?ash memory Write on a logical 
block number n is requested, in step S820, it is checked 
Whether the logical block number n exists in a mapping table 
existing in a mapping area. In step S830, if the logical block 
number n exists in the mapping table, in step S840, Write is 
executed in a corresponding block of a data area. Since there 
is no more corresponding block in an alternative area, in step 
S850, the logical block number n is deleted from the 
mapping table. If the logical block number n does not exist 
in the mapping table, in step S860, ?ash Write is executed in 
an unused temporary block of the alternative area, and in 
step S870, the logical block number n is recorded in the 
mapping table. 

[0076] In a method for leveling the Wear of blocks in a 
?ash memory according to the present invention, informa 
tion on the Wear of blocks that have been progressed from 
?rst usage is not maintained in the ?ash memory, but only 
information on the number of electrical erasures that have 
been executed after a ?le system starts is maintained in a 
random access memory (RAM), and leveling of the Wear of 
blocks for the ?ash memory is executed. The number of 
electrical erasures on recently-used n blocks among blocks 
on Which electrical erasure is executed after the ?le system 
starts based on a predetermined time period is maintained in 
the RAM as a list. The Wear of all physical blocks that are 
not registered in a Wear leveling list is regarded as 0. As an 
example, a segmented least recently used (SLRU) list may 
be used as the Wear leveling list. 

[0077] A method for leveling the Wear of blocks in a ?ash 
memory according to the present invention Will be described 
With reference to FIG. 9. 

[0078] In step S901, if a ?ash memory erasure on a 
physical block number n is requested, in step S902, electri 
cal erasure on the corresponding physical block number n is 
executed. In step S903, it is checked Whether n exists in a 
Wear leveling list. 

[0079] If n does not exist in the Wear leveling list in step 
S904, in step S905, n is inserted to the Wear leveling list, and 
in step S906, the Wear W of n is increased by 1, and this 
procedure is ended. 

[0080] If n exists in the Wear leveling list in step S904, the 
Wear W of n is increased by 1 in step S907, and in step S908, 
it is determined Whether W is greater than a threshold value. 

[0081] If W is not greater than the threshold value in step 
S908, this procedure is ended. If W is greater than the 
threshold value in step S908, n is not recorded in the Wear 
leveling list, and in step S909, an unused physical block 
number m is searched. 

[0082] If the unused physical block number m exists in the 
Wear leveling list in step S910, in step S913, the physical 
block number m is erased. If the unused physical block 
number m does not exist in the Wear leveling list, in step 
S911, a physical block number m that is not registered in the 
Wear leveling list is temporarily selected. 
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[0083] In step S912, data of m is copied to n, and then, in 
step S913, the physical block number m is erased. 

[0084] In step S914, m is inserted in the Wear leveling list, 
and in step S915, the Wear W of m is recorded as 1, and in 
step S916, a physical address change table is modi?ed. 

[0085] In this Way, When the Wear of physical blocks 
exceeds the threshold value, Write is executed in unused 
blocks, or blocks having small Wear among used blocks are 
exchanged, and the physical locations of blocks are changed, 
and thus, information on the locations of exchanged blocks 
should be recorded. Thus, a physical address change table as 
Well as an alternatively mapping table needs to be stored at 
each page of a mapping area. For example, as shoWn in FIG. 
12, each page of the mapping area includes a physical 
address change table 1210 and an alternative mapping table 
1220. The physical address change table 1210 has informa 
tion on exchange blocks. 

[0086] For example, an operation When an unused physi 
cal block number 7 exists in the Wear leveling list, Will be 
described With reference to FIGS. 10A and 10B. 

[0087] As shoWn in FIGS. 10A and 10B, When the length 
of the Wear leveling list is 4, a list of four recently-used 
blocks among blocks on Which electrical erasure is per 
formed can be maintained. As shoWn in FIG. 10A, physical 
block numbers 3 through 6 of ?ash memory are used, and 
physical block numbers 7 though 12 are not used, and Wear 
on the physical block numbers 3 through 6 is recorded in the 
Wear leveling list stored in the RAM. When a threshold 
value of Wear is 10, if electrical erasure on the physical block 
number 5 is requested, the contents of the physical block 
number 5 are erased, and the threshold value is checked. As 
a result, the Wear of the physical block number 5 is 11, and 
thus exceeds the threshold value. Thus, as shoWn in FIG. 
10B, the unused physical block number 7 is searched, the 
contents of the physical block number 7 are erased, and the 
physical block number 7 is inserted in the Wear leveling list. 
Since electrical erasure is performed once on the physical 
block number 7, the Wear of the physical block number 7 is 
recorded as 1. In this case, information on Which the 
contents of a logical block number 2 are mapped to the 
physical block number 7 can be recorded by implementing 
an additional physical address change table. 

[0088] Next, an operation When unused physical blocks do 
not exist in the Wear leveling list, Will be described With 
reference to FIGS. 11A and 11B. 

[0089] As shoWn in FIGS. 11A and 11B, When the length 
of the Wear leveling list is 4, a list of recently-used four 
blocks among blocks on Which electrical erasure is per 
formed can be maintained. As shoWn in FIG. 11A, When 
physical block numbers 3 through 12 of ?ash memory are 
used, and Wear on the physical block numbers 3 through 6 
is recorded in the Wear leveling list, if an electrical erasure 
of the physical block number 5 is requested, the contents of 
the physical block number 5 are erased, and the threshold 
value is checked. As a result, the Wear of the physical block 
number 5 is 11, and thus exceeds the threshold value. Thus, 
as shoWn in FIG. 11B, a physical block number 7 having 
small Wear and to be exchanged among physical block 
numbers is selected, data of the physical block number 7 are 
copied to the physical block number 5, and data of the 
physical block number 7 are erased. Then, the physical block 
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