
(19) United States 

(54) MOBILE TELECOMMUNICATION DEVICE 
FOR SIMULTANEOUSLY TRANSMITTING 

(76) 

(21) 

(22) 

HAYHURST ct al. 

US 20030107529A1 

(12) Patent Application Publication (10) Pub. No.: US 2003/0107529 A1 

AND RECEIVING SOUND AND IMAGE 
DATA 

Inventors: BILL HAYHURST, AURORA, OR 
(US); FREDERICK H. WARD, 
POWAY, CA (US); JAMES H. 
DABNEY, IRVINE, CA (US) 

Correspondence Address: 
IPSOLON LLP 
805 SW BROADWAY, #2740 
PORTLAND, OR 97205 (US) 

(43) Pub. Date: Jun. 12, 2003 

(86) PCT No.: PCT/US98/13566 

Publication Classi?cation 

(51) Int. Cl.7 ..................................................... .. G09G 5/00 

(52) US. Cl. .............................. .. 345/11; 345/156; 345/7 

(57) ABSTRACT 

A mobile telecommunication unit (20) provides tWo-Way 
remote viewing of images and real time audio. The self 
contained, portable unit (20) communicates directly With a 
similar unit at a remote location across POTS lines, cellular, 
ISDN, T-l, and satellite communication links. The unit (20) 
includes mass storage for archiving images. Input devices 
(25) for each unit include a digital camera (36) through a 

Notice; This is a publication of a Continued pros_ PCMCIA card, electronic stethoscope, telephone handset, 
ecution application (CPA) ?led under 37 speakerphone, external microphone, and serial and parallel 
CFR 1_53(d)_ ports. The output devices include a full color screen (22) for 

vieWing local and received images and a speaker for audio 
Appl. No.: 09/446,426 output. A hard copy of images can be made by a video 

printer or desktop printer (42). Images can be uploaded to a 
PCT Filed: Jun. 29, 1998 PC. 
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MOBILE TELECOMMUNICATION DEVICE FOR 
SIMULTANEOUSLY TRANSMITTING AND 
RECEIVING SOUND AND IMAGE DATA 

TECHNICAL FIELD 

[0001] The invention generally relates to a telecommuni 
cation device that allows remote consultation in a variety of 
?elds such as medicine, real estate, insurance, engineering. 
More particularly, it alloWs an expert to take part in analysis 
of an event from a remote location by tWo-Way transmission 
of sound and image data. 

BACKGROUND 

[0002] In many industries, the ability to converse and 
share images With an individual located remotely can pro 
vide a great advantage. Communicating by phone is inad 
equate in many cases, and particularly in the medical indus 
try, Where it is critical to have visual information to make a 
thorough diagnosis. A device that could send visual infor 
mation on the spot Would save time, and money in shipping 
costs. Such devices exist today, but they are very expensive 
and typically communicate only betWeen tWo ?xed points. 

[0003] Many industries in today’s economy could take 
advantage of a portable and versatile device that could 
communicate still images and audio to remote locations 
Without the need for a central unit. Today, an individual must 
physically visit a site, or send a hard copy of an image. Areal 
estate agent must ship pictures across the country, consum 
ing time and shipping costs. An insurance claims agent must 
send pictures to a central office to process claims. An 
engineer must physically visit a site to inspect problems. 

[0004] The medical industry in particular may bene?t 
from such device. A rural doctor must consult by telephone 
and describe the injury, usually unsatisfactorily, or ship 
x-rays or other diagnostic data, or even send the patient to 
the specialist. An Emergency Medical Technician must 
describe injuries to emergency room personnel. A doctor 
on-call must drive into the emergency room, not knoWing 
speci?cs of an injury. Aphysician must Wait for x-ray, MRI, 
or CT images to be shipped to an insurance company for 
authoriZation. All of this takes up valuable treatment time. 

[0005] In recent years, medical costs have sky-rocketed. 
Driven by HMO’s and other economic factors, efforts to 
decrease health care costs are being aggressively pursued. A 
device that transmits images of patient injuries in a matter of 
seconds to anyWhere in the World Would save expensive 
shipping costs of such images. More importantly, it Would 
expedite the treatment of injuries, and offer access to spe 
cialists in geographic areas Where it is not possible today. 

SUMMARY OF THE INVENTION 

[0006] The invention provides an alternative solution that 
avoids the delay and high cost of shipping images and 
enables a user to provide a diagnosis from a remote location 
via simultaneous transmission of voice, image and possibly 
other data. Speci?cally, the invention provides a mobile 
telecommunication unit that sends audio and image infor 
mation simultaneously and eliminates the cost and delay of 
shipping images and other diagnostic information. The 
device is portable, supports a variety of modes of telecom 
munication (e.g., POTS, cellular, ISDN, T-1, or satellite), 
and can send voice data and possibly other sounds simul 
taneously With image data. 
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[0007] One implementation of the invention is a portable, 
mobile telecommunication unit that is designed to transmit 
voice and still image data simultaneously to a compatible 
device on the other end of a telephone connection. One unit 
is placed into contact With a second, compatible device by 
a phone call. All controls, except for a poWer sWitch, are 
entered on virtual buttons on a touch screen. The telephone 

connection is made via POTS, or optional cellular, ISDN, 
T-1, or satellite. To capture an image, the user takes a picture 
With a digital camera provided With the unit. Through a 
camera interface, the digital camera transfers an image to the 
local unit. The local unit can then transmit the image to the 
remote unit. 

[0008] In the course of capturing and vieWing the image, 
the image data is modi?ed someWhat to include ?elds for 
carrying text information, such as patient name, doctor, birth 
date, date of the image, and case notes (speci?c information 
concerning the patients medical condition). 

[0009] The users at each location can talk to each other on 
the same telephone connection because the units transfer 
voice and image data to each other simultaneously. The user 
at the remote site can request, in real time, another vieW or 
a Zoomed image. Consultation is much more accurate When 
both parties are vieWing the same image and are able to 
converse. In this regard, discrete pointers or tags may be 
instantaneously added to the image by one or both parties 
(hence transmitted to and vieWed by the other party) to direct 
the conversation to selected features of the image. The 
pointer information is generated and transmitted in a Way 
such that the position of the pointer relative to the remainder 
of the image Will be constant irrespective of other changes 
in the vieW of the image, such as panning or Zooming. 

[0010] To further focus the conversation about an image, 
pointers placed on an image at remote unit Will have a 
different appearance (such as by coloring) than pointers 
generated on a local unit. Thus, both parties have an imme 
diate graphical indication of Which pointer Was generated by 
Which party. 

[0011] The pointers may be instantaneously removed from 
the image or stored With the image for future reference. In 
this regard, the above mentioned case notes can refer to 
pointers added to and saved With the image. This correlation 
betWeen the text and image information speeds the revieW 
and comprehension of the patient information. 

[0012] The unit at either end of the telephone connection 
can archive all the pictures transferred or selected images on 
the internal hard drive. SoftWare executing in a unit con 
troller enables the user to categoriZe images on the hard 
drive into folders unique to the individual. When a telephone 
connection With a remote system is established, and images 
are to be sent, the receiving system is checked for an existing 
folder for the individual. If it is not found, one is created. As 
noted, information such as patient name, time, date, and 
referring physician is sent With the image. 

[0013] Every image collected from, for example, a digital 
camera is provided With a unique ?lename that includes a 
multi-digit number and a code identifying the particular unit. 
Thus, there is no likelihood that tWo different images resid 
ing in one unit Will have the same ?lename. Similarly, the 
use of the code that identi?es the particular unit ensures that 
different images from tWo machines Will not, by chance, end 
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up With the same ?lename. It Will be appreciated that the 
elimination of confusion as to image ?lenames is particu 
larly important When the system is used, for example, for 
diagnostic and treatment procedures. 

[0014] Either user can make a hard copy of the informa 
tion With a printer accessory. One or both of the users can 
vieW the images on an external monitor, and listen on an 
external speaker. Either user can use a phone handset, or a 
hands-free speakerphone. An external microphone can be 
used, or an electronic stethoscope can be plugged into hear 
a patient’s heartbeat or breathing. An optional softWare 
enhancement can send and display EKG data. 

[0015] Another application is in the real estate industry. 
For example, a real estate agent can use the mobile tele 
communication unit to give a tour of a home on the East 
Coast to a prospective buyer on the West Coast. The agent 
can give a Walk-through, room-by-room, shoWing different 
angles requested by the buyer. The agent can then travel 
outside to shoW the exterior and the neighborhood. This Will 
alloW a more thorough tour than Would a small packet of 
snapshots, and Will be tailored exactly to the buyer’s request. 

[0016] Yet another application of the invention is in the 
insurance industry. An insurance claims agent can survey 
damage, and immediately send the information to the central 
office. This alloWs accurate, on-the-spot claim processing, 
saves shipping costs, and provides more effective customer 
service. 

[0017] In yet another application, an engineer could check 
the progress of a project across toWn or across the country 
Without having to Waste time traveling to the location. 
VieWing the project Would alloW a more accurate analysis 
than a verbal description over the phone. It Would save 
unnecessary trips, time, and money. 

[0018] The invention can provide a signi?cant improve 
ment in providing medical services. A doctor in a rural 
location could consult With a specialist in another region, 
providing service to a community not presently available. 
The patient may not have to be transported hundreds of 
miles for treatment that could have been performed in their 
hometoWn, saving thousands of dollars in ambulance fees. 
An emergency medical technician could consult With the 
emergency room doctor, and start treatment on the Way to 
the hospital, saving the most valuable time in trauma treat 
ment. Adoctor on call could diagnose the patient from home, 
possibly saving unnecessary trips to the emergency room. 
Alternatively, the doctor could instruct the operating room 
personnel on special needs for a special procedure, saving 
valuable treatment time. Aphysician could send an image to 
an insurance company for instant approval, instead of Wait 
ing the standard tWo Weeks noW allocated. 

[0019] The invention could be used in other industries as 
Well, such as geologic survey, business consulting, adver 
tising, and visual consulting of all sorts. 

[0020] Additional features and advantages of the inven 
tion Will become more apparent from the folloWing descrip 
tion of the preferred embodiment. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0021] FIG. 1 is a block diagram illustrating an embodi 
ment of a mobile telecommunication unit designed accord 
ing to the invention. 
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[0022] FIG. 2 illustrates a perspective vieW of one imple 
mentation of the mobile telecommunication unit shoWn in 
FIG. 1. 

[0023] FIG. 3 illustrates a top plan vieW of the mobile 
telecommunication unit of FIG. 2. 

[0024] FIG. 4 illustrates a front elevation vieW of the 
mobile telecommunication unit of FIG. 2. 

[0025] FIG. 5 shoWs a side elevation vieW of the mobile 
telecommunication unit of FIG. 2. 

[0026] FIG. 6 is a flow diagram illustrating the operation 
of the unit at start-up. 

[0027] FIG. 7 is a flow diagram illustrating the operation 
of the unit When the user activates the send module from the 
start up screen. 

[0028] FIG. 8 is a flow diagram illustrating the operation 
of the connect module. 

[0029] FIG. 9 is a flow diagram illustrating the operation 
of the address book module. 

[0030] FIG. 10 illustrates the operation of the system 
When the user activates a module for choosing settings of the 
unit from the start-up screen. 

[0031] FIG. 11 is a flow diagram illustrating the operation 
of the system When the user activates the vieW images 
module. 

[0032] FIG. 12 is a flow diagram illustrating the operation 
of the system When the receive module is activated. 

[0033] FIG. 13 is a flow diagram illustrating the operation 
of the delete module. 

[0034] FIG. 14 is a flow diagram illustrating the operation 
of the archive module. 

[0035] FIG. 15 is a flow diagram illustrating the operation 
of the Zoom module, Which enables a user to manipulate an 
image on the display. 

[0036] FIG. 16 is a flow diagram illustrating the operation 
of the system While it is in idle mode. 

BEST MODES FOR CARRYING OUT THE 
INVENTION 

[0037] FIG. 1 is a block diagram illustrating an imple 
mentation of a mobile telecommunication unit 20 designed 
according to the invention. The unit 20 includes a display 22, 
a unit controller 24, a user input device 25 (touch screen 26, 
and optional keyboard 28), a secondary storage device (hard 
drive 30), and a modem 32. The unit 20 also includes a 
number of input/output devices including a camera interface 
34 for connecting a camera 36 to the unit controller 24, a 
serial port 38, and a parallel port 40. The parallel port 
enables a variety of devices to be connected to the unit 
including a printer 42, or an interface 44 for ISDN, DSL 
(Digital Subscriber Line), or digital modem. 

[0038] The unit controller 24 is comprised of a mother 
board 50 and a video board 52 for controlling the display 22. 
A central processing unit (CPU) 54 and local memory unit 
56 are mounted to the motherboard 50, Which is imple 
mented using an ISA/PC 104 board from Advanced Com 
puter Solutions, Inc. The CPU 54, an 80/486-DX4 based 
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embedded microcontroller, plugs into the motherboard 50 
and interfaces With the local memory unit 56 via bus 
circuitry on the motherboard. The local memory unit 56 
includes 640K of base memory and an additional 8 M of 
extended memory. The motherboard 50 also includes a serial 
interface 58 used to connect the modem 32 to the CPU and 
memory. 

[0039] The video board 52 in the unit controller 24 con 
trols the display 22 in response to control and data signals 
from the motherboard 50. The video board 22 includes a 
512K frame buffer and is implemented using an MMX 
VFPII from Ampro. 

[0040] The display 22 is a high bright 35 .S-cm color active 
matrix LCD. It has 640x480 resolution, 256K colors, and 
includes a cold cathode ?uorescent tube (CCFT) back light. 
The display is a commercially available LCD device, and is 
speci?cally an NL 6448AC33-18 display from NBC. 

[0041] The user-input device of the unit 20 is a touch 
screen 26 and is implemented using an E2741HL-683 touch 
screen and an E271-2210 touch controller from EloTouch 
Systems. Optionally, the user can connect a full siZed 
keyboard 28 to the motherboard 50 via a standard keyboard 
interface 60. 

[0042] The secondary storage device in the unit 20 is a 
hard disk drive 30. The hard drive 30 is connected to the 
motherboard 50 via a hard disk board. The speci?c board in 
this implementation is part number 950019 from Advanced 
Computer Solutions, Inc. 

[0043] The modem 32 is a modular, internal device that 
plugs into the motherboard via the serial interface 58. The 
speci?c type of modem in the unit is an AM3314IVSP from 
Amquest. The modem supports 33,600 BPS maximum, and 
can transfer voice and data simultaneously. The modem is 
connected to a standard RJ-ll telephone connector 66 that 
connects the modem and telephone handset to a standard 
telephone line. 

[0044] The unit 20 has a telephone operator interface that 
includes a virtual telephone keypad, and telephone handset 
68. The virtual telephone keypad is controlled in softWare 
and displayed as an array of buttons that emulate a conven 
tional telephone keypad. The telephone handset 68 is a 
standard earphone/microphone device used to transmit and 
receive audio data. The telephone handset plugs into the 
modem 32, Which, in turn, controls simultaneous voice and 
data transmission over a telephone line. 

[0045] To supply poWer to the unit 20, the user plugs a 
conventional 120-volt AC poWer source into the poWer 
connector 70. A poWer supply 22 in the unit converts the 
input poWer into a poWer signal compatible With the elec 
tronic devices in the unit 20. In this implementation, the 
poWer supply is a BN330-3 available from Tri-Mag. 

[0046] To operate the device, a user enters input com 
mands via virtual buttons displayed on the touch screen 26. 
The layout of the virtual buttons include a virtual keyboard 
and a virtual telephone keypad that enable the user to place 
and receive calls just like a conventional telephone. 

[0047] To enter image data, the user captures a still image 
With the digital camera 36. The digital camera transfers the 
image via the PCMCIA interface to the unit controller 24. 
Executing image-processing softWare, the CPU processes 
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the incoming digital image data and issues control signals to 
the video board to display the image on the display 22. The 
image processing softWare also enables a user to instruct the 
CPU to scale an image and archive the image on the hard 
drive 30 by entering commands via the touch screen or an 
optional keyboard. 

[0048] In a preferred embodiment, the format of the image 
data is changed to alloW the presence of the above men 
tioned text information (patient name and the like). To this 
end, a ?xed-length header is inserted at the beginning of the 
image ?le provided via the PCMCIA interface. The header 
contains a number of data ?elds for patient information, 
Which Will be displayed With the image(s). Each of the ?elds 
contained in the header is prefaced With a length record, 
Which alloWs the underlying softWare to dynamically change 
an internal ?eld length should this become necessary. 

[0049] Moreover, one of the data ?elds identi?es the ?le as 
one that is valid With the system of the present invention. 
Thus a level of security is introduced because the image/ 
patient-information ?le can be opened only With a unit that 
processes in accordance With those of the present invention. 
That is, other vieWers, etc. Will not recogniZe the format of 
the image/patient-information ?le. 

[0050] It is noteWorthy here that the underlying softWare 
also permits conversion of the image data back to the format 
originally received (by stripping off the added text and 
identi?cation data) so that the image can be recogniZed and 
used by other vieWers or image processing systems. 

[0051] As noted above, every image collected from the 
digital camera is provided With a unique ?lename that 
includes a multi-digit number and a code identifying the 
particular unit. Thus, there is no likelihood that tWo different 
images residing in one or more units Will have the same 
?lename. Speci?cally, Whenever ?le activity concerning 
previously unnamed (by the present system) ?les occurs— 
such as copying the image data ?les from the PCMCIA card 
to the system’s storage memory—the CPU, under the con 
trol of the system softWare, refers to the last-used ?le 
number saved on the system and counts up as necessary to 
generate a ?lename for each neW, discrete image. That 
number, preferably a hexadecimal (?ve digit’s Worth), is 
coupled to the unit’s unique identifying code and used to 
name the particular image ?le. The neW ?le number is saved 
in the system for look-up When the next, unnamed image 
?les are acquired. 

[0052] The CPU executes modem control softWare that 
enables the user to place a call to a remote location and then 
transmit voice and image date simultaneously via the phone 
line. The phone connection is typically made via a conven 
tional POTS line, but also can be made via a cellular ISDN, 
T-1 or satellite communication link. 

[0053] The modem control softWare performs a variety of 
call control and data transmission tasks, including packaging 
and unpackaging image data so that it can transmitted via a 
phone line and reconstructed. When the telecommunication 
unit is in the receive mode, it unpackages image data from 
the phone line and progressively displays the image on the 
display. The modem separates image data from voice data 
and transfers the image data to the unit controller. Image 
processing softWare executing in the CPU then renders the 
image for display via the frame buffer in the video board. 
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The modem sends incoming voice signals to the telephone 
handset 68, Which, in turn, converts the voice signal into an 
audio signal. 

[0054] Having described the internal structure and opera 
tion of the telecommunication unit, We noW turn to the 
external structure of the unit. 

[0055] FIG. 2 illustrates a perspective vieW of one imple 
mentation of the mobile telecommunication unit 20 shoWn 
in FIG. 1. The mobile telecommunication unit 20 is 
enclosed in a portable carrying case. Speci?cally, the enclo 
sure 122 is a modi?ed 103 C-SI briefcase manufactured by 
Zero Halliburton. The approximate siZe of the briefcase is 
45.7 cm by 33.0 cm Wide by 15.2 cm deep. The interior 
compartment of the briefcase has a storage space 124 for a 
digital camera 126 and an additional storage space 128 for 
connector cables. 

[0056] The interior compartment also includes a variety of 
parts for mounting the electronic devices shoWn in FIG. 1 
securely inside the briefcase 122. A chassis 130 is mounted 
to the bottom panel 132 of the briefcase. Adisplay connector 
plate is used to mount the display to the chassis. A shield 
plate shields the electrical components connected to the back 
of the display from the display. Finally, a secure plate is used 
to mount the electrical components to the back of the 
display. 

[0057] The user interface and other electronic components 
in the unit 20 are implemented in an integrated mounting 
structure that includes a display assembly 140 and a series 
of stacked boards mounted to it. The display assembly is 
comprised of a touch membrane 150, fastened adjacent to 
the vieWing surface of an LCD display 152. The mother 
board 154 and hard disk board 156 are mounted in a stacked 
con?guration on one side of the back of the display. The 
PCMCIA interface board 160 and modem 162 are mounted 
in a stacked con?guration on the other side of the back of the 
display. The display 152 and the components mounted to it 
are ?xed inside the enclosure. The poWer supply 170 of the 
unit 20 is mounted to the bottom panel of the enclosure and 
sits underneath the display assembly. 

[0058] The unit is also equipped With a telephone, Which 
includes a telephone handset and a speakerphone. The 
telephone includes an extra audio input for an electronic 
stethoscope. The telephone plugs into the modem through a 
telephone line connector. 

[0059] FIG. 3 illustrates a top plan vieW of the mobile 
telecommunication unit 20. The top vieW shoWs the position 
of the camera compartment relative to the display. Each of 
the three-digit reference numbers shoWn in FIG. 3 corre 
spond to the same components as in FIG. 1 Where the FIG. 
1 reference numbers have the same digits as the last tWo 
digits of the FIG. 3 numbers. 

[0060] FIG. 4 illustrates a front elevation vieW of the 
mobile telecommunication unit 20. This vieW shoWs the 
stacked con?guration of the mother board 154 and hard 
drive 156 on one side of the display assembly, and the 
stacked con?guration of the PCMCIA card 160 and modem 
162 on the other side of the display assembly. 

[0061] FIG. 5 shoWs a side elevation vieW of the mobile 
telecommunication unit 20. This vieW more clearly illus 
trates hoW the touch membrane 150 and other boards are 
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connected to the display 152. The touch membrane 150 is 
mounted on the top of the display 152 via conventional 
fasteners 180a-b. The motherboard is mounted to the back of 
the display via fasteners 182a-b. The PCMCIA board 160, 
and modem 162 are mounted to the back the display via 
fasteners 184a-b. 

[0062] The poWer supply 170 is mounted to the bottom 
panel 132 of the case 122. ApoWer connector 190 and poWer 
sWitch 192 are located adjacent to the poWer supply 170 on 
the side of the unit 20. 

[0063] In addition to the unique features of the preferred 
hardWare con?guration, the softWare contains many distinc 
tive attributes. The softWare executing on the unit includes 
the user interface as Well as routines used to establish 

connections, transfer audio and image data, perform ?le 
management, encode and decode image data ?les, and 
perform image processing functions. 

[0064] An objective of the user interface design is to make 
the unit easy to use and to avoid the need for extensive 
training. To achieve this goal, a menu driven softWare 
package Was developed to run on a DOS based platform. All 
functions of the user interface are accessible though virtual 
buttons created by the softWare. Intuitive menu choices 
alloW inexperienced users to utiliZe the poWer of the system 
fully. An on-line help system is also included to guide users 
though any problems they might encounter. 

[0065] FIG. 6 is a How diagram illustrating the operation 
of the unit at start-up. When poWer is turned on 201, the 
system displays a logo screen 202, Which starts an initiation 
process. The user is asked 203 for a Personal Identi?cation 
Number, PIN. If the PIN is correct, the system displays the 
start up screen 204. If a user forgets the PIN, then a special 
ten-digit PIN can be entered 205 to reset the PIN to 0000. 
The PIN requirement can be turned off in the settings 
module described beloW With reference to FIG. 10, 252. The 
start up screen displays virtual buttons for send 207, connect 
208, address book 209, settings 210, full screen 211, vieW 
images 212, and automatic receive 213. When the user 
selects one of the buttons, the system activates the corre 
sponding module. 

[0066] FIG. 7 is a How diagram illustrating the operation 
of the unit When the user activates the send 214 module from 
the start-up screen. Images can be selected from the archive 
(e.g., a ?le system for the hard disk) using the vieW images 
module shoWn in FIG. 11. If the system is connected to a 
remote system 215, the selected images 221 are sent to the 
remote unit 222. If the system is not connected to a remote 
system 215, the connect module is activated 225 to send 
images 226. 

[0067] FIG. 8 is a How diagram illustrating the operation 
of the connect module. The connect module is activated 227 
by the virtual button for the connect module 208, or auto 
matically through send (FIG. 7), or vieW (FIG. 11). The 
phone number to dial can be selected in one of tWo Ways. 
First, a virtual telephone keypad 228 can be displayed 229 
and activated to enter the number manually 230. The system 
then dials the number as shoWn in function block 233. 
Second, a number can be selected from an internal address 
book 231. The address book module is then activated 232 as 
shoWn in FIG. 9. When the number is returned from the 
address book, the connect module executes a routine to 
instruct the modem to dial the number 233. 
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[0068] FIG. 9 is a How diagram illustrating the operation 
of the address book module. The address book module 234 
is activated from the start up screen, or the connect function. 
The user can select the system address book (shoWn as 
IMIGE) 246, a personal address book 235, or can return to 
the previous screen. The system address book is automati 
cally updated monthly When the system is logged onto a 
bulletin board to report minutes of usage, and receive 
softWare upgrades. If the user selects a name from the list 
247, the user is given an option to store the name in the 
personal address book 235. The system is connected 248, 
249 to the remote system selected from the system address 
book. 

[0069] If the user selects the personal address book 235, 
the system displays a list of names 236. The user then has the 
option to create a neW entry 241, eXit 243 to the start of the 
address book 234, or select a name from the list 237. If the 
neW entry 241 is selected, the user is prompted to ?ll in ?elds 
such as the contact’s name, phone number, and address. If 
the user selects a name 237, the system displays the prop 
erties of the contact 238. The ?elds can then be edited 244, 
245, or a connection can be established 239, 240. 

[0070] FIG. 10 illustrates the operation of the system 
When the user selects the setting module 251 from at the 
start-up screen. Presently, there are tWo features for Which 
the settings can be changed: 1) auto ansWer and 2) change 
PIN. More features can be added during the monthly update. 
If the user selects auto ansWer 264 to change the feature 
settings, the system gives tWo options: one to disable auto 
ansWer 265, and another to set the number of rings before 
ansWering 267. If the change PIN 252 option is selected 
from the settings screen 251, there are tWo options, disable 
PIN 253, or set neW PIN 258. If the user selects the disable 
PIN 253 feature, the user is prompted to input the present 
PIN 254. If the user has forgotten the PIN, then the special 
ten digit PIN is entered, the PIN function is turned off 256, 
and the system returns 257 to the settings screen 251. 

[0071] If the user selects the option to set a neW PIN 258 
from the change PIN branch 252, the user is prompted for 
the current PIN 259. The special ten-digit PIN can also be 
entered here. To verify the PIN, the user is prompted to enter 
the neW pin tWice and each time the PIN is checked to make 
sure it is correct 260-262. If it is correct, the system stores 
the neW PIN as the current PIN 263. 

[0072] FIG. 11 is a How diagram illustrating the operation 
of the system When the user activates the vieW images 
module 269. This module enables a user to vieW images 
from an archive 272 on the hard disk, a PC card 271, or an 
auXiliary device 287. If the archive is selected 270, the user 
can then select a patient folder 273. When a user selects a 
folder, the system ?rst displays thumbnail images 274. If the 
user selects images from a PC card 271 or an auXiliary 
device 287, the user can ?rst select thumbnail images 274. 
From the thumbnails, the user can select an individual image 
275. When the user selects a thumbnail, the system displays 
a full screen vieW of the selected image 276. As noted above, 
the originally received image is modi?ed to include patient 
information. Thus, the full screen image Will include the 
information, preferably located in a corner of the screen. 
Alternatively, the patient information can be hidden from the 
vieW, so that the entire screen can be devoted to display of 
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only the image. The user can then choose to Zoom 277, send 
279, connect 281, delete the image 287, or archive the image 
285. 

[0073] As shoWn in FIG. 11, at 276, the system displays 
the image along With the virtual buttons described above. 
TWo of these buttons, Which may be labeled “POINT” and 
“UNPOINT” are responsive to the user’s touch to carry out 
the pointer or tag functions described earlier. The pointers 
are dynamically generated for the active ?le. Thus, the 
operator selects the POINT button, Which prepares the 
system to treat the neXt touch of the screen as a location on 
the image Where the user desires a neW pointer. The pointer 
may be any suitable icon. 

[0074] The system assigns a neW, unique value or identi 
?er to display as or With the pointer, such as a letter “A.” 
Once the screen is touched, the user’s unit generates a packet 
of data comprising the folloWing: 1) the screen coordinates 
(X, y) in piXel units of the selected (touched) pointer loca 
tion, 2) the Zoom factor employed in the user’s vieW, 3) the 
X and y offsets associated With the image database (the real 
image is alWays larger than the display area, so there is 
remapping betWeen the screen and the image -this alloWs 
panning and Zooming), 4) the ?lename of the active image, 
and 5) the current value of the pointer. 

[0075] With this information the pointer can be dynami 
cally repositioned (that is, maintain its proper relative posi 
tional relationship in the image) irrespective of Whether the 
vieWer pans or Zooms to change the vieW of the image. 

[0076] The data packet is instantly provided to the remote 
unit (that is connected to the user’s, local unit) so that that 
unit can replicate the Zoom factor, pan vieWpoint, pointer 
value and location on the correct image. As noted above, a 
received pointer Will, preferably, have a different color or 
appearance as compared With one generated on the receiving 
machine. 

[0077] After the UNPOINT button is touched, the system 
removes the last-added pointer from the local and remote 
units. Subsequent touches of the UNPOINT button sequen 
tially removes the remaining pointers, neWest ones ?rst. 

[0078] FIG. 12 is a How diagram illustrating the operation 
of the system When the receive module 288 is activated. The 
remote unit only activates this module When an image or 
group of images is sent to the local system. The system 
checks a patient name of the received image 289. If a patient 
folder does not already eXist 290, the system creates one 
291. NeXt, the system stores the image in the eXisting or the 
neWly created folder 292. If more images are to be received 
293, steps 289-293 are repeated. When the remote connec 
tion is terminated the system returns to its prior state 294. 

[0079] FIG. 13 is a How diagram illustrating the operation 
of the delete module 295. When the delete module is 
activated, three options are possible: delete an image on the 
PC card 296, delete an image from the archive 297, and eXit 
298 to the prior screen. Thumbnails are shoWn 300 from the 
PC card 296 or the archive 297. The user can eXit (301, 302) 
the delete 295 module at this time. If the user Wishes to 
delete an image, he or she selects the images to delete 303. 
The user is asked to select delete again to verify that the user 
Wants to delete the image 304-306. The image is deleted 307 
if the user selects the delete option and then con?rms the 
delete operation as shoWn in blocks 304 and 306. 
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[0080] FIG. 14 is a How diagram illustrating the operation 
of the archive module 308. When the user activates the 
archive module, the system displays a screen that enables the 
user to create a neW patient folder 309, save images to an 
existing patient folder 312, or eXit 310 to the previous screen 
311. If the user chooses to create a neW patient folder, the 
system prompts the user for patient information 309 such as, 
name, birth date, and referring doctor. If the user chooses to 
save an image to an eXisting folder 312, the folder is selected 
312 and opened 313, and the image is saved 314. 

[0081] FIG. 15 is a How diagram illustrating the operation 
of the Zoom module 315, Which enables a user to manipulate 
an image on the display. The Zoom module can be activated 
When an image is displayed 316. The Zoom module provides 
four options: Zoom in 317, Zoom out 320, vieW full screen 
323, and eXit 326 to previous screen. If the user requests the 
Zoom in function 317, the system prompts the user to touch 
the center of the Zoom 318. In response, the system scales 
the image and displays the Zoomed image 319. This can be 
repeated to magnify the image. The user can also choose to 
reduce the image 320. In response, the system reduces the 
image and displays the reduced image 321. The user can also 
choose to display an image so that it occupies the full screen 
323. If the user selects the full screen option, the system 
displays the present image 324 until the user makes a 
vertical sWeep 325 of the touch screen. 

[0082] FIG. 16 is a How diagram illustrating the operation 
of the system While it is in idle mode 328. An idle module 
eXecutes on the system When it is in idle mode. Idle mode 
is activated any time that there has not been a touch of the 
screen or an activation of the unit by a remote system for a 
predetermined period of time, e.g., ?ve minutes. When idle 
mode 328 is activated, a logo screen 329 is displayed for 
thirty minutes 330. After thirty minutes the screen is deac 
tivated and turns black 331 saving on poWer consumption. 
Any time the screen is touched or a remote system activates 
the unit 332, it reverts back to the screen displayed prior to 
idle mode 213. 

[0083] The softWare is not limited to functions accessible 
to the user. An internal timer keeps track of time connected 
to a remote system. Every month the system automatically 
calls a bulletin board and reports the minutes of use. The 
system has been designed for easy softWare upgrade. NeW 
softWare can be implemented by PC card, remote access 
through the modem, or during the monthly connection. Any 
system Wide upgrades Will be transferred to the remote units 
during the monthly connection. The system can be set up to 
make an automatic connection over night to save on long 
distance charges. All images are transferred in an encrypted 
?le format, providing a level of encryption that does not 
alloW vieWing of the images eXcept for another system unit. 
The system encrypts image ?les by encoding a teXt ?le 
including information about the image, such as a patient 
name, doctor, birthdate and date of the image, in an image 
?le as described above. 

[0084] While the invention is described With reference to 
a speci?c implementation, it should be understood that the 
scope of the invention is not limited to this implementation. 
A variety of types of input devices and display devices can 
be used to implement the user interface. In addition, the 
softWare features and implementation can vary as Well. 

[0085] In vieW of the many possible embodiments to 
Which the principles of our invention may be applied, it 
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should be recogniZed that the illustrated embodiment is only 
a preferred eXample of the invention and should not be taken 
as a limitation on the scope of the invention. 

1. In a system that displays an image on a local display 
unit and on a remote display unit, Which local and remote 
display units are used and observed by a respective local 
user and remote user, a method of identifying portions of the 
displayed images, comprising the steps of: 

displaying on the local unit a ?rst local icon at a location 
on the locally displayed image, Which location being 
selected by the local user; and 

transmitting to the remote user information for generating 
on the remotely displayed image a ?rst remote icon 
corresponding to the ?rst local icon such that the ?rst 
remote icon is displayed on the remotely displayed 
image at the location on the image selected by the local 
user. 

2. The method of claim 1 further comprising the step of 
providing the ?rst remote icon With an appearance indicating 
that the location of the ?rst remote icon Was selected by the 
local user and not the remote user. 

3. The method of claim 1 further comprising the steps of: 

providing both the local and remote units With means to 
change the siZe of the remotely and locally displayed 
images by Zooming; and 

including in the information transmitted to the remote 
user data representing the siZe of the displayed local 
image thereby to permit the ?rst remote icon to be 
displayed on the remote image at the location selected 
by the local user irrespective of differences in the siZe 
of the image displayed on the remote and the local 
units. 

4. The method of claim 1 further comprising the steps of: 

providing both the local and remote units With means to 
display selected portions of the remote and local 
images by panning; and 

including in the information transmitted to the remote 
user data representing the location of the ?rst local icon 
relative to a portion of the image that is common to 
both the local and remote image thereby to permit the 
?rst remote icon to be displayed on the remote image 
at the location selected by the local user irrespective of 
differences in the portions of the images selected for 
display on the remote and the local units. 

5. The method of claim 1 further comprising the steps of: 

providing both the local and remote units With means to 
display tWo or more images at a time and for selecting 
one of the tWo or more images on Which to display a 

?rst local icon; and 

including in the information transmitted to the remote 
user data representing the one of the displayed tWo or 
more images on Which the ?rst local icon is displayed. 

6. The method of claim 1 further comprising the steps of: 

providing means for displaying on the local and remote 
units teXt information for display With the displayed 
image; 

including in the information transmitted to the remote 
user data representing teXt information for display; and 
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associating the text information With the ?rst local icon, 
thereby to associate that teXt information With the ?rst 
remote icon. 

7. The method of claim 1 further comprising in addition 
to the displaying and transmitting steps the step of removing 
from the local unit the displayed ?rst local icon; and 

transmitting to the remote user information for removing 
the ?rst remote icon from the remotely displayed 
image. 

8. The method of claim 1 further comprising the steps of: 

displaying on the local unit a second local icon at a 
location on the locally displayed image, Which location 
being selected by the local user; 

assigning to the second local icon an appearance unlike 
that of the ?rst local icon; and 

transmitting to the remote user information for generating 
on the remotely displayed image a second remote icon 
corresponding to the second local icon such that the 
remote icon is displayed on the remotely displayed 
image at the location selected by the local user. 

9. The method of claim 1 including the steps of: 

linking the local and remote units via a telecommunica 
tions system; and 

sending voice data simultaneously With the information 
for generating the ?rst remote icon. 

10. The method of claim 1 including the step of packaging 
the local unit as a portable device connectable With more 
than one type of telecommunications system. 

11. The method of claim 1 including the step of storing on 
the remote unit information representative of the remotely 
displayed image and ?rst remote icon, thereby to enable later 
display of that image With the ?rst remote icon. 

12. The method of claim 1 further comprising the step of 
providing on the local unit a touch screen for permitting the 
local user to touch the local unit for selecting the location of 
the ?rst local icon. 

13. The method of claim 12 further comprising the step of 
displaying on the local unit a virtual button that, once 
touched, identi?es a subsequent touch of the touch screen by 
the local user as the location selected for the local icon. 

14. The method of claim 7 further comprising the step of 
providing on the local unit a touch screen for permitting the 
local user to touch the local unit for removing from the local 
unit the displayed ?rst local icon. 

15. The method of claim 14 further comprising the step of 
displaying on the local unit a virtual button that When 
touched by the local user is identi?ed as a command for 
removing from local unit the displayed ?rst local icon. 

16. The method of claim 1 further comprising the steps of: 

displaying on the remote unit a third remote icon at a 
location on the locally displayed image, Which location 
being selected by the remote user; and 
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transmitting to the local unit information for generating 
on the locally displayed image a third local icon 
corresponding to the third remote icon such that the 
third local icon is displayed on the locally displayed 
image at the location on the image selected by the 
remote user. 

17. The method of claim 16 further comprising the step of 
providing the third remote icon With an appearance indicat 
ing that the location of the third remote icon Was selected by 
the remote user and not the local user. 

18. An image transmission and reception system com 
prising: 

a local unit including: 

an image-capturing device for capturing an image; 

a local display device connected to the image-capturing 
device and operable for displaying the captured 
image; 

a transmitting device for transmitting the image sub 
stantially simultaneously With voice data over a 
telecommunications system; 

a case for enclosing and rendering portable the image 
capturing device, the local display device, and the 
transmitting device; and 

a remote unit, including: 

a receiving device for receiving the image and voice 
data transmitted by the transmitting device; 

a remote display device for displaying the image 
transmitted by the transmitting device; and 

an audio device for providing audio signals corre 
sponding to the voice data transmitted by the 
transmitting device. 

19. The system of claim 18 Wherein the remote unit 
further comprises: 

an image-capturing device for capturing an image; 

the remote display device being connected to the image 
capturing device and operable for displaying the cap 
tured image; 

a transmitting device for substantially transmitting the 
image substantially simultaneously With voice data 
over a telecommunications system; and 

a case for enclosing and rendering portable the image 
capturing device, remote display device, and transmit 
ting device of the remote unit. 

20. The system of claim 19 Wherein the local and remote 
image-capturing devices are digital cameras and Wherein the 
system further includes means for assigning to each captured 
image an identi?er that speci?es Which one of the local and 
remote image-capturing devices generated the image. 

* * * * * 
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