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VEHICULAR IMAGE PROCESSING APPARATUS 
AND VEHICULAR IMAGE PROCESSING 

METHOD 

BACKGROUND OF THE INVENTION 

[0001] The present invention relates to a vehicular image 
processing apparatus and a related method and, more par 
ticularly, to a vehicular image processing apparatus and a 
related method Wherein images picked up With a plurality of 
image pickup sections mounted in a vehicle are converted 
into respective images as overlooked from a vieWpoint 
position determined at an upper area of the vehicle. 

[0002] Recently, apparatuses for supporting safety drives 
of vehicles have come in practice and are Widely applied to 
the vehicles each of Which is mounted With a plurality of 
cameras (electronic type cameras) to pick up images of and 
monitor surroundings of the vehicle. 

[0003] Since a vehicular image processing apparatus and 
a related method, described in Japanese Patent Application 
Laid-Open No. 2001-339716, provide an ease of driving 
operation by dynamically altering a vieWpoint position to 
eliminate a dead angle as vieWed from a driver, an optimum 
synthesiZed image is displayed over a display unit, located 
inside the vehicle, depending on a driving status. 

SUMMARY OF THE INVENTION 

[0004] When parking the vehicle in a parking lot using the 
related art set forth above, the driver drives the vehicle in 
repeated operations of a forWard travel and a rearWard travel 
of the vehicle While looking at the display screen of the 
display unit in Which entire surroundings of the vehicle are 
displayed in a Way to alloW a front area of the vehicle is 
oriented upWard. In this case, the driver undergoes a dif? 
culty in grasping a relational correspondence betWeen a 
direction in Which an actual vehicle travels and a direction 
in Which a vehicle displayed in the display screen travels. 

[0005] It is an object of the present invention to solve the 
issue set forth above and provide a vehicular image pro 
cessing apparatus and a related method Which are able to 
provide an ease of grasping a relational correspondence 
betWeen a direction in Which an actual vehicle travels and a 
direction in Which a vehicle displayed in the display screen 
travels. 

[0006] To achieve the above object, a vehicular image 
processing apparatus of the present invention comprises a 
plurality of image pickup sections mounted in a vehicle to 
pickup images of surroundings of the vehicle With the 
pickup images being outputted, an image converting section 
converting the pickup images picked up by the image pickup 
sections such that angles of re?ection inside the image 
pickup sections are less than angles of incidence outside the 
image pickup sections, a vieWpoint converting section per 
mitting images-converted-from-images, converted by the 
image converting section, to be converted in terms of 
vieWpoint, an image synthesiZing section synthesiZing a 
plurality of images-converted-in-vieWpoint that are con 
verted in terms of the vieWpoint by the vieWpoint converting 
section, and a display section displaying the synthesiZed 
image, a ?gure indicative of the vehicle and a ?gure indica 
tive of a direction in Which the vehicle travels. 

[0007] Further, the present invention provides a method of 
processing a vehicular image, comprising picking up images 
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of surroundings of a vehicle by a plurality of image pickup 
sections mounted in the vehicle, converting the pickup 
images such that angles of re?ection inside the image pickup 
sections are less than angles of re?ection outside the image 
pickup sections, respectively, converting the converted 
images in terms of vieWpoints, respectively, synthesiZing a 
plurality of images-converted-in-vieWpoint that are con 
verted in terms of the vieWpoints, and displaying a synthe 
siZed image, a ?gure indicative of the vehicle, and a ?gure 
indicative of a direction in Which the vehicle travels. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0008] FIG. 1 is a block diagram illustrating a structural 
eXample of a vehicular image processing apparatus of an 
embodiment according to the present invention. 

[0009] FIG. 2 is a vieW illustrating an eXample of a 
display screen of an image display unit shoWn in FIG. 1. 

[0010] FIG. 3 is a vieW illustrating another eXample of a 
display screen of the image display unit shoWn in FIG. 1. 

[0011] FIG. 4 is a block diagram illustrating a vieWpoint 
converting unit according to the present invention. 

[0012] FIG. 5 is a vieW illustrating about an image con 
version to be eXecuted by an image converting means of the 
vieWpoint converting unit shoWn in FIG. 4. 

[0013] FIG. 6 is a vieW illustrating about an image con 
version to be eXecuted by the image converting means of the 
vieWpoint converting unit shoWn in FIG. 4. 

[0014] FIG. 7 is a vieW illustrating about a vieWpoint 
conversion to be eXecuted by a vieWpoint converting means 
of the vieWpoint converting unit shoWn in FIG. 4. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENS 

[0015] Reference is noW made in detail to an embodiment 
of the present invention Which is illustrated in the accom 
panying draWings. In the folloWing description of the 
embodiment With reference to the draWings, component 
parts having the same functions are given the same reference 
numerals and repetitive redundant descriptions of the same 
parts are omitted. 

[0016] Referring to FIG. 1, it shoWs a block diagram of an 
exemplary structure of a vehicular image processing appa 
ratus of an embodiment according to the present invention. 

[0017] The vehicular image processing apparatus is com 
prised of a plane vieW image preparing unit 101, a shift 
position acquisition unit 102, a display mode setting unit 
103, an image processing unit 104 and an image display unit 
(such as a monitor) 105. 

[0018] FIGS. 2 and 3 are vieWs illustrating display 
screens of the image display unit 105, respectively, and 
indicative of displays of entire surroundings of vehicles 
including obstacles in the vicinities of the vehicles. 

[0019] Reference numeral 200 designates a ?gure repre 
senting the vehicle. Here, the vehicle is shoWn as including 
an eXample of a Wagon vehicle, With an upper area of the 
FIG. 200 indicative of the vehicle representing a front area 
of the vehicle. Reference numeral 201 designates a display 
(an image indicative of a shift status of the vehicle) of a shift 
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indicator, 202 a ?gure showing a direction in Which the 
vehicle travels, 203 an obstacle such as a preceding vehicle, 
and 204 an area located outside the display area. The FIG. 
200 indicative of the vehicle and the FIG. 202 indicative of 
the direction in Which the vehicle travels are not limited in 
respective ?xed vieWs in display and may be comprised of 
images varying in display. 

[0020] The plane vieW image preparing unit 101 acquires 
images from cameras (not shoWn in the draWing) mounted 
on the vehicle and, as shoWn in FIGS. 2 and 3, prepares 
plane vieW images (images in a plane) as overhead vieWing 
With different samples in display being shoWn in FIGS. 2 
and 3, respectively. Also, a sequence of concretely preparing 
the plane images and a concrete structure of the plane image 
preparing unit 101 are described beloW in detail. 

[0021] It is supposed that in a case Where as long as the 
images prepared by the plane image preparing unit 101 of 
FIG. 1 are displayed over the display screen of the image 
display unit 105, the front area of the vehicle represented by 
the FIG. 200, indicative of the vehicle, is oriented upWard. 
Hereinafter, in connection With the FIG. 200 indicative of 
the vehicle, the expressions “upWard” and “doWnWard” refer 
to a case Where the front area of the vehicle displayed in the 
display screen is oriented upWard and a case Where the front 
area of the vehicle displayed in the display screen is oriented 
doWnWard, respectively. 

[0022] A driver of the vehicle is able to set a display mode 
for the plane images in dependence on a status of the vehicle 
using the display mode setting unit 103. In particular, the 
setting can be made such that With a vehicle incorporating an 
automatic poWer transmission, if a shift selector remains in 
a D (Drive) range, operation is eXecuted to provide a display 
(a display of the image as outputted by the plane vieW image 
preparing unit 101 as set forth above) in Which the front area 
of the vehicle is oriented upWard Whereas if the shift selector 
remains in a R (Reverse) range, operation is eXecuted to 
provide a display (a display in Which the image outputted by 
the plane vieW image preparing unit 101 is turned over up 
and doWn) in Which the front area of the vehicle is oriented 
doWnWard. 

[0023] The driver is able to set for the display image to be 
turned over up and doWn, right and left, and up and doWn as 
Well as right and left in dependence on the shift selector 
remaining in the D, R, P (Parking) and N (Neutral), respec 
tively. Or, the driver is able to select not to display the image 
per se. Such setting remarkably depends on the driver’s taste 
and, hence, the display mode is enabled to be freely set. 

[0024] Also, With a vehicle equipped With a manual trans 
mission, it is arranged such that a display method can be set 
in three modes, i.e., a forWard drive gear ratio (1 to 6 gear 
ratios), Neutral and Reverse, in place of the D, R, P and N 
ranges employed in the vehicle equipped With the automatic 
poWer transmission. The display mode setting unit 103 may 
be comprised of a sWitch, a touch panel or a combination of 
a joystick and buttons. 

[0025] Operational modes set by the driver is stored in a 
readable memory (not shoWn) of the image processing unit 
104. Contents stored in the memory are retained until 
relevant data is neWly updated by the driver. Depending on 
the shift position acquired by the shift position acquisition 
unit 102, the preset operational mode is automatically 
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selected and read out to permit the image processing unit 
104 to perform a preset image processing (to cause the 
image to be turned over up and doWn, right and left, and up 
and doWn as Well as right and left, or to cause the image to 
remain unchanged) for the images prepared by the plane 
vieW image preparing unit 101. Or, more simply, an alter 
native Way may be such that the display mode setting unit 
103 is comprised of tWo components, i.e., an upWard and 
doWnWard turn-over sWitch and a right and left turn-over 
sWitch to alloW the driver to manipulate these sWitches if 
desired. 

[0026] Further, the image processing unit 104 pictures an 
image from Which it turns out of Which gear currently 
remains in the vehicle, i.e., the display 201 (see FIGS. 2 and 
3) of the shift indicator indicative of an image representing 
the shift status of the vehicle. In this case, the image 
processing unit 104 pictures the shift indicator display in a 
form in Which the shift indicator display is superimposed 
With the plane image (see FIG. 2) or in a form (as sche 
matically shoWn in FIG. 3) in Which the shift indicator 
display is provided in the vicinity of the display screen by 
means of various display means eXcept for the display 
screen of the image display unit 105. This picture may 
include the shift indicator displays 201 shoWn in FIGS. 2 
and 3 or may be comprised of a structure that is simple to 
some eXtent to alloW the driver to understand a forWard/ 
rearWard drive status. In general, this picturing is performed 
subsequent to the image turn-over processing set forth 
above. 

[0027] Further, independently of such operation, in order 
for the driver to understand in image Which of directions the 
vehicle travels When the driver depresses an accelerator 
pedal, the driver releases a brake or the driver steers a 
steering handle, the image processing unit 104 pictures 
FIGS. 202 in the Form of arroWs (or triangles) as shoWn in 
FIGS. 2 and 3, respectively, to designate the direction in 
Which the vehicle travels in a Way to be superimposed on the 
FIG. 200 indicative of the vehicle Within the displayed 
image (see FIG. 2). The FIG. 202 indicative of the direction 
in Which the vehicle travels may be pictured in the vicinity 
of the display screen by means of various display means 
other than that of the display screen of the image display unit 
105 like the display 201 of the shift indicator (see FIG. 3). 
While, in FIGS. 2 and 3, the picture of the display 201 of 
the shift indicator and the picture of the FIG. 202 indicative 
of the direction in Which the vehicle travels are provided in 
the same area (i.e., Within the same image display area in 
FIG. 2 and Within the same display area 204 outside the 
image display area in FIG. 3), of course, the display 201 of 
the shift indicator may be pictured Within the image display 
area and the FIG. 202 indicative of the direction in Which 
the vehicle travels may be pictured in an area outside the 
image display area. Or, on the contrary, the FIG. 202 
indicative of the direction in Which the vehicle travels may 
be pictured in the image display area and the display 201 of 
the shift indicator may be pictured in the area outside the 
image display area. Further, in a case Where a side brake is 
pulled up and the shift selector remains in one of the gear, 
N (Neutral) and parking (Parking) ranges, it shoWs that the 
vehicle stands halt and, hence, the FIG. 202 indicative of the 
direction in Which the vehicle travels may not be pictured. 
The FIG. 201 of the shift indicator and the picturing, 
non-picturing and a position, at Which the FIG. 202 indica 
tive of the direction in Which the vehicle travels, is pictured 
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may be set in a menu of the display mode setting unit 103, 
or switches allocated With respective functions may be 
provided for manipulation by the driver on demand. 

[0028] With such a manner stated above, a complete 
image, that is synthesiZed and pictured in the image pro 
cessing unit 104, is displayed over the display screen of the 
image display unit 105 to be provided for the driver. 

[0029] Thus, the presently ?led embodiment has the fea 
tures that the provision of the vehicular image processing 
apparatus and method in Which a plurality of images picked 
up by a plurality of cameras mounted on the vehicle are 
converted into respective images as overlooked from a 
vieWpoint preset in an upper area of the vehicle and the 
plurality of converted images are synthesiZed into one image 
for display over the display screen of the image display unit 
105, for thereby alloWing the FIG. 202 indicative of the 
direction in Which the vehicle travels to be displayed such 
that the driver easily recogniZes the direction, in Which the 
vehicle travels, displayed in the display screen. 

[0030] NoW, a mechanism for enabling selection of the 
images, in the manner set forth above, to be displayed When 
the driver drives the vehicle rearWard is described beloW. 

[0031] When the display unit displays the vehicle and 
entire surroundings thereof in order to alloW the driver to 
select the image to be displayed during the rearWard drive of 
the vehicle, there is a method in that “the front area of the 
vehicle is displayed to be oriented upWard in the display” 
and, in a case Where the vehicle travels forWard, almost no 
drivers have a sense of incompatibility in such a display 
method. 

[0032] HoWever, in a case Where the vehicle travels rear 
Ward, if the image is displayed With no change in such a 
display method, some of the drivers have the sense of 
incompatibility. Such drivers prefer a display method in that, 
in order for a rearWard scene to be vieWed as being re?ected 
on a room mirror or a side mirror, the previous image 
displayed during the forWard travel of the vehicle is turned 
over up and doWn to provide “a display of the front area of 
the vehicle in a form oriented doWnWard”, or prefer a 
display method in that, as vieWed in a scene When the driver 
looks at a backWard, the previous image displayed during 
the forWard travel of the vehicle is turned over up and doWn 
as Well as right and left to provide “a display of the front area 
of the vehicle in a form oriented doWnWard”. 

[0033] With the vehicular image processing apparatus of 
the presently ?led structure, the driver is able to select the 
image, Which is displayed during the rearWard drive of the 
vehicle, to be provided so as to suit oWn taste, resulting in 
a capability of eliminating a load to be exerted to the driver 
during the driving operation. 

[0034] FIG. 4 is a block diagram illustrating a concrete 
structure of the plane vieW image preparing unit 101 shoWn 
in FIG. 1. As shoWn in the draWing, the vehicular image 
processing apparatus of the presently ?led, embodiment is 
comprised of real cameras (image pickup sections) 11 pick 
ing up images, an image converting section 12 that converts 
pickup images picked up by the real cameras 11 into images 
Wherein an angle of re?ection of light incident inside the real 
camera 11 (exactly, a real camera model 11a shoWn in FIGS. 
5 and 6) is made less than an angle of incidence of light 
incident outside the real camera 11 (the real cameral model 
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11a), and a vieWpoint converting section 13 that converts the 
images-converted-from-images, Which result from the 
image converting section 12, in terms of a vieWpoint. Also, 
in FIG. 4, although only a single real cameral 11 has been 
shoWn, in an actual practice, the presently ?led embodiment 
includes a plurality of real cameras 11 to pickup images of 
the surroundings of the vehicle (though not shoWn). A 
plurality of images-converted-in-vieWpoint, converted in 
terms of the vieWpoint by the vieW point converting section 
13 of FIG. 4, are synthesiZed into one image by the image 
processing unit 104 of FIG. 1, With the synthesiZed image 
being displayed over the image display unit 105. 

[0035] Next, a reference is made to FIGS. 5 and 6 to 
describe an image conversion mechanism of the image 
converting section 12 of the plane vieW image preparing unit 
101 shoWn in FIG. 4. As shoWn in the draWings, With the 
pickup image picked up by the real camera 11, a light ray 25 
(see FIG. 6) incident to the real cameral model 11a surely 
passes across a representative point 22 (in many frequencies 
to be used as a focal point or a central point of a lens), and 
a light ray 26 (see FIG. 6), Which has passed across the 
representative point 22 and is incident to a camera body 21, 
impinges upon a pickup image surface 23 located inside the 
camera body 21. The image pickup surface 23 is disposed in 
a plane perpendicular to a camera light axis 24 indicative of 
a direction of the real camera model 11a (the real camera 11) 
and has a center through Which the camera light axis 24 
travels. Of course, depending on characteristics of the real 
camera 11 that is an object to be simulated, there may be 
instances Where the camera light axis 24 does not necessar 
ily pass through the center of the image pickup surface 23, 
and the image pickup surface 23 and the camera light axis 
24 may be out of perpendicular relationship. Also, When 
simulating a CCD camera, the image pickup surface 23 is 
divided into a plurality of picture elements in a lattice form 
so as to realiZe the number of picture elements of the real 
camera 11 for the object to be simulated. Finally, since 
simulation is executed to ?nd out Which of the positions (the 
picture elements) of the pickup image 23 is incident With the 
light ray 26, only an issue arises in a distance betWeen the 
representative point 22 and the pickup image surface 23 and 
a ratio betWeen longitudinal and lateral length of the pickup 
image surface 23, With no issue arising in a real distance. For 
this reason, the distance betWeen the representative point 22 
and the pickup image surface 23 may be dealt With a unit 
distance (1) for convenience in calculation. 

[0036] And, the image converting section 12 executes 
conversion in the image picked up by the real camera 11 
such that the angles (x0, [30 (With the angle do of re?ection 
forming an angle of the light ray 26 relative to the camera 
light axis 24 and the angle [30 of re?ection forming an angle 
of the light ray 26 relative to an axis perpendicular to the 
camera light axis 24) of re?ection are made less than the 
angles (x1, [31 (With the angle (x1 of incidence forming an 
angle of the light ray 25 relative to the camera light axis 24 
and the angle [31 of incidence forming an angle of the light 
ray 25 relative to an axis perpendicular to the camera light 
axis 24) of incidence of the light ray 25 incident outside the 
camera body 21 of the real camera model 11a. 

[0037] Namely, the light ray 25 certainly passes across the 
representative point 22. Accordingly, using a polar coordi 
nate system, the light ray 25 can be expressed in tWo angles, 
i.e., the angles (x1, [31 of incidence based on the original point 
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made of the representative point 22, and When the light ray 
25 passes across the representative point 22, the light ray 25 
becomes the light ray 26 With the angles (x0, [30 of re?ection 
being determined in the folloWing formula: 

[0038] In the above formula, it is arranged such that the 
relational formula of a (XO<(X1 is alWays satis?ed. In this case, 
When the light ray 25 passes across the representative point 
22, the light ray 25 is de?ected in direction by the formula 
(1) to permit the light ray 26 to intersects the pickup image 
surface 23 at an intersecting point 27. When simulating With 
the use of the CCD camera, it is possible to obtain Which of 
the picture elements on the pickup image surface 23 is 
incident With the light ray 26 coming from the coordinate 
(position) of the intersecting point 27. 

[0039] Also, there are some instances Where depending on 
the setting of the pickup image surface 23, the light ray 26 
does not intersect the pickup image surface 23 and, in such 
instances, the light ray 25 is not re?ected on the real camera 
model 11a. 

[0040] Further, in a case Where the maximum picture 
angle of the real camera 11 for the object to be simulated is 
supposed to be M (degrees), the light ray 25 available to be 
incident to the interior of the camera body 21 should satisfy 
the relation otl<(M/2). The light ray 25, Which does not 
satisfy such a condition, is not re?ected on the real camera 
model 11a. When this occurs, the maximum value of the 
angle do of re?ection is calculated by f (M/2). Also, upon 
determination of functions f1(ot1) and f2([31) of the formula 
(1), the distance betWeen the representative point 22 and the 
pickup image surface 23 and the longitudinal and lateral 
length of the pickup image surface are determined, thereby 
specifying a pickup range of the real cameral model 11a. 
Also, as shoWn in FIG. 5, the magnitude of the maximum 
angle GOMAX of re?ection is less than the maximum angle 
GIMAX of incidence. 

[0041] With the sequence set forth above, it is possible to 
calculate Which of the picture elements (positions) on the 
pickup image surface 23 of the real camera model 11a is 
incident With the light ray 25 passing across the represen 
tative point 22. That is, the pickup image picked up by the 
real camera 11, i.e., the pickup image formed When the light 
ray 25 advances straight acrossing the representative point 
22, is converted in image by the above described mechanism 
to obtain the images-converted-from-images. Accordingly, it 
is possible to calculate the relationship betWeen the angles 
(x1 and [31 of incidence of the light ray incident to the real 
camera 11 (the real cameral model 11a) and the picture 
element (position) of the images-converted-from-images as 
expressed in the formula 

[0042] Further, on the contrary, it is possible to calculate 
Which of the directions the light ray 26, that passes across an 
arbitrary point on the pickup image surface 23 of the real 
camera model 11a, is incident to the representative point 22, 
in the folloWing formula. 

[0043] The simplest example of the formula (1) includes 
the folloWing formula Wherein the angles or (x1, [31 of 
incidence and the angles (x0, [30 of re?ection have a propor 
tionality relation as folloWs: 
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[0044] Where k represents a parameter by Which the lens 
characteristics of the real camera model 11a are determined 
and is expressed as k<1. In case of k=1, the real camera 
model 11a takes the same operation as experienced in the 
related art pin-hole cameral model. Although a distortion 
characteristic of an actual lens depends on an object (a 
design intent) of the lens, a normal Wide-range lens has an 
approximated distortion characteristic by suitably selecting 
the parameter k in a range of 1<k<0, resulting in a capability 
of providing a camera simulation to be performed at a higher 
precision than a camera simulation using the pin-hole cam 
era model. 

[0045] Further, When desired to perform the lens simula 
tion in a further precise manner, the image is converted With 
no proportionality relation in the functions f1(ot1), f2([31) as 
expressed in the formula (3) and, instead thereof, the lens 
characteristics of the real camera 11 are actually measured to 
permit the image to be converted using the functions indica 
tive of the lens characteristics of the real camera 11. In this 
case, of course, the angle do of re?ection is made less than 
the angle (x1 of incidence. 

[0046] Subsequent to the operation to convert the image in 
the above-described manner, operation is executed to con 
vert the image in terms of the vieWpoint. The simplest 
vieWpoint-conversion is realiZed by locating the real camera 
model, corresponding to the real camera, in a virtual space 
While setting a projected surface, and projecting the above 
described image-converted-to-image of the image picked up 
by the real camera 11 onto the projected surface of the 
virtual space via the real camera model 11a (as indicated at 
an area A in FIG. 7 Which Will be described beloW). 

[0047] NoW, the vieWpoint-conversion mechanism of the 
vieWpoint converting section 13 of the plane vieW image 
preparing unit 101 of the presently ?led embodiment shoWn 
in FIG. 4 is described beloW With reference to FIG. 7. 

[0048] Referring to FIG. 7, an area A represents a pro 
jected area for the projected surface to Which the images 
converted-from-images, converted in image as described 
above, is projected via the real camera model 11a. An area 
B represents a projected area for the projected surface to 
Which a visual ?eld is projected via a vieWpoint camera 
model 32 indicative of the vieWpoint of the driver. An area 
C represents an overlapped area (C=AOB) betWeen the area 
A and the area B. 

[0049] First, the virtual space 50 is set in compliance With 
an actual space, and the real camera model 11a correspond 
ing to the real camera 11 and the vieWpoint camera model 32 
corresponding to the driver’s visual ?eld are located in a 
virtual coordinate system 51 prepared on the virtual space 
50. When this takes place, the real camera model 11a and the 
vieWpoint camera model 32 are located on the virtual 
coordinate system 51 in compliance With the position and 
the direction, in Which the real camera 11 is located in the 
actual space, and the position of the driver (the vehicle) on 
the actual space and the driver’s vieWpoint (the direction). 
Subsequently, the projected surface is set. While, in the 
example shoWn in FIG. 7, an xy-plane has been shoWn as 
being placed on the projected surface, a plurality of other 
projected surfaces, such as a yZ-plane or a Zx-plane, may be 
provided in compliance With a topography of the actual 
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space and the presence of an object. Next, a certain picture 
element V of the viewpoint camera model 32 is focused. The 
picture element V of the viewpoint camera model 32 has a 
surface area, and the coordinate of the central point of the 
picture element V is assigned as a representative coordinate. 
When this takes place, an intersecting point 33 is ?xed on the 
projected surface of the picture element V in accordance 
With the position and the direction in Which the vieWpoint 
camera model 32 is set. Also, here, such a corresponding 
relationship is represented by a light ray 35 for conve 
nience’s sale. Similarly, the corresponding relationship 
betWeen the intersecting point 33 and the picture element of 
the real camera model 11a is represented by a light ray 34 
for convenience’s sake. Next, let’s consider the light ray 34 
betWeen the intersecting point 33 and the real camera model 
11a. When this takes place, in a case Where the light ray 34 
is incident to the real camera model 11a (the real camera 11) 
at an area Within a pickup range of the real camera 11 (that 
is, When the intersecting point 33 belongs to the area C), 
operation is executed to calculate Which of the picture 
elements of the real camera model 11a is incident With the 
light ray 34. Namely, it is possible to calculate Which of the 
picture elements of the real camera model 11a is incident 
With the light ray 34 for the images-converted-from-images 
appearing after the images have been converted as described 
in conjunction With FIGS. 5 and 6. Supposing that the 
picture element to Which the light ray 34 is incident is a 
picture element R, the corresponding relationship betWeen 
the picture element V and the picture element R is ?xed and, 
hence, a color and brightness of the picture element V are 
able to be assigned With the color and brightness of the 
picture element R. 

[0050] Also, in a case Where the light ray 34 is incident to 
the real camera model 11a (the real camera 11) at the area 
outside the pickup range of the real camera 11 (that is, in a 
case Where the intersecting point 33 belongs to the range 
(area B-area C) and in a case Where no light ray 34 is 
incident to the pickup image surface of the real camera 
model 11a (the real camera 11) (that is, in a case Where the 
intersecting point 33 belongs to the range (area B-area C), 
since the intersecting point 33 is not re?ected on the real 
camera model 11a (the real camera 11) (that is, there is no 
presence of the picture element on the real camera model 
11a corresponding to the intersecting point 33), it is sup 
posed that, in this instance, no object is re?ected on the 
picture element V of the vieWpoint camera model 32. In this 
case, it is supposed that a default value (such as a black but, 
of course, the other color may be used) is used as the color 
of the picture element V. 

[0051] Further, While, in the above example, the coordi 
nate representative of the picture element V has been 
described in conjunction With one point (central point) for 
one picture element, a plurality of representative coordinates 
may be provided in the picture element V. In such a case, 
operation is implemented to calculate Which of the picture 
elements of the real camera model 11a (the real camera 11) 
is incident With the light ray 34 for the representative 
coordinates, respectively, to permit a plurality of resulting 
colors and brightness to be blended to obtain the color and 
brightness of the picture element V. In this case, a blending 
ratio is equalized. Also, the colors and brightness’s are 
blended in various techniques, such as an alpha blending 
process Which forms a general method in a computer graphic 
?eld. 
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[0052] Carrying out the operations set forth above for all 
the picture elements of the vieWpoint camera model 32 and 
determining the color and brightness of each picture element 
of the vieWpoint camera model 32 enables the image of the 
vieWpoint camera model, i.e., the image-converted-in-vieW 
point, to be prepared. Thus, the image, converted from the 
image picked up by the real camera 11 in the actual space, 
i.e., the images-converted-from-images can be converted 
into the images-converted-in-vieWpoint in terms of the 
vieWpoint. 
[0053] Such a process enables the characteristics and the 
position of the vieWpoint camera model 32 to be freely 
settled as compared to the method in Which the pickup image 
is simply projected over the projected surface and, therefore, 
it becomes possible to easily comply With the variations in 
the characteristics and positions of the vieWpoint camera 
model 32. Thus, the area B shoWn in FIG. 7 is enabled to be 
arbitrarily settled. 

[0054] Further, since each picture element of the vieW 
point camera model 32 basically corresponds to the picture 
element of the real camera model 11a (the real camera 11) 
and no change occurs in such a correspondence unless 
change occurs in the positions, directions and the projected 
surfaces of the vieWpoint camera model 32 and the real 
camera model 11a, When using the processing device With 
no alloWance in a calculation capacity, a relational corre 
spondence may be stored as a conversion table Which in turn 
is referred to in executing the operations. Also, in a case 
Where the vieWpoint camera model 32 has a large number of 
picture elements, the larger the number of the picture 
elements of the vieWpoint camera model 32, the larger Will 
be the capacity of the conversion table in proportional 
relationship and it is advisable from a point of reduction in 
cost to use the processing device that enables the vieWpoint 
conversion to be calculated at a high speed rather than using 
a processing device (computer) having a memory With a 
large storage capacity. 

[0055] With such a vieW-point conversion device since the 
variation in the position of the image pickup surface 23 and 
the variation in the angle do of re?ection are substantially 
the same With respect to one another in terms of the central 
portion and the contoured portion of the image pickup 
surface 23, it is possible to obtain the image-converted-in 
vieWpoint With less distortion from an image of the vicinity 
of the contoured portion and an image picked up by a camera 
With a large picture angle and, further, there is no need for 
picking up a pattern image to calculate a correction factor, 
enabling the conversion in terms of the vieWpoint to be 
easily implemented. Also, When converting the image in 
terms of a factor in proportionate relationship betWeen the 
angle do of re?ection and the angle (x1 of incidence, the 
central portion and the contoured portion are produced at the 
same magni?cation poWer in the images-converted-from 
images that is converted in image, resulting in a capability 
of obtaining the images-converted-in-vieWpoint With less 
distortion. Moreover, When converted in image With the 
factor indicative of the lens characteristic of the real camera 
11, it is possible to obtain the image-converted-in-vieWpoint 
With less distortion due to lens (aberration) of the real 
camera 11. Also, since the vieWpoint converting section 13 
provides the images-converted-in-vieWpoint With each pic 
ture element in the same color and brightness as the color 
and brightness located at the central point of each color 
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element of the images-converted-from-images, there is no 
need for calculating average values of the color and bright 
ness, With a resultant reduction in the amount of calculation 
during the viewpoint converting operation. 
[0056] Thus, the ?rst aspect of the vehicular image pro 
cessing apparatus of the presently ?led embodiment features 
the provision of the plurality of image pickup means 
mounted on the vehicle and outputting the images picked up 
for the surroundings of the vehicle, the image converting 
section (as indicated at 12 in FIG. 4) that converts the 
pickup images, picked up by the image pickup means, into 
the image under a condition Where the angle of re?ection to 
the interior of the image pickup means is less than the angle 
of incidence of the light ray outside of the image pickup 
means, the vieWpoint converting section (as indicated at 13 
in FIG. 4) that converts the images-converted-from-images, 
resulting from the image pickup means, in terms of the 
vieWpoint, the image synthesiZing section (as indicated at 
the image processing unit 104 in FIG. 1) that synthesiZes the 
plurality of the images-converted-in-vieWpoint, that are con 
verted in terms of the vieWpoint by the vieWpoint converting 
section, and the display section (as indicated as the image 
display unit 105 in FIG. 1) that provides the display of the 
synthesiZed image, the ?gure indicative of the vehicle and 
the ?gure indicative of the direction in Which the vehicle 
travels. With such a structure, it is possible to obtain the 
images-converted-in-vieWpoint With less distortion While 
providing a capability of easily converting the image in 
terms of the vieWpoint and enabling the direction in Which 
the vehicle travels to be clearly displayed in the screen, 
minimiZing a load during the driving operation of the driver. 

[0057] Further, the second aspect of the vehicular image 
processing apparatus of the presently ?led embodiment 
concerns the vehicular image processing apparatus of the 
second aspect and features that the image converting section 
converts the image on the basis of the factor in proportion 
betWeen the angle of re?ection and the angle of incidence 
(see FIGS. 5 and 6). Such a structure enables the central 
portion and the contoured portion of the images-converted 
from-images Which is converted in image to have the same 
magni?cation poWer With a resultant capability of obtaining 
the image-converted-in-vieWpoint With less distortion. 

[0058] Further, the third aspect of the vehicular image 
processing apparatus of the presently ?led embodiment 
concerns the vehicular image processing apparatus of the 
?rst aspect and features that the image converting section 
converts the image as the function of the lens characteristic 
of the image pickup means in terms of the angle of re?ection 
and the angle of incidence. Such a structure enables the 
images-converted-in-vieWpoint With less distortion due to 
the lens to be obtained. 

[0059] Further the fourth aspect of the vehicular image 
processing apparatus of the presently ?led embodiment 
concerns the vehicular image processing apparatus of the 
?rst aspect and features that the vieWpoint converting sec 
tion provides the images-converted-in-vieWpoint With each 
picture element formed in the same color and brightness as 
the color and brightness located at the central point of each 
color element of the images-converted-from-images (see 
FIG. 7). With such a structure, there is no need for calcu 
lating average values of the color and brightness, With a 
resultant reduction in the amount of calculation during the 
vieWpoint converting operation. 
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[0060] Furthermore, the ?fth aspect of the vehicular image 
processing apparatus of the presently ?led embodiment 
concerns the vehicular image processing apparatus of the 
?rst aspect and features the provision of the selecting section 
for selecting Whether to provide the image Which is different 
in the image displayed during the forWard travel of the 
vehicle and the ?gure indicative of the direction in Which the 
vehicle travels forWard (see FIGS. 2 and 3) or to provide the 
image Which is different in other aspects than the ?gure 
indicative of the direction in Which the vehicle travels 
forWard. Since such a structure enables the image to be 
provided Which the driver tastes, the load to be eXerted to the 
driver during the driving operation can be eliminated. 

[0061] Further, the siXth aspect of the vehicular image 
processing apparatus of the presently ?led embodiment 
concerns the vehicular image processing apparatus of the 
?rst aspect and features the provision of the change-over 
section for automatically changing over betWeen the image 
displayed during the forWard traveling direction of the 
vehicle and the image displayed during the rearWard drive of 
the vehicle in response to the shift-change operation. Since 
such a structure provides no need for changing over betWeen 
the image displayed during the forWard traveling of the 
vehicle and the image displayed during the rearWard drive of 
the vehicle and enables the images to be automatically 
changed over, the above-described structure is convenient 
and enables the load of the driver to be eliminated during the 
driving operation. 

[0062] Furthermore, the seventh aspect of the vehicular 
image processing apparatus of the presently ?led embodi 
ment concerns the vehicular image processing apparatus of 
the ?fth aspect and features that the image displayed during 
the WithdraWal of the vehicle includes either the image 
Which is different only in the image displayed during the 
forWard traveling of the vehicle and the ?gure indicative of 
the forWard traveling of the vehicle, the image composed of 
the image, displayed during the forWard traveling of the 
vehicle, Whose upper and loWer edges are turned over or the 
image composed of the image, displayed during the forWard 
traveling of the vehicle, Whose upper and loWer edges and 
right and left edges are turned over. Since such a structure 
enables the driver to vieW the image Which the driver tastes, 
the load to be exerted to the driver during the driving 
operation can be eliminated. 

[0063] Furthermore, the eighth aspect of the vehicular 
image processing apparatus of the presently ?led embodi 
ment concerns the vehicular image processing apparatus of 
the seventh aspect and features that the selecting section (the 
display mode setting unit 103 and the image processing unit 
104 in FIG. 1) selects the image displayed during the 
rearWard drive of the vehicle among the image Which is 
different only in the image displayed during the forWard 
traveling of the vehicle and the ?gure indicative of the 
forWard traveling of the vehicle, the image composed of the 
image, displayed during the forWard traveling of the vehicle, 
Whose upper and loWer edges are turned over and the image 
composed of the image, displayed during the forWard trav 
eling of the vehicle, Whose upper and loWer edges and right 
and left edges are turned over. Since such a structure enables 
the driver to select the image Which the driver tastes, the load 
to be eXerted to the driver during the driving operation can 
be eliminated. 
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[0064] Furthermore, the ninth aspect of the vehicular 
image processing apparatus of the presently ?led embodi 
ment concerns the vehicular image processing apparatus of 
the ?rst aspect and features the provision of the display 
section (the shift position acquisition unit 102, the image 
processing unit 104 and the image display unit 105 in FIG. 
1) Which displays the image (the display 201 of the shift 
indicator in FIGS. 2 and 3) indicative of the shift status of 
the vehicle. Since such a structure enables the driver to be 
informed With the shift status during the driving operation of 
the vehicle, such a structure is convenient and is able to 
eliminate the load to be eXerted to the driver during the 
driving operation. 

[0065] Furthermore, the tenth aspect of the vehicular 
image processing apparatus of the presently ?led embodi 
ment concerns the vehicular image processing apparatus of 
the ?rst aspect and features that the display section (the 
image processing unit 104 and the image display unit 105 in 
FIG. 1) provides a display of the ?gure indicative of the 
direction in Which the vehicle travels on the displayed image 
(see FIG. 2) or in the vicinity of the displayed image to 
display Which of the directions the vehicle travels in 
response to at least one operation of the accelerator pedal, 
the brake and the steering handle. Since such a structure 
enables the driver to easily knoW the direction, in Which the 
vehicle travels, during the driving operation of the vehicle, 
such a structure is convenient and is able to eliminate the 
load to be eXerted to the driver during the driving operation. 

[0066] Furthermore, the eleventh aspect of the vehicular 
image processing apparatus of the presently ?led embodi 
ment concerns the vehicular image processing apparatus of 
the ?rst aspect and features the provision of the display 
section (the image processing unit 104 and the image display 
unit 10530 in FIG. 1) that displays the ?gure, indicative of 
the direction in Which the vehicle travels, in an overlapped 
state With the ?gure indicative of the vehicle (see FIG. 2). 
Since such a structure alloWs the ?gure indicative of the 
direction in Which the vehicle travels to be easily visible and 
is convenient, With a resultant reduction in load to be eXerted 
to the driver during the driving operation. 

[0067] Moreover, the tenth aspect of the presently ?led 
embodiment concerns the vehicular image and features that 
a plurality of image pickup sections (the real camera 11 in 
FIG. 4) mounted to the vehicle pick up the images of the 
surroundings of the vehicle to alloW the pickup images to be 
converted in image, such that the angles of re?ection in the 
interior of the image pickup sections are selected to be less 
than the angles of incidence outside the image pickup 
sections, respectively, and to alloW the images, Which are 
converted in image, to be converted in terms of the vieW 
point Whereupon a plurality of images, that are converted in 
vieWpoint, to be synthesiZed, With the synthesiZed image, 
the ?gure (as indicated as 200 in FIGS. 2 and 3) indicative 
of the vehicle (as indicated as 200 in FIGS. 2 and 3) and the 
?gure (as indicated as 202 in FIGS. 2 and 3) indicative of 
the direction in Which the vehicle travels. Since such a 
structure enables the images-converted-in-vieWpoint With 
less distortion to be obtained and enables the image to be 
easily converted in vieWpoint While alloWing the direction, 
in Which the vehicle travels, to be clearly displayed in the 
screen, the load to be exerted to the driver to be eliminated 
during the driving operation of the vehicle. 
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[0068] According to the present invention, as set forth 
above, there is provided the vehicular image processing 
apparatus that alloWs the driver to easily grasp the corre 
sponding relationship betWeen the direction in Which the 
vehicle actually travels and the direction in Which the 
vehicle, displayed in the display screen, travels. 

[0069] The entire content of Japanese Patent Application 
No. P2002-79970 With a ?ling date of Mar. 22, 2002 is 
herein incorporated by reference. 

[0070] Although the present invention has been described 
above by reference to certain embodiments of the invention, 
the invention is not limited to the embodiments described 
above and modi?cations Will occur to those skilled in the art, 
in light of the teachings. The scope of the invention is 
de?ned With reference to the folloWing claims. 

What is claimed is: 
1. A vehicular image processing apparatus comprising: 

a plurality of image pickup sections mounted in a vehicle 
to pickup images of surroundings of the vehicle With 
the pickup images being outputted; 

an image converting section converting the pickup images 
picked up by the image pickup sections such that angles 
of re?ection inside the image pickup sections are less 
than angles of incidence outside the image pickup 
sections; 

a vieWpoint converting section permitting images-con 
verted-from-images, converted by the image convert 
ing section, to be converted in terms of vieWpoint; 

an image synthesiZing section synthesiZing a plurality of 
images-converted-in-vieWpoint that are converted in 
terms of the vieWpoint by the vieWpoint converting 
section; and 

a display section displaying the synthesiZed image, a 
?gure indicative of is the vehicle and a ?gure indicative 
of a direction in Which the vehicle travels. 

2. The vehicular image processing apparatus according to 
claim 1, Wherein the vieWpoint converting section converts 
the images as a proportionality function betWeen the angle 
of re?ection and the angle of incidence. 

3. The vehicular image processing apparatus according to 
claim 1, Wherein the image converting section converts the 
images as a function indicative of a lens characteristics of 
the image pickup sections in terms of the angle of re?ection 
and the angle of incidence. 

4. The vehicular image processing apparatus according to 
claim 1, Wherein the vieWpoint converting section alloWs 
each picture element of the vieWpoint converting section to 
have a color and brightness in alignment With a color and 
brightness of a central point located at each picture element 
of the image-converted-to-image corresponding to each pic 
ture element of the image-converted-in-vieWpoint. 

5. The vehicular image processing apparatus according to 
claim 1, further comprising a selecting section selecting the 
image displayed during rearWard drive of the vehicle from 
among the image Which is different in the image displayed 
during forWard traveling of the vehicle and the ?gure 
indicative of the forWard traveling direction and the image 
Which is different in other aspects than the ?gure indicative 
of the forWard traveling direction. 
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6. The vehicular image processing apparatus according to 
claim 1, further comprising a change-over section automati 
cally changing over betWeen the image displayed during the 
forWard traveling of the vehicle and the image displayed 
during the rearWard drive of the vehicle in dependence on an 
operation of the shift change. 

7. The vehicular image processing apparatus according to 
claim 5, Wherein the image displayed during the rearWard 
drive of the vehicle includes either an image Which is 
different only in the image displayed during the forWard 
traveling of the vehicle and the ?gure indicative of a forWard 
traveling of the vehicle, an image composed of the image, 
displayed during the forWard traveling of the vehicle, Whose 
upper and loWer edges are turned over or an image com 
posed of the image, displayed during the forWard traveling 
of the vehicle, Whose upper and loWer edges and right and 
left edges are turned over. 

8. The vehicular image processing apparatus according to 
claim 7, Wherein the selecting section selects the image 
displayed during the WithdraWal of the vehicle from among 
the image Which is different only in the image displayed 
during the forWard traveling of the vehicle and the ?gure 
indicative of a forWard traveling of the vehicle, the image 
composed of the image, displayed during the forWard trav 
eling of the vehicle, Whose upper and loWer edges are turned 
over and the image composed of the image, displayed during 
the forWard traveling of the vehicle, Whose upper and loWer 
edges and right and left edges are turned over. 

9. The vehicular image processing apparatus according to 
claim 1, Wherein the display section displays an image, 
indicative of a shift status of the vehicle, at an area in the 
vicinity of the display screen. 

10. The vehicular image processing apparatus according 
to claim 1, Wherein the display section is responsive to at 
least one operation of an accelerator pedal, a brake and a 
steering Wheel to display the ?gure, indicative of the direc 
tion in Which the vehicle travels, on the display screen or at 
an area close proximity to the display screen to indicate 
Which of the directions the vehicle travels in. 

11. The vehicular image processing apparatus according 
to claim 1, Wherein the display section displays the ?gure, 
indicative of the direction in Which the vehicle travels, in a 
Way to be overlapped With the ?gure indicative of the 
vehicle. 
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12. A method of processing a vehicular image, compris 
ing: 

picking up images of surroundings of a vehicle by a 
plurality of image pickup sections mounted in the 
vehicle; 

converting the pickup images such that angles of re?ec 
tion inside the image pickup sections are less than 
angles of re?ection outside the image pickup sections, 
respectively; 

converting the converted images in terms of vieWpoints, 
respectively; 

synthesiZing a plurality of images-converted-in-vieW 
point that are converted in terms of the vieWpoints; and 

displaying a synthesiZed image, a ?gure indicative of the 
vehicle, and a ?gure indicative of a direction in Which 
the vehicle travels. 

13. A vehicular image processing apparatus comprising: 

a plurality of image pickup means mounted in a vehicle 
for outputting pickup images of surroundings of the 
vehicle; 

image converting means for converting the pickup 
images, picked up by the image pickup means, such 
that angles of re?ection inside the image pickup sec 
tions are less than angles of re?ection outside the image 
pickup sections, respectively; 

vieWpoint converting means for converting images-con 
verted-in-image, that are converted by the image con 
verting means in terms of vieWpoints; 

image synthesiZing means for synthesiZing a plurality of 
images-converted-in-vieWpoint that are converted by 
the vieWpoint converting means in terms of the vieW 
points; and 

display means for displaying a synthesiZed image, a ?gure 
indicative of the vehicle, and a ?gure indicative of a 
direction in Which the vehicle travels. 
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