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(57) ABSTRACT 

An object is tracked With a camera that is sensitive to both 
visible and invisible light. An invisible light re?ector 
attached to the object may re?ect a target of invisible light, 
Which is provided by an invisible light emitter. The camera 
processes the invisible light and moves the ?eld of vieW of 
the camera so that the object is centered Within the ?eld of 
vieW. The camera may also Zoom the ?eld of vieW to a 
desired magni?cation level. 
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SYSTEM AND METHOD FOR TRACKING AN 
OBJECT DURING VIDEO COMMUNICATION 

BACKGROUND 

[0001] 1. Field of the Invention 

[0002] The present invention relates generally to the ?eld 
of video communication. More speci?cally, the present 
invention relates to a system and method for automatically 
tracking an object With a camera during video communica 
tion. 

[0003] 2. Description of Related Background Art 

[0004] Videoconferencing is rapidly becoming the com 
munication method-of-choice for remote parties Who Wish to 
approximate face-to-face contact Without the time and 
expense of travel. As bandWidth limitations cease to become 
a concern, a greater number of traditionally face-to-face 
events, such as business meetings, family discussions, and 
shopping, may be expected to take place through videocon 
ferencing. 
[0005] Unfortunately, videoconferencing has been limited 
in the past by a number of factors. One of the most appealing 
aspects of face-to-face communication is that people are 
able to see each other’s facial gestures and expressions. Such 
expressions lend an additional dimension to a conversation; 
this dimension cannot be conveyed through a solely auditory 
medium. Hence, videoconferencing is typically carried out 
With the camera Zoomed in to focus on the subject’s head. 

[0006] Such a focused vieW may be acceptable if neither 
person needs to move their head more than a feW inches 
during the conversation. HoWever, for lengthy conversa 
tions, it can be quite tiring to hold one’s head in the same 
position continuously. Additionally, While a person can 
move about and perform tasks With their hands While talking 
on a telephone, such movement is severely restricted by the 
focused camera angles used in teleconferencing. Hence, it is 
dif?cult for a person to teleconference While performing 
other tasks. Additionally, conversation may be someWhat 
unnatural due to the necessity of maintaining the head and 
face in a single position. 

[0007] Accordingly, What is needed is a system and 
method for tracking an object, such as a person, With a 
camera. Such a system should be usable for videoconfer 
encing applications, and should not inhibit free motion of the 
person or object. Additionally, such a system and method 
should be operable With comparatively simple equipment 
and procedures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0008] Non-exhaustive embodiments of the invention are 
described With reference to the ?gures, in Which: 

[0009] FIG. 1 is an illustration of one embodiment of a 
tracking system according to the invention; 

[0010] FIG. 2 is an illustration of a pre-tracking frame 
from the camera of FIG. 1; 

[0011] FIG. 3 is an illustration of a centered frame from 
the camera of FIG. 1; 

[0012] FIG. 4 is an illustration of a centered and Zoomed 
frame from the camera of FIG. 1; 
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[0013] FIG. 5 is a schematic block diagram of one 
embodiment of a videoconferencing system in Which the 
tracking system of FIG. 1 may be employed; 

[0014] FIG. 6 is a schematic block diagram of the camera 
of FIG. 1; 

[0015] FIG. 7 is a schematic block diagram of another 
embodiment of a camera suitable for tracking, 

[0016] FIG. 8 is a schematic block diagram of one 
embodiment of a set top box usable in connection With the 
videoconferencing system of FIG. 5; 

[0017] FIG. 9 is a logical block diagram depicting the 
operation of the tracking system of FIG. 1; 

[0018] FIG. 10 is a ?oWchart of one embodiment of a 
tracking method according to the invention; 

[0019] FIG. 11 is a ?oWchart depicting one embodiment 
of a centering method suitable for the tracking method of 
FIG. 10; 

[0020] FIG. 12 is a ?oWchart depicting another embodi 
ment of a centering method suitable for the tracking method 
of FIG. 10; 

[0021] FIG. 13 is a ?oWchart depicting one embodiment 
of a Zooming method suitable for the tracking method of 
FIG. 10; and 

[0022] FIG. 14 is a ?oWchart depicting another embodi 
ment of a Zooming method suitable for the tracking method 
of FIG. 10. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

[0023] The present invention solves the foregoing prob 
lems and disadvantages by providing a system and method 
for tracking objects With a camera during video communi 
cation. Of course, the described system and method are 
usable in a Wide variety of other contexts, including security, 
manufacturing, laW enforcement, and the like. 

[0024] In one implementation, a re?ector that re?ects a 
form of invisible light, such as infrared light, is attached to 
an object to be tracked. Where the object is a person, such 
a re?ector may be attached (by an adhesive or the like) to an 
article Worn by the person, such a pair of glasses, a shirt 
collar, a tie clip, etc. The re?ector may also be applied 
directly to the skin of the person. An invisible light emitter, 
such as an infrared illuminator, projects invisible light in the 
direction of the re?ector. The invisible light is then re?ected 
back to a camera that detects both visible and invisible light. 

[0025] The camera provides a video signal With visible 
and invisible components. The invisible component is uti 
liZed by a tracking subsystem to center the ?eld-of-vieW of 
the camera on the re?ector. Centering may be accomplished 
With a mechanical camera by physically panning and tilting 
the camera until the re?ector is in the center of the ?eld 
of-vieW. The camera may alternatively be a softWare steer 
able type, in Which case centering is accomplished by 
cropping the camera image such that the re?ector is in the 
center of the remaining portion. 

[0026] The tracking component may mathematically 
determine the location of the re?ector and then align the 
center of the ?eld-of-vieW With the re?ector. Alternatively, 
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the tracking component may simply move the center of the 
?eld-of-vieW toward the re?ector in stepwise fashion until 
alignment has been achieved. 

[0027] A Zooming subsystem may utilize the invisible 
and/or the visible component to “Zoom,” or magnify, the 
?eld-of-vieW to reach a desired magni?cation level. As With 
tracking, such Zooming may be accomplished mechanically 
or through softWare, using mathematical calculation and 
alignment or stepWise adjustment. 

[0028] As an alternative embodiment, a portable emitter 
may be used in place of the re?ector/emitter combination. 
Like the re?ector, the portable emitter may be attached to the 
object to be tracked. The emitter may be poWered by an 
integrated poWer source, such as a battery. Tracking and 
Zooming may then be accomplished as described above. 

[0029] As another alternative embodiment, the camera 
may simply receive the infrared signature of a human body, 
and may utiliZe the same to provide the invisible component 
of the video signal. Centering and Zooming may then be 
accomplished With reference to the infrared signature, in 
much the same manner as described above. Additional steps 
may be performed to isolate the head and identify the 
person, if desired. 

[0030] Reference throughout this speci?cation to “one 
embodiment” or “an embodiment” means that a particular 
feature, structure, or characteristic described in connection 
With the embodiment is included in at least one embodiment 
of the present invention. Thus, appearances of the phrases 
“in one embodiment” or “in an embodiment” in various 
places throughout this speci?cation are not necessarily all 
referring to the same embodiment. 

[0031] Furthermore, the described features, structures, or 
characteristics may be combined in any suitable manner in 
one or more embodiments. In the folloWing description, 
numerous speci?c details are provided, such as eXamples of 
programming, user selections, netWork transactions, data 
base queries, database structures, etc., to provide a thorough 
understanding of embodiments of the invention. One skilled 
in the relevant art Will recogniZe, hoWever, that the invention 
can be practiced Without one or more of the speci?c details, 
or With other methods, components, materials, etc. In other 
instances, Well-knoWn structures, materials, or operations 
are not shoWn or described in detail to avoid obscuring 
aspects of the invention. 

[0032] The folloWing discussion makes particular refer 
ence to tWo-Way video communication. HoWever, those 
skilled in the art recogniZe that video communication typi 
cally includes tWo-Way audio communication. Thus, Where 
video communication and corresponding components are 
speci?cally illustrated, audio communication and corre 
sponding components may be implied. 

[0033] Referring to FIG. 1, one embodiment of a tracking 
system 100 according to the invention is shoWn. The object 
110 may be inanimate, or may be a person, animal, or the 
like. The object 110 may have an invisible light re?ector 
120, or re?ector 120, disposed on the object 110. As used 
herein, “invisible light” refers to electromagnetic energy 
With any frequency imperceptible to the human eye. Infrared 
light may advantageously be used due to the ease With Which 
it can be generated and re?ected; hoWever, a Wide variety of 
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other electromagnetic spectra may also be utiliZed according 
to the invention, such as ultraviolet. 

[0034] The re?ector 120 may consist, for eXample, of a 
solid body With a re?ective side coated With or formed of a 
substance that re?ects invisible light. Such a surface may be 
covered by glass or plastic that protects the surface and/or 
serves as a barrier to the transmission of electromagnetic 
energy of undesired frequencies, such as those of the visible 
spectrum. The re?ector 120 may have an adhesive surface 
facing opposite the re?ective surface; the adhesive surface 
may be used to attach the re?ector 120 to the object 110. Of 
course, the re?ector 120 could also be attached to the object 
110 using any other attachment method. 

[0035] An invisible light emitter 130, or emitter 130, may 
be used to emit invisible light toWard the object 110. The 
emitter 130 may be embodied, for example, as an infrared 
emitter, Well knoWn to those skilled in the art. As another 
eXample, the emitter 130 may take the form of a ultraviolet 
(UV) emitter. 

[0036] The invisible light emitter 130 may receive elec 
trical poWer through a poWer cord 132 or battery (not 
shoWn), and may project invisible light 134 over a broad 
angle so that the object 110 can move through a compara 
tively large space Without the re?ector 120 passing beyond 
the illuminated space. 

[0037] Conventional light sources, including natural and 
arti?cial lighting, are also present and project visible light 
that is re?ected by the object 110. Such light sources are not 
illustrated in FIG. 1 to avoid obscuring aspects of the 
invention. 

[0038] A portion 136 of the invisible light 134 may be 
re?ected by the re?ector 120 to reach a camera 140. In one 
embodiment, the camera 140 is sensitive to both visible light 
and invisible light of the frequency re?ected by the re?ector 
120. The camera 140 may have a housing 142 that contains 
and protects the internal components of the camera 140, a 
lens 144 through Which the portion 136 of the invisible light 
134 is able to enter the housing 142, a base 146 that supports 
the housing 142, and an output cord 148 through Which a 
video signal is provided by the camera 140. Of course, the 
camera 140 may be con?gured in other Ways Without 
departing from the spirit of the invention. For instance, the 
camera 140 may lack a separate housing and may be 
integrated With another device, such as a set top boX (STB) 
for an interactive television system. 

[0039] The video signal produced by the camera 140 may 
simply include a static image, or may include real-time 
video motion suitable for videoconferencing. The video 
signal may also include audio information, and may have a 
visible component derived from visible light received by the 
camera 140 as Well as an invisible component derived from 
the portion 136 of the invisible light 134. 

[0040] The object 110 may have a vector 150 With respect 
to the camera 140. The vector 150 is depicted as arroW 
pointing from the camera 140 to the object 110, With a length 
equal to the distance betWeen the object 110 and the camera 
140. A center vector 152 points directly outWard from the 
camera 140, into the center of a ?eld-of-vieW 160 of the 
camera 140. 

[0041] The ?eld-of-vieW 160 of the camera 140 is simply 
the volume of space that is “visible” to the camera 140, or 
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the volume that Will be visible in an output image from the 
camera 140. The ?eld-of-vieW 160 may be generally conical 
or pyramidal in shape. Thus, boundaries of the ?eld-of-vieW 
160 are indicated by dashed lines 162 that form a generally 
triangular cross section. The ?eld-of-vieW 160 may be 
variable in siZe if the camera 140 has a “Zoom,” or magni 
?cation feature. 

[0042] As described in greater detail beloW, the present 
invention provides a system and method by Which the center 
vector 152 can be automatically aligned With the object 
vector 150. Such alignment may take place in real time, such 
that the ?eld-of-vieW. 160 of the camera 140 folloWs the 
object 110 as the object 110 moves. Optionally, the camera 
140 may automatically Zoom, or magnify, the object 110 
Within the ?eld-of-vieW 160. The operation of these pro 
cesses, and their effect on the visible output of the camera 
140, Will be shoWn and described in greater detail in 
connection With FIGS. 2 through 4. 

[0043] Referring to FIG. 2, an exemplary pre-tracking 
vieW 200 of visible output, i.e., a display of the visible 
component of the video signal, is shoWn. Since the pre 
tracking vieW 200 is taken from the point of vieW of the 
camera 140, a rectangular cross-sectional vieW of the ?eld 
of-vieW 160 is shoWn. The ?eld-of-vieW 160 is thus assumed 
to be rectangular-pyramidal in shape; if the ?eld-of-vieW 
160 Were conical, the vieW depicted in FIG. 2 Would be 
circular. 

[0044] In FIG. 2, a person 210 takes the place of the 
generaliZed object 110 of FIG. 1. The camera 140 may be 
con?gured to track the person 210, or if desired, a head 212 
of the person, While the person 210 moves. The camera 140 
may also be used to track an inanimate object such as a 
folder 214. Re?ectors 220 may be attached to the person 210 
and/or the folder 214 in order to facilitate tracking. 

[0045] In the case of the person 210, the re?ectors 220 
may be af?Xed to an article Worn by the person 210, such as 
a pair of glasses, a piece of jeWelry, a tie clip, or the like. 
Like the re?ector 110 of FIG. 1, the re?ector 210 may have 
a re?ective side and a non-re?ective side that can be attached 
through the use of a clip, clamp, adhesive, magnet, pin, or 
the like. Are?ector 220 may then be af?Xed to an object such 
as a pair of glasses 222 or, in the alternative, directly to the 
person 210. A re?ector 220 may be easily af?Xed to the 
folder 214 in much the same fashion. 

[0046] Indeed, if desired, an invisible light re?ector need 
not be a solid object, but may be a paint, makeup, or other 
coating applicable directly to an object or to the skin of the 
person 210. Such a coating need simply be formulated to 
re?ect the proper frequency of invisible light. The coating 
may even be substantially transparent to visible light. 

[0047] The person 210, or the head 212 of the person 210, 
may have a desired vieW 232, or an optimal alignment and 
magni?cation level for video communications. Similarly, 
the folder 214 may have a desired vieW 234. The re?ectors 
220 may be positioned at the respective centers of the 
desired vieWs 232, 234, so that the ?eld-of-vieW 160 may be 
aligned With such a desired vieW. 

[0048] Each of the re?ectors 220 provides a “target,” or a 
bright spot Within the invisible component of the video 
signal from the camera 140. Thus, each re?ector 220 enables 
the camera 140 to determine the direction in Which the 
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associated object vector 150 points. Once the object vector 
150 is determined, the tracking system 100 may proceed to 
align the object vector 150 With the center vector 152. 

[0049] More speci?cally, a center 240 of the ?eld-of-vieW 
160 is an end vieW of the center vector 152 depicted in FIG. 
1. In the vieW of FIG. 2, the re?ector 220 disposed on the 
person 210 is an end vieW of the object vector 150. Thus, 
“tracking,” refers to motion of the ?eld-of-vieW 160 until the 
center 240 is superimposed on the re?ector 220. Conse 
quently, the center 240 is to be moved along a displacement 
242 betWeen the center 240 and the re?ector 220. 

[0050] Such movement may be broken doWn into tWo 
separate dimensions: a pan displacement 244 and a tilt 
displacement 246. The pan displacement 244 represents the 
amount “panning,” or horiZontal camera rotation, that Would 
be required to align the center 240 With the re?ector 220. 
The tilt displacement 246 represents the amount of “tilting,” 
or vertical camera rotation, that Would be required to align 
the center 240 With the re?ector 220. 

[0051] Panning and tilting may be carried out by physi 
cally moving the camera 140. More speci?cally, physical 
motion of the camera 140 may be carried out through the use 
of a camera alignment subsystem (not shoWn) that employs 
mechanical devices, such as rotary stepper motors. TWo such 
motors may be used: one that pans the camera 140, and one 
that tilts the camera 140. 

[0052] In the alternative, panning and tilting may be 
carried out by leaving the camera 140 stationary and modi 
fying the video signal. For eXample, panning and tilting may 
be performed in conjunction With Zooming by cropping the 
video signal. The video signal is obtained by capturing a 
second ?eld-of-vieW (not shoWn) that covers a compara 
tively broad area. For eXample, a Wide-angle, or “?sh-eye” 
lens could be used for the lens 144 of the camera 140 to 
provide a Wide second ?eld-of-vieW. The ?rst ?eld-of-vieW 
160 is then obtained by cropping the second ?eld-of-vieW 
and correcting any distortion caused by the Wide angle of the 
lens 144. 

[0053] Panning and tilting Without moving the camera 140 
may be referred to as “softWare steerable” panning and 
tilting, although the subsystems that carry out the tracking 
may exist in softWare, hardWare, ?rmWare, or any combi 
nation thereof. SoftWare steerable panning and tilting Will be 
described in greater detail subsequently. 

[0054] Referring to FIG. 3, a centered vieW 300 of visible 
output from the camera 140 is shoWn. The ?eld-of-vieW 160 
has been panned and tilted through mechanical or softWare 
steerable processing such that the center 240 is aligned With 
the re?ector 220 on the person 210; consequently, tracking 
has been performed. The center 240 is not shoWn in FIG. 3 
for clarity. The desired vieW 232 of the head 212 of the 
person 210 is noW centered Within the ?eld-of-vieW 160. 
HoWever, the ?eld-of-vieW 160 has not been resiZed to 
match the desired vieW 232; hence, no Zooming has 
occurred. “Centering,” as used herein, may not require 
precise positioning of the head Within the center 240 of the 
?eld-of-vieW 160. In the vieW of FIG. 3, the head 212 is 
positioned slightly leftWard of the center 240 of the ?eld 
of-vieW 160. This is due to the fact that the person 210 is not 
looking directly at the camera 140; hence, the re?ector 220 
is disposed toWard the right side of the head 212, from the 
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perspective of the camera 140. Consequently, the re?ector 
220 is disposed at the center 240 of the ?eld-of-vieW 160, 
but the head 212 is slightly offset. Such offsetting is unlikely 
to seriously impede videoconferencing unless the ?eld-of 
vieW 160 is excessively narroW. 

[0055] Referring to FIG. 4, a Zoomed and centered vieW 
400 of visible output from the camera 140 is shoWn. The 
re?ector 220 is still centered Within the ?eld-of-vieW 160, 
and the ?eld-of-vieW 160 has been collapsed to match the 
desired vieW 232, in Which the head 212 appears large 
enough to read facial expressions during verbal communi 
cation With the person 210 Consequently, both tracking 
(centering) and Zooming have been performed. 

[0056] As With tracking, Zooming may be performed 
mechanically, or “optically.” Optical Zooming typically 
entails moving the lens or lenses of the camera to change the 
siZe of the ?eld-of-vieW 160. Additionally, lenses may be 
mechanically added, removed, or replaced to provide addi 
tional Zooming capability. 

[0057] In the alternative, Zooming may also be performed 
through softWare. For example, an image may be cropped 
and scaled to effectively Zoom in on the remaining portion. 
Such Zooming may be referred to as softWare, or “digital” 
Zooming. 

[0058] The tracking and Zooming functions have been 
illustrated as separate steps for clarity; hoWever, tracking 
need not be carried out prior to Zooming. Indeed, tracking 
and Zooming may occur simultaneously in real-time as the 
person 210 moves Within the ?eld-of-vieW 160. The head 
212 of the person 210 may thus be maintained continuously 
centered at the proper magni?cation level during video 
communication. A similar process may be carried out With 
the folder 214, or With any other object With a re?ector 220 
attached. The folloWing discussion assumes that the head 
212 of the person 210 is the object to be tracked. 

[0059] The tracking system 100, or multiple such tracking 
systems, may be used in a Wide variety of applications. As 
mentioned previously, videoconferencing is one application 
in Which such tracking systems may ?nd particular appli 
cation. 

[0060] Referring to FIG. 5, one embodiment of a video 
conferencing system 500 that may incorporate one or more 
tracking systems 100 is shoWn. In one implementation, the 
videoconferencing system 500 relies on a communication 
subsystem 501, or netWork 501, for communication. The 
netWork 501 may take the form of a cable netWork, direct 
satellite broadcast (DBS) netWork, or other communications 
netWork. 

[0061] The videoconferencing system 500 may include a 
plurality of set top boxes (STBs) 502 located, for instance, 
at customer homes or of?ces. Generally, an STB 502 is a 
consumer electronics device that serves as a gateWay 

betWeen a customer’s television 504 and the netWork 501. In 
alternative embodiments, an STB 502 may be embodied 
more generally as a personal computer (PC), an advanced 
television 504 With STB functionality, or other customer 
premises equipment (CPE). 
[0062] An STB 502 receives encoded television signals 
and other information from the netWork 501 and decodes the 
same for display on the television 504 or other display 
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device, such as a computer monitor, ?at panel display, or the 
like. As its name implies, an STB 502 is typically located on 
top of, or in close proximity to, the television 504. 

[0063] Each STB 502 may be distinguished from other 
netWork components by a unique identi?er, number, code, or 
address, examples of Which include an Internet Protocol (IP) 
address (e.g., an IPv6 address), a Media Access Control 
(MAC) address, or the like. Thus, video streams and other 
information may be transmitted from the netWork 501 to a 
speci?c STB 502 by specifying the corresponding address, 
after Which the netWork 501 routes the transmission to its 
destination using conventional techniques. 

[0064] A remote control 506 is provided, in one con?gu 
ration, for convenient remote operation of the STE 502 and 
the television 504. The remote control 506 may use infrared 
(IR), radio frequency (RF), or other Wireless technologies to 
transmit control signals to the STB 502 and the television 
504. Other remote control devices are also contemplated, 
such as a Wired or Wireless mouse or keyboard (not shoWn). 

[0065] For purposes of the folloWing description, one STB 
502, TV 504, remote control 506, camera 140, and emitter 
130 combination is designated a local terminal 508, and 
another such combination is designated a remote terminal 
509. Each of the terminals 508, 509 is designed to provide 
videoconferencing capability, i.e., video signal capture, 
transmission, reception, and display. 
[0066] The components of the terminals 508, 509 may be 
as shoWn, or may be different, as Will be appreciated by 
those of skill in the art. For example, the TVs 504 may be 
replaced by computer monitors, Webpads, PDA’s, computer 
screens, or the like. The remote controls 506 may enhance 
the convenience of the terminals 508, 509, but are not 
necessary for their operation. As mentioned previously, the 
STB 502 maybe con?gured in a variety of different Ways. 
The camera 140 and the emitter 130 may also be recon?g 
ured or omitted, as Will be described subsequently. 

[0067] Each STB 502 may be coupled to the netWork 501 
via a broadcast center 510. In the context of a cable netWork, 
a broadcast center 510 may be embodied as a “head-end”, 
Which is generally a centrally-located facility Within a 
community Where television programming is received from 
a local cable TV satellite doWnlink or other source and 
packaged together for transmission to customer homes. In 
one con?guration, a head-end also functions as a Central 
Of?ce (CO) in the telecommunication industry, routing 
video streams and other data to and from the various STBs 
502 serviced thereby. 

[0068] Abroadcast center 510 may also be embodied as a 
satellite broadcast center Within a direct broadcast satellite 
(DBS) system. A DBS system may utiliZe a small 18-inch 
satellite dish, Which is an antenna for receiving a satellite 
broadcast signal. Each STB 502 may be integrated With a 
digital integrated receiver/decoder (IRD), Which separates 
each channel, and decompresses and translates the digital 
signal from the satellite dish to be displayed by the television 
504. 

[0069] Programming for a DBS system may be distrib 
uted, for example, by multiple high-poWer satellites in 
geosynchronous orbit, each With multiple transponders. 
Compression (e.g., MPEG) may be used to increase the 
amount of programming that can be transmitted in the 
available bandWidth. 
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[0070] The broadcast centers 510 may be used to gather 
programming content, ensure its digital quality, and uplink 
the signal to the satellites. Programming may be received by 
the broadcast centers 510 from content providers (CNN®, 
ESPN®, HBO®, TBS®, etc.) via satellite, ?ber optic cable 
and/or special digital tape. Satellite-delivered programming 
is typically immediately digitiZed, encrypted and uplinked to 
the orbiting satellites. The satellites retransmit the signal 
back doWn to every earth-station, e.g., every compatible 
DBS system receiver dish at customers’ homes and busi 
nesses. 

[0071] Some broadcast programs may be recorded on 
digital videotape in the broadcast center 510 to be broadcast 
later. Before any recorded programs are vieWed by custom 
ers, technicians may use post-production equipment to vieW 
and analyZe each tape to ensure audio and video quality. 
Tapes may then be loaded into a robotic tape handling 
systems, and playback may be triggered by a computeriZed 
signal sent from a broadcast automation system. Back-up 
videotape playback equipment may ensure uninterrupted 
transmission at all times. 

[0072] Regardless of the nature of the netWork 501, the 
broadcast centers 510 may be coupled directly to one 
another or through the netWork 501. In alternative embodi 
ments, broadcast centers 510 may be connected via a sepa 
rate netWork, one particular example of Which is the Internet 
512. The Internet 512 is a “netWork of netWorks” and is Well 
knoWn to those skilled in the art. Communication over the 
Internet 512 is accomplished using standard protocols, such 
as TCP/IP (Transmission Control Protocol/Internet Proto 
col) and the like. If desired, each of the STBs 502 may also 
be connected directly to the Internet 512 by a dial-up 
connection, broadband connection, or the like. 

[0073] A broadcast center 510 may receive television 
programming for distribution to the STBs 502 from one or 
more television programming sources 514 coupled to the 
netWork 501. Preferably, television programs are distributed 
in an encoded format, such as MPEG (Moving Picture 
Experts Group). Various MPEG standards are knoWn, such 
as MPEG-2, MPEG-4, MPEG-7, and the like. Thus, the term 
“MPEG,” as used herein, contemplates all MPEG standards. 
Moreover, other video encoding/compression standards 
exist other than MPEG, such as JPEG, JPEG-LS, H.261, and 
H.263. Accordingly, the invention should not be construed 
as being limited only to MPEG. 

[0074] Broadcast centers 510 may be used to enable audio 
and video communications betWeen STBs 502. Transmis 
sion betWeen broadcast centers 510 may occur via a direct 
peer-to-peer connection betWeen broadcast centers 510, (ii) 
upstream from a ?rst broadcast center 510 to the netWork 
501 and then doWnstream to a second broadcast center 510, 
or (iii) via the Internet 512. For instance, a ?rst STB 502 may 
send a video transmission upstream to a ?rst broadcast 
center 510, then to a second broadcast center 510, and ?nally 
doWnstream to a second STB 502. 

[0075] Each of a number of the STBs 502 may have a 
camera 140 connected to the STB 502 and an emitter 130 
positioned in close proximity to the camera 140 to permit 
videoconferencing betWeen users of the netWork 501. More 
speci?cally, each camera 140 may be used to provide a video 
signal of a user. Each video signal may be transmitted over 
the netWork 501 and displayed on the TV 504 of a different 

Sep. 11, 2003 

user. Thus, one-Way or multiple-Way communication may be 
carried out over the videoconferencing system 500, using 
the netWork 501. Of course, the videoconferencing system 
500 illustrated in FIG. 5 is merely exemplary, and other 
types of devices and netWorks may be used Within the scope 
of the invention. 

[0076] Referring to FIG. 6, a block diagram shoWs one 
embodiment of a camera 140 according to the invention. The 
camera 140 may receive both visible and invisible light 
through the lens 144, and may process both types of light 
With a single set of hardWare to provide the video signal. In 
addition to the lens 144, the camera 140 may include a 
shutter 646, a ?lter 648, an image collection array 650, a 
sample stage 652, and an analog-to-digital converter (ADC) 
654. 

[0077] As mentioned previously, if softWare steerable 
panning and tilting are to be utiliZed, the lens 144 may be a 
Wide angle lens that has an angular ?eld of, for example, 140 
degrees. Using a Wide angle lens alloWs the camera 140 to 
capture a larger image area than a conventional camera. The 
shutter 646 may open and close at a predetermined rate to 
alloW the visible and invisible light into the interior of the 
camera 140 and onto the ?lter 648. 

[0078] The ?lter 648 may alloW the image collection array 
650 to accurately capture different colors. The ?lter 648 may 
include a static ?lter such as a Bayer ?lter, or may utiliZe a 
dynamic ?lter such as a spinning disk ?lter. Alternatively, 
the ?lter 648 may be replaced With a beam splitter or other 
color differentiation device. As yet another alternative, the 
camera 140 may be made to operate Without any ?lter or 
other color differentiation device. 

[0079] The image collection array 650 may included 
charge coupled device (CCD) sensors, complementary metal 
oxide semiconductor (CMOS) sensors, or other sensors that 
convert electromagnetic energy into readable image signals. 
If softWare steerable panning and tilting are to be used, the 
siZe of the image collection array 650 may be comparatively 
large such as, for example, 1024x768, 1200x768, or 2000>< 
1000. Such a large siZe permits the image collection array 
650 to capture a large image to form the video signal from 
the comparatively large second ?eld-of-vieW. The large 
image can then be cropped and/or distortion-corrected to 
provide the properly oriented ?rst ?eld-of-vieW 160 Without 
producing an overly grainy or diminutive image. 

[0080] The sample stage 652 may read the image data 
from the image collection array 650 When the shutter 646 is 
closed. The ADC 654 may then convert the image data from 
analog to digital form to provide the video signal ultimately 
output by the camera 140. The video signal may then be 
transmitted to the STB 502, for example, via the output cord 
148 depicted in FIG. 1 for processing and/or transmission. 
In the alternative, the video signal may be processed entirely 
by components of the camera 140 and transmitted from the 
camera 140 directly to the netWork 501, the Internet 512, or 
other digital communication devices. 

[0081] Those of skill in the art Will recogniZe that a 
number of knoWn components may also be used in conjunc 
tion With the camera 140. For purposes of explaining the 
functionality of the invention, such knoWn components that 
may be included in the camera 140 have been omitted from 
the description and draWings. 
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