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AUTONOMOUS MULTI-PLATFORM ROBOT 
SYSTEM 

FIELD OF THE INVENTION 

The present invention relates generally to mobile robot 
systems and, more particularly, relates to a system and 
method for allocating mapping, localization, planning, con 
trol and task performance functions in an autonomous 
multi-platform robot environment. 

BACKGROUND OF THE INVENTION 

Mobile robots have been designed, developed and 
deployed to handle a variety of tasks such as cleaning and 
security. Most mobile robots are non-autonomous; that is, 
they are unable to autonomously navigate. The economic 
bene?ts provided by non-autonomous robots are limited by 
the in?exible behavior of the robots and their extensive 
installation costs. Skilled technicians often must be hired 
and paid to preprogram the robots for speci?c routes and 
tasks. It may be necessary to install objects in the environ 
ment to guide the robots, such as tracks, buried signal 
emitting Wires, markers or sensors. Further modi?cations to 
the environment may also be necessary to minimiZe instal 
lation and operational problems. 
Some mobile non-autonomous robots can detect obstacles 

blocking their paths, and can stop or deviate slightly from 
their paths to avoid such obstacles. If the environment is 
modi?ed signi?cantly, hoWever, such as by moving a large 
item of furniture, conventional non-autonomous robots do 
not properly react. Part or all of the installation process often 
must be repeated. Given this limitation, non-autonomous 
robots are usually deployed only on stable and high value 
routes. Though some non-autonomous robots rely on ran 
dom motion to perform their tasks, such as pool cleaning 
robots, only a limited number of applications are amenable 
to this approach. 

Fully autonomous mobile robots have begun to emerge 
from research laboratories during the past feW years. 
Autonomous robots are able to navigate through their envi 
ronment by sensing and reacting to their surroundings and 
environmental conditions. 

Autonomous robot navigation involves four primary 
tasks: mapping, localiZation, planning and control. These 
closely related concepts are analogous to asking the ques 
tions “Where am I?” (mapping and localization), folloWed 
by “Where do I Want to be?” or “What do I Want to do?” 
(planning), and ?nally, “HoW do I get there?” or “HoW do I 
do that?” (control). 

Once mapping is complete, the robot’s current position, 
orientation and rate of change Within the map must be 
determined. This process is referred to as localiZation. 
Autonomous robots that rely on 2D mapping and localiZa 
tion are often not able to navigate With adequate reliability 
due to the relative simplicity of the map. Often, the robots 
become lost, stuck or fall. Use of dynamic 3D mapping and 
localiZation, by contrast, permits navigation that is more 
reliable but involves complex calculations requiring a large 
amount of computational overhead. 3D maps typically have 
millions of cells, making straightforWard operations such as 
landmark extraction, localiZation and planning computation 
ally intensive. The resulting computational delays limit the 
speed of robot movement and task performance. 

Once mapping and localiZation are accomplished, task 
planning and performance must be undertaken. Some local 
iZation Will still be required during task performance. With 
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2 
one robot, attempting to localiZe While performing tasks 
leads to unacceptable delays. If multiple robots are used, the 
tradeoffs described above are often still present, and must 
noW be dealt With multiple times over. 

In vieW of the above, an autonomous, multi-robot system 
having fast, accurate and cost effective mapping and 
localiZation, as Well as effective planning and allocation of 
tasks is needed. 

SUMMARY OF THE INVENTION 

The present invention is directed toWard a system and 
method for allocating mapping, localiZation, planning, con 
trol and task performance functions in a multi-robot envi 
ronment. The system comprises at least one navigator robot 
platform and one or more functional robot platforms that 
perform predetermined tasks. 

For each task, a navigator and a given functional robot 
Work in tandem. 

Mapping, localiZation, planning, and control functions are 
assigned to the at least one navigator robot, and functional 
tasks are assigned to the one or more functional robots. In 
one implementation, the system is used for cleaning the 
interior of a house or of?ce. In this implementation, the 
functional robots perform the tasks of vacuuming, sWeeping, 
mopping, cleaning bathroom ?xtures, etc., While the navi 
gator robot navigates, maneuvers and monitors the func 
tional robots. 

In one embodiment, the navigator robot performs all or 
substantially all calculations for mapping, localiZation, plan 
ning and control for both itself and the functional robots. 
Accordingly, the navigator is equipped With sensors and 
sensor processing hardware required for these tasks. The 
functional robots in this embodiment, conversely, do not 
perform any or only a feW of the calculations for 
localiZation, planning, or control and, therefore, are not 
equipped With sensors or hardWare employed for these 
purposes. 

Accordingly, in one embodiment, a system of autonomous 
robots is provided comprising: at least one ?rst mobile robot 
con?gured to performed one or more repetitive tasks Within 
an area; and at least one second robot con?gured to direct 
overall movement of the at least one ?rst robot in the area. 

In another embodiment, a method of performing a repeti 
tive task Within an area is provided comprising the steps of: 
performing the repetitive task With at least one ?rst mobile 
robot; and directing overall movement at the at least one ?rst 
robot in the area With at least one second robot. 

In yet another embodiment of the present invention, a 
system of autonomous, mobile robots operating Within an 
environment is provided. The system comprises one or more 
functional mobile robots that are responsible for performing 
functional tasks. The system further comprises one or more 
navigator mobile robots that localiZe themselves and the 
functional robot(s) Within the environment, plan the tasks to 
be performed by the functional robot(s), and control the 
functional robot(s) during task performance. In one 
embodiment, When a functional robot is moving, the navi 
gator robot(s) controlling it remain stationary. 

In yet another embodiment of the present invention, a 
method for autonomous, multi-robot operation is provided. 
The method comprises the steps of: 

(a) providing at least one navigator robot and at least one 
functional robot; 

(b) With the at least one navigator robot, creating a map 
of the environment; 
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(c) With the at least one navigator robot, localizing the at 
least one navigator robot and the at least one functional 
robot Within the map; 

(d) With the at least one navigator robot, planning tasks to 
be performed by the at least one functional robot; 

(e) With the at least one functional robot, performing the 
tasks planned by the at least one navigator robot; and 

(f) With the at least one navigator robot, controlling and 
tracking the at least one functional robot during task 
performance. 

The present invention also provides a method of imple 
menting an autonomous mobile platform system. The 
method comprises the folloWing steps: 

providing multiple mobile platforms; 
allocating mapping, localiZation, planning and control 

functions to a ?rst set of the mobile platforms; 

allocating functional task performance functions to a 
second set of the mobile platforms; 

mapping the environment, localiZing substantially all 
platforms Within the environment and planning task 
performance With the ?rst set of mobile platforms; 

performing the tasks With the second set of mobile 
platforms; and 

controlling and tracking the task performance by the 
second set of platforms With the ?rst set of platforms. 

Further features and advantages of this invention as Well 
as the structure of operation of various embodiments are 
described in detail beloW With reference to the accompany 
ing draWings. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The present invention is described With reference to the 
accompanying draWings. In the draWings, like reference 
numbers indicate identical or functionally similar elements. 

FIG. 1 is a block diagram of a multi-robot system accord 
ing to the present invention. 

FIG. 2 is a block diagram of a navigator robot according 
to the present invention. 

FIG. 3 is a block diagram depicting communication 
betWeen a navigator and a functional robot. 

FIG. 4 is a block diagram of a functional robot according 
to the present invention. 

FIG. 5 is a block diagram depicting a navigator as it 
maneuvers a functional robot around an obstacle. 

FIG. 6 is a block diagram depicting a navigator as it 
maneuvers itself toWards a functional robot. 

FIG. 7a is a How diagram illustrating one method by 
Which the navigator localiZes itself Within a dynamic map of 
the environment. 

FIG. 7b is a How diagram illustrating one method by 
Which the navigator performs preplanning. 

FIG. 7c is a How diagram illustrating one method by 
Which the navigator controls and tracks functional robots 
during task performance. 

FIG. 8 is a How diagram shoWing a method for imple 
menting a multi-robot system according to the present 
invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

1. Introduction 

The present invention is directed toWard a system and 
method for allocating mapping, localiZation, planning, con 

10 

15 

25 

35 

45 

55 

65 

4 
trol and task performance in a multi-robot environment. In 
particular, and in accordance With one embodiment of the 
invention, mapping, localiZation, planning and control func 
tions are assigned to a mobile platform (the navigator), and 
task performance functions are assigned to at least one 
second mobile platform (the functional robot). 
The present invention overcomes the draWbacks of con 

ventional systems currently in use by providing near real 
time maneuvering and task completion. An ideal application 
of the present invention is in household or office cleaning, 
Which typically involves multiple and repetitive tasks such 
as vacuuming, sWeeping and mopping. The present 
invention, hoWever, could be implemented in any environ 
ment Where multiple robots are maneuvered to perform 
assigned tasks. 

2. System Components 
FIG. 1 is a block diagram of a multi-robot system 100 

according to the present invention. System 100 includes a 
navigator mobile robot 110, multiple functional robots 120, 
and (optionally) a base station 130. It should be noted that 
base station 130, While providing advantages that Will be 
described beloW, is not required in all embodiments. 

Base station 130, if included, may be equipped With 
charging stations to recharge the mobile robots 110 and 120. 
Moreover, base station 130 may be con?gured to assist in 
task performance. If, for example, system 100 is imple 
mented in a residential cleaning environment, base station 
130 may be equipped With a dustbin, trash bin, Water 
reservoir, and the like, to aid in the performance of the 
required tasks. 

In one embodiment, navigator 110 is responsible for all or 
substantially all mapping, localiZation, planning and control 
functions. It creates and maintains environment maps, a list 
of tasks to be accomplished, a task schedule and a charging 
schedule. Navigator 110 is con?gured With all sensors and 
hardWare required for navigating and maneuvering itself as 
Well as functional robots 120. In this regard, navigator 110 
has a transmitter for communicating commands to func 
tional robots 120. 

Functional robots 120 carry out speci?c tasks and may be 
shaped and siZed to facilitate performance of those tasks. 
Robots 120 are equipped With receivers for receiving com 
mands from navigator 110 and, as shoWn in FIG. 1, unique 
shapes or markings 122 may be applied to robots 120 to 
assist navigator 110 in recogniZing, locating and tracking 
them. In one embodiment, robots 120 are preferably not 
equipped With additional sensors, sensor hardWare and the 
like, as navigator 110 performs these functions. If desired, 
hoWever, robots 120 may be equipped With sensors and the 
like in order to improve their functionality. 
a. Navigator Robot 

FIG. 2 is a block diagram of a navigator robot 110 
according to one embodiment of the present invention. The 
particular implementation of robot 110 shoWn in FIG. 2 is 
provided for illustrative purposes only and should not be 
interpreted as requiring a speci?c physical architecture for 
navigator 110. 
A sensor 202 is mounted on navigator 110. Sensor 202 

may be any type of sensor that is suitable for the robot’s 
environment, and multiple sensors may be utiliZed. It may 
be mounted in a ?Xed position or, alternatively, may be 
con?gured such that it is able to change position and 
orientation relative to navigator 110. Depending on the 
sensor type and system complexity, the position and orien 
tation of sensor 202 may or may not be under the control of 
navigator 110. 
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In one example implementation, sensor 202 is a camera 
that records optical images of the surrounding environment. 
In another implementation, sensor 202 comprises a set of 
cameras to provide stereo vision for obtaining more detailed 
and accurate information about the robot’s environment. 
Other sensor options include, but are not limited to, radar, 
lidar, sonar and/or combinations thereof. The operation and 
con?guration of such sensors Will be familiar to those of 
ordinary skill in the art. Navigator 110 further comprises 
controller 204, poWer source and poWer supply system 206, 
transmitter 208, motor controller 210, motor 212 and Wheels 
214. Controller 204 comprises a processor or central pro 
cessing unit (CPU) 216, a temporary storage or RAM 218, 
and a non-volatile storage 220. Information such as maps 
and task schedules are stored in non-volatile storage 220 
Which, in one implementation, is an EPROM or EEPROM. 
Controller 204 receives and processes information from 
sensor 202 regarding the robot’s surrounding environment. 
This may include information such as the location of navi 
gator 110, the location of the other functional robots 120, 
nearby landmarks and so on. Controller 204 uses this 
information to determine What tasks or movements should 
occur next. 

Controller 204, based on the available information, con 
trols the locomotion and maneuvering of navigator 110. The 
method and means by Which navigator 110 maneuvers itself 
and effects locomotion is termed the “control loop”, and 
includes motor controller 210, motor 212 and Wheels 214. 
Controller 204, based on information from sensor 202, sends 
appropriate commands to motor controller 210. Motor con 
troller 210 directs motor 212 in accordance With these 
commands. Motor 212, in turn, drives Wheels 214. In some 
implementations, depending on the method and complexity 
of locomotion, the control loop may also include servos, 
actuators, transmitters and the like. The control loop may 
also collect and transmit odometry data to controller 204. 
As depicted in FIG. 3, in one embodiment, controller 204 

also controls the movement of functional robots 120 via 
transmitter 208. Controller 204 processes sensor input 201 
received by sensor 202 to determine What task, movement or 
other function the functional robot(s) should undertake next. 
Transmitter 208 transmits appropriate control signals 209 to 
receiver 302 of functional robot 120. 

Transmitter 208 and receiver 302 may use any suitable 
communication means and medium. In one implementation, 
acoustic Waves are used for communication betWeen navi 
gator 110 and functional robot 120. In one implementation 
example, an acoustic Wave at one frequency Would mean 
move in one direction (i.e., from navigator 110 to functional 
robot 120, While an acoustic Wave at another frequency 
Would mean move in another direction (i.e., from functional 
robot 120 to navigator 110). Other suitable communication 
means include, but are not limited to, Wired or Wireless 
communication, infrared signals and magnetic induction. 
b. Functional Robots 

FIG. 4 is a block diagram of a functional robot 120 
according to one embodiment of the present invention. 
Again, the particular implementation of robot 120 shoWn in 
FIG. 4 is provided for illustrative purposes only and should 
not be interpreted as requiring a speci?c physical architec 
ture for robot 120. As described above, functional robot 120 
includes a receiver 302. The control loop for moving and 
maneuvering robot 120 comprises poWer source and poWer 
supply system 402, motor controller 404, motor 406 and 
Wheels 408. Control signals received from navigator 110 via 
receiver 302 direct motor controller 404. Controller 404 
controls motor 406, Which in turn drives Wheels 408. The 
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control loop may also comprise servos, actuators, transmit 
ters and the like. 
The poWer source and supply modules of navigator 110 

and functional robot 120 may be similar or identical. The 
poWer source portion may comprise any suitable poWer 
source including, but not limited to, batteries, electrical 
outlets, fuel cells, internal combustion or other engines, or 
combinations thereof The poWer supply portion conditions 
the poWer source and distributes it to meet any applicable 
speci?cations or requirements. 

3. System Operation 

As noted above, the present invention provides a system 
and method for allocating mapping, localiZation, planning, 
control and task performance in a commercial multirobot 
environment. In particular, in one embodiment, mapping, 
localiZation, preplanning, and planning and control func 
tions are assigned to a mobile platform (the navigator), and 
task performance functions are assigned to at least one 
second mobile platform (the functional robot). Each func 
tion (mapping, localiZation, preplanning, planning and con 
trol and task performance) is discussed beloW. 
a. Mapping 

In one embodiment, navigator 110 performs all or sub 
stantially all mapping functions. Mapping is the process by 
Which a representation of the environment is created and 
updated from sensor data and preprogrammed input. Several 
maps having different levels of resolution, stability and/or 
coordinate systems may be maintained. Dynamic mapping 
maintains the current dynamic map (CDM), Which is a 
probabilistic tWo-dimensional (2D) or three-dimensional 
(3D) map of the robot’s environment. A static map of the 
environment’s outer perimeter (i.e. room Walls or yard 
boundaries) may also be created. The maps created by 
navigator 110 are stored in RAM 218 or non-volatile 
memory 220. 
The iterative mapping process essentially comprises the 

steps of moving to a neW position, collecting sensor data of 
the objects and obstacles in the immediately surrounding 
area, performing localiZation, and updating the dynamic 
map to incorporate information derived from the neW sensor 
data. This process is computationally intensive and time 
consuming. As Will be explained, hoWever, consolidation of 
these mapping functions in navigator 110 reduces the time 
required for mapping to a fraction of the time that conven 
tional systems require for mapping. 
As noted above, in addition to a dynamic map of the 

environment, a static map of the environment’s outer perim 
eter may be created. The static map may include, for 
example, the Walls of a building or the boundaries of a yard. 
It may be predetermined and input to navigator 110 or, 
alternatively, navigator 110 may make a static map of the 
environment. before task performance is initiated. In the 
latter case, in one embodiment, navigator 110 folloWs a 
physically distinct perimeter, maintaining a dynamic map as 
it moves and incorporating perimeter information from the 
dynamic map into the static map. The process continues 
until the static map is complete, consistent and stable. 

The process or creating the static map is relatively long 
and iterative. Preferably, it is done just once upon introduc 
tion of the system to a neW environment. The exact meth 
odology used to create the map Will depend on the sensors 
used and algorithms chosen to perform the necessary cal 
culations. Once created, in one implementation, the static 
map is permanently stored in navigator 110. Navigator 110 
can locate its position in the static map by recogniZing 
landmarks and other physical attributes of the environment 
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and by aligning the CDM Within the static map. No origin 
or reference point is required. The use of certain assump 
tions may shorten the time and computation required to 
create the static map. In an of?ce or home environment, for 
example, it can be assumed that Walls are square and ?at. 
Use of such assumptions decreases the time required for 
creating the static map. 

In one implementation, the mapping process includes 
three maps created from sensor data derived from a pair of 
stereo digital cameras mounted on navigator 110. The ?rst 
map in this implementation is a temporary map of 
navigator’s 110 immediate surroundings. In particular, the 
temporary map is a probabilistic 3D representation created 
from the last stereo pair of images of the immediately 
surrounding environment. The second map in this imple 
mentation is the current dynamic map (CDM). The CDM is 
a probabilistic 3D representation of the Working environ 
ment and is created by iteratively incorporating information 
from successive temporary maps. The CDM in this imple 
mentation is updated every time the navigator moves. The 
third map in this implementation is the static perimeter map 
(PM). As described above, the PM is created as navigator 
110 folloWs the outer perimeter of the environment. 

In another implementation, the map(s) are not created by 
navigator 110, but rather, are input to or preprogrammed in 
navigator 110. In a further implementation, a static map is 
not created or input before task initiation. In this 
implementation, navigator 110 simply starts With a blank 
dynamic map and updates it as tasks are performed. 
b. Localization 

In one embodiment, navigator 110 is responsible for 
navigating both itself and functional robots 120 around the 
mapped environment. In this embodiment, navigator 110 is 
responsible for all or substantially all aspects of navigation, 
including localization, planning and control for both itself 
and functional robots 120. In conventional systems, by 
contrast, each mobile robot is responsible for its oWn 
localization, planning and control. Each robot in such sys 
tems is responsible for navigating and maneuvering itself 
into the proper position to perform a task. Such systems are 
subject to localization calculation delays for all the robots, 
Which makes task completion sloW and inef?cient. The 
present embodiment of the invention avoids such delays and 
increases ef?ciency by gathering all or substantially all 
navigation functions in one navigator robot 110 and mini 
mizing the amount of movement for that robot. 

Localization is the process by Which the robot’s current 
position, orientation and rate of change Within the map is 
determined. Different procedures may be used for localizing 
the navigator and for localizing the functional robots. Local 
ization of the functional robots is relatively simple, since the 
navigator, in one embodiment, is stationary or substantially 
stationary When localizing the functional robots and thus 
knoWs its location Within the current dynamic map. In one 
implementation, the navigator simply tracks the functional 
robots using its vision systems (sensors) and then ?lters the 
vision data With a tracking ?lter, such as a Kalman ?lter. If 
the functional robot has moved or rotated only a short 
distance, the navigator’s sensors 202 can detect this move 
ment and locate the functional robot. In implementations 
that use a base station, the location of functional robots near 
the base station can also be quickly ascertained. 

The unique shapes and/or geometric markings 122 on 
functional robots 120 may also assist navigator 110 in 
locating robots 120. The type of sensor 202 that is used by 
navigator 110 Will dictate Whether a unique shape or mark 
ing is used and hoW it is recognized. In one implementation, 

10 

15 

25 

35 

45 

55 

65 

8 
navigator 110 uses a neural net to process sensor data and to 
recognize speci?c shapes. In another implementation, the 
navigator uses its vision or sensor system to recognize any 
markings and/or shapes. 

In addition to localizing the functional robots 120, navi 
gator 110, in one embodiment, must localize itself after any 
movement. Localization of the navigator is inextricably 
linked With mapping, particularly With the maintenance of 
the current dynamic map (i.e., in order to maintain the CDM, 
the navigator must knoW Where it is Within the CDM). 
Where both a current dynamic map and a static perimeter 
map are used, localization involves determining the loca 
tions of both the navigator and functional robots Within 
those maps. Note that the CDM may be preprogrammed. 
The process of localizing the navigator is typically more 

involved than the process of localizing the functional robots. 
Potential methods by Which the navigator may localize itself 
include dead reckoning, active beacon, active sensor and 
landmark recognition methods. Using dead reckoning, a 
rough estimate of the robot’s change in position may be 
maintained using odometry and inertial navigation systems. 
Active beacon localization methods determine the robot’s 
position by measuring its distance from beacons placed at 
knoWn positions in the environment. Triangulation can then 
be used to pinpoint the robot’s location. Active sensor 
localization methods track the robot’s position With sensors, 
such as digital cameras, that are placed at knoWn, ?xed 
locations. Landmark recognition methods may be used in 
Which the robot recognizes and knoWs the position of 
features and landmarks Within the environment. The recog 
nized landmark positions are used to calculate the robot’s 
position. 

Because of its loW cost and simplicity, some form of dead 
reckoning (particularly odometry) is preferable in one 
embodiment of the invention. Dead reckoning localization 
errors may accumulate over time, hoWever, due to factors 
such as Wheel slippage and misalignment. To compensate 
for these errors, auxiliary techniques such as those discussed 
above may be used in combination With dead reckoning. 
Real World factors and constraints may limit the feasibility 
of auxiliary techniques. Active beacon and sensor methods 
typically require installation of foreign objects such as 
cameras or re?ective tape in the robot’s environment. While 
installation of such objects may be acceptable in factory and 
industrial settings, it is generally not acceptable in home, 
of?ce and outdoor environments. For these reasons, use of 
landmark recognition to augment dead reckoning localiza 
tion is preferred in one embodiment of the invention. 
Even When dead reckoning is used in combination With an 

auxiliary technique such as landmark recognition, factors 
such as limited sensor resolution typically make localization 
less than completely accurate. A number of localization 
algorithms, such as the Markov and Monte Carlo algorithms, 
may be used to further improve localization accuracy. 

FIG. 7a is a ?oWchart illustrating the substeps that may be 
involved in one embodiment of the mapping and localization 
process 720 for navigator 110. At step 721, navigator 110 
obtains sensor data from its immediate surroundings. In one 
embodiment, a pair of digital stereo cameras is used to 
obtain the sensor data. From the stereo image pair, a neW 
temporary map (TM)is created in step 722 and aligned 
relative to the current dynamic map (CDM) (step 723) In 
order to align the temporary and current maps, a set of 
position estimates PEML1 . . . PEMLm is generated. A 
localization algorithm such as the Markov or Monte Carlo 
localization algorithms may be used to generate this set of 
estimates. The range of error in the position estimates Will 
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dictate hoW large the factor m is. The best estimate PEnH’k 
(lékém) from the range is selected, and using PEmLk, 
information is extracted from the temporary map and sensor 
data and added to the current dynamic map (step 724). The 
temporary map is then discarded. 

Navigator 110 may remain stationary (step 725) to mini 
miZe computation. In one embodiment, the navigator 110 
tracks and controls the functional robots While stationary as 
described beloW. Eventually navigator 110 needs to move 
and begins to move toWards a neW goal position GP”+1 (step 
726). As navigator 110 moves, it may collect odometry data 
(using in one implementation dead reckoning methods as 
described above) for use in obtaining an estimate of its 
distance and orientation from PE” (step 727). In one 
embodiment, navigator 110 also tracks the position of one or 
more functional robots or other recogniZed landmarks 
(through a tracking ?lter) in order to provide an improved 
estimate of its current position. When, through use of dead 
reckoning and landmark recognition as described above, 
navigator 110 determines that its latest position estimate 
PE”+1 is Within an acceptable threshold relative to the neW 
goal position GP”+1 (decision node 728), it stops and returns 
to step 711 to repeat the localiZation and mapping process. 
c. Preplanning 

In one embodiment, navigator 110 may gather informa 
tion about the environment and perform information gath 
ering and preplanning. The various substeps that may be 
involved in one embodiment of the information gathering 
and preplanning processes are illustrated in more detail in 
FIG. 7b. It should be noted that the steps illustrated in FIG. 
7b may be performed in any order, and that each of the steps 
is optional. That is, information gathering and preplanning 
may be accomplished Without some of the listed steps, and 
some of the listed steps may be preprogrammed or input to 
navigator 110. 

In step 731, navigator 110 gathers additional data such as 
the characteristics of the room or environment in Which one 
or more of the functional robots are present(i.e., siZe, 
cleaning requirements, etc.) and the types of surfaces present 
in those rooms. In one embodiment, data is collected for 
each of the functional robots in the system. This data may be 
gathered using the same sensors used for mapping and 
localiZation or, alternatively, different sensors may be used 
to gather the data. If a sonar sensor is used for mapping and 
localiZation, for example, it may be necessary to use a 
different sensor such as a camera for gathering data such as 
room surface types. 

In step 732, navigator 110 determines What functional 
robots 120 are available for task performance. Alternatively, 
this information may be input to or preprogrammed in 
navigator 110, or it may simply be unnecessary information. 
Next, in step 733, navigator 110 determines What tasks need 
to be performed. Again, this information may be prepro 
grammed in navigator 110, input via an interface, or deter 
mined via a combination of preprogramming and input. 

Using the information gathered in steps 731—733, navi 
gator 110 matches the available functional robots to the tasks 
to be performed (step 734) and develops a task schedule 
(step 735). Each task may be divided into subtasks in order 
to minimiZe navigator movement and increase efficiency. 
d. Planning and Control 

In one embodiment, navigator 110 controls functional 
robots 120 to perform the scheduled tasks. The steps 
involved in planning and control are illustrated in more 
detail in FIG. 7c. At step 742, navigator 110 Waits for the 
time (according to the task schedule developed as described 
above) to begin performing the next scheduled task. At or 
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before the time arrives for the next task, in step 744, 
navigator 110 recursively calculates the next loWest level 
subtask. Examples of loWest level subtasks include turning 
on motors and tracking a robot until an event occurs. The 
navigator moves itself or moves and/or controls the appro 
priate functional robot(s) to perform each subtask (step 746). 
Navigator 110 issues appropriate control signals 209 to 
functional robots 120 via its transmitter 208 (see FIG. 3). 
This planning and control loop is iterated until the entire task 
is complete (decision node 748). 

Navigator 110 directs functional robots 120 along the 
planned routes using the functional robots’ control loops. As 
described above, in one embodiment, the control loop for 
moving and maneuvering robot 120 comprises poWer source 
and poWer supply system 402, motor controller 404, motor 
406 and Wheels 408. Control signals received from naviga 
tor 110 via receiver 302 direct motor controller 404. Con 
troller 404 controls motor 406, Which in turn drives Wheels 
408. The control loop may also comprise servos, actuators, 
transmitters and the like. 
While functional robot 120 is moving, in one 

embodiment, navigator 110 remains stationary and tracks 
the functional robot’s progress. A number of suitable track 
ing algorithms Will be familiar to those of ordinary skill in 
the art. Keeping navigator 110 motionless vastly reduces the 
localiZation computational overhead associated With the 
tracking algorithms. Moreover, use of a stationary navigator 
reduces delays associated With navigating around unfore 
seen obstacles. Navigator 110 can ?rst use a functional robot 
to test the planned route. If a collision occurs, navigator 110 
still knoWs its oWn position and can track the position of the 
functional robot as it directs it to travel an alternate path. As 
shoWn in FIG. 5, navigator 110 can “see” obstacles 510 via 
sensor input 530 and can direct a functional robot 120 
around the obstacle 510 via control loops 520. This is far less 
computationally intensive than if navigator 110 itself needed 
to perform the tasks of a functional robot, or if the functional 
robot 120 needed to perform the tracking process. 

In one embodiment, navigator 10 is able to track and 
control the functional robots While the functional robots are 
moving at rate substantially faster than that found in con 
ventional systems. In particular, in one embodiment, the 
present system is capable of movement at a rate substantially 
faster than one foot per second per 1,000 MIPS. 
Additionally, navigator 110 may have sufficient processing 
poWer to perform some or all mapping and localiZation 
functions While simultaneously tracking and controlling the 
functional robots. 

Eventually, navigator 110 may need to reposition itself in 
order to continue tracking functional robots 120. Typically, 
this Will occur When the functional robots need to move far 
aWay or have moved out of vieW. When navigator 110 
determines that it needs to reposition itself, in one 
embodiment, it commands the functional robots to cease 
movement, and then moves, using the functional robot as a 
landmark. 
As shoWn in FIG. 6, in one implementation, When navi 

gator 110 is moving, it uses sensor input 610 to triangulate 
on a functional robot 120 and another landmark 612 such as 
the comer of a room or WindoW. Using this data, navigator 
110 then moves into proper position. When navigator 110 
arrives at the neW location, it undertakes dynamic mapping 
and localiZation (as described above) to ensure that it knoWs 
Where it is. This process may take several minutes as 
landmarks may be distant or obscured, and errors may be 
present in the map or location data. This iterative process is 
relatively quick compared to traditional methods, since at 
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least one landmark having precisely known dimensions is 
always nearby navigator 110. Once navigator 110 has moved 
suf?ciently close to functional robots 120, in one 
implementation, the method returns to step 744 (FIG. 7c) 
and navigator 110 calculates the neXt subtask to further task 
performance. The recursive calculation of subtasks is based 
on algorithms that minimiZe the movement of the navigator. 

In one implementation, navigator 110 tracks the func 
tional robot(s) as they perform the tasks. In one 
implementation, navigator 110 uses a motion model of the 
movement required by the task to assist in tracking the 
robots. The motion model comprises the eXpected linear and 
angular velocities and accelerations of the functional robots 
for a given surface type and set of inputs to the robot’s 
motors and actuators. Once the motion model provides a 
rough estimate of the functional robot’s location, navigator 
110 can use its sensors 202 to obtain more accurate data. 

Various ?ltering algorithms may be used to ?lter motion 
model errors. In one implementation, Kalman ?ltering is 
used. Other suitable ?ltering algorithms knoWn to those of 
ordinary skill in the art, such as g-h and Benedict-Bordner, 
may also be used. In essence, X-y and orientation data is 
tracked and the ?ltering algorithm reduces errors due to the 
motion model and sensor input. 
At decision node 748 (FIG. 7c), navigator 110 determines 

Whether the entire task or subtask is complete. If the task is 
complete, the method returns to step 742 and navigator 110 
Waits for the time to begin the neXt task or subtask. In one 
implementation, completion of the task includes the navi 
gator 110 and functional robots returning to a base station 
130 (FIG. 1) for recharging. In this regard, it should be noted 
that throughout movement and task performance, navigator 
110 may estimate or monitor the poWer levels of the func 
tional robots and return them for recharging as is necessary. 

In moving and performing their tasks, some functional 
robots, such as vacuum cleaners, may require poWer from 
Wall outlets rather than from a self-contained poWer supply. 
In a system using such robots, navigator 110 and the 
functional robot may Work as a team to locate a Wall outlet 
and plug the functional robot into the outlet. When the 
functional robot(s) need to move too far from a particular 
outlet, navigator 110 and the functional robots can unplug 
from that outlet and move to another. 

The advance that the present invention represents over 
prior systems is best represented by eXample. Consider the 
task of vacuuming a 20x20‘ room. Assume, due to the 
robot’s dimensions, that a robot has to move eight linear feet 
to clean one square foot of ?oor. With a localiZation algo 
rithm that requires tWo seconds of processing per linear foot 
traveled on a 100 MIPS processor, the localiZation calcula 
tion Would consume 20><20><8><2=6400 seconds. This is a 
calculation delay of approximately 1 % hours. 

In accordance With the present invention, by contrast, in 
one embodiment, a functional robot 120 performs all or 
substantially all vacuuming under control of navigator 110. 
Assuming that navigator 110 must move four times during 
vacuuming to locations that are 10 feet apart, using a 
tracking algorithm that requires 40 milliseconds per linear 
foot traveled, the localiZation calculations require: 

4><10><2=80 seconds for navigator 110; and 
20><20><8><0.04=128 seconds for the functional robot. 
The total delay is only 208 seconds, Which represents an 

improvement by more than a factor of 30. 

4. Alternate Embodiments 

One embodiment of the invention has been shoWn and 
described above. Alternate embodiments of the invention are 
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also envisioned. A second embodiment of the invention, for 
example, contemplates use of more than one navigator. In 
the second embodiment, a ?rst or navigator set of platforms 
(mobile robots) is responsible for all or substantially all 
mapping, localiZation, planning and control functions, and a 
second or functional set of platforms is responsible for 
functional task completion. The ?rst set of robots, then, is 
responsible for planning, navigating and tracking task per 
formance by the second set of robots. The second embodi 
ment of the invention may be appropriate Where there are too 
many functional robots for one navigator to command and 
control, or Where the functional robots are spread out over 
a particularly large geographic area. 

In a third embodiment of the invention, each robot is 
con?gured both as a navigator and as a functional robot. A 
robot engaged in movement or task performance has some 
or all of its navigation and associated computation per 
formed by one or more of the other robots. The other robots 
may remain stationary While performing this navigation and 
computation. The robots can communicate positional data 
via a Wireless communications link. This embodiment fur 
ther simpli?es localiZation since the robots track each other, 
and no robot has to track itself. 

In a fourth embodiment of the invention, functional robots 
that are also capable of mapping, localiZation, planning and 
control are again used. In this embodiment, hoWever, the 
functional robots carry one or more active or passive bea 
cons along With themselves. The robots position the beacon 
(s) and then use their distances from the beacon(s) in order 
to triangulate their position. 

Finally, in any of the foregoing embodiments, a stationary 
computer or another mobile platform could be dedicated to 
perform some or all of the processing and computation. In 
such a con?guration, each navigator may be equipped With 
appropriate sensors for gathering data. The sensor data, 
either raW or partially processed, may be transmitted to the 
dedicated computer or other mobile platform for further 
processing via a Wireless netWork or any other suitable 
means for communication. The dedicated computer may 
perform the necessary computations, and communicate the 
results to the navigator robot. 

5. Method of Implementing a Multi-Platform Robot 
System 

Amethod 800 for implementing the system of the present 
invention is depicted in FIG. 8. In step 802, an autonomous 
system comprised of tWo or more physically distinct mobile 
platforms is provided. In step 804, the functions of mapping, 
localiZation, planning and control are assigned to a ?rst 
subset of the system comprising at least one of the distinct 
physical platforms. The platforms contained in this ?rst 
subset are referred to as the navigator platforms. 

In step 806, the responsibility for functional task comple 
tion is assigned to a second subset of the system comprising 
the platforms not Within the ?rst subset. The platforms 
contained in this second subset are referred to as the func 
tional platforms. In step 808, the navigator platforms map 
the environment, localiZe all robots Within the environment 
and plan a task performance schedule. These tasks may be 
sub-divided into smaller tasks to facilitate easier tracking 
and to limit the need to move the navigators. In step 810, the 
navigators may remain stationary While controlling the 
functional platforms to perform the assigned tasks. In step 
812, Which is optional, the navigators may move to a neW 
position using one or more of the functional platforms as a 
landmark. 
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Various embodiments of the present invention have been 
shown and described above. These embodiments are pre 
sented by way of example only, and should not be construed 
as limiting the scope of the invention, which is de?ned by 
the following claims and their equivalents. 
What is claimed is: 
1. Amethod for autonomous, multi-robot operation within 

an environment comprising the following steps: 
(a) providing at least one navigator robot and at least one 

functional robot; 
(b) with the at least one navigator robot, creating a map 

of the environment; 
(c) with the at least one navigator robot, localiZing the at 

least one navigator robot and the at least one functional 
robot within the map; 

(d) with the at least one navigator robot, planning tasks to 
be performed by the at least one functional robot; 

(e) with the at least one functional robot, performing the 
tasks planned by the at least one navigator robot; and 

(f) with the at least one navigator robot, controlling and 
tracking the at least one functional robot during task 
performance. 

2. A method as claimed in claim 1, wherein step (b) 
comprises creating a current dynamic map using the follow 
ing substeps: 

obtaining sensor data from the immediate surroundings of 
the navigator robot; 

creating a temporary map from the sensor data obtained; 

incorporating the temporary map into a current dynamic 
map; 

moving the navigator robot to a new location; and 
repeating step (b) by obtaining sensor data at the new 

location. 
3. A method as claimed in claim 2, wherein step (b) 

further comprises creating a static perimeter map by follow 
ing and mapping the outer perimeter of the environment. 

4. A method as claimed in claim 1, wherein in step (c), 
localiZing the functional robot comprises tracking the func 
tional robot using a visual system mounted on the navigator 
robot. 

5. A method as claimed in claim 1, wherein in step (c), 
localiZing the navigator robot comprises the following sub 
steps: 

moving the navigator robot towards a new position; 
using dead reckoning and landmark recognition tech 

niques to estimate the current position of the navigator 
robot; 

determining whether the current position is approximately 
equal to the new position and, if it is not, continuing to 
move towards the new position; 

if the current position is approximately equal to the new 
position, stopping the navigator robot and obtaining 
new sensor data, creating a temporary map from the 
new sensor data, using a localiZation algorithm to align 
the temporary map with a map of the environment, and 
incorporating information from the temporary map into 
the map of the environment. 

6. A method as claimed in claim 1, wherein step (d) 
comprises at least one substep selected from the group 
comprising: 

gathering data on rooms and surfaces within the environ 
ment; 

determining what functional robots are available to per 
form tasks; 
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determining what tasks need to be completed; 
matching the available functional robots to the tasks that 

need to be completed; and 
developing a task schedule. 

7. A method as claimed in claim 1, wherein step comprises the following substeps: 

commanding the functional robot to move into a proper 
position to begin task performance; 

tracking the functional robot as it moves toward the 
proper position; 

if the functional robot moves too far away to allow 
tracking, commanding the functional robot to stop and 
moving the navigator robot closer to the functional 
robot; 

when the functional robot reaches the proper position, 
commanding the functional robot to begin task perfor 
mance; and 

tracking the functional robot during task performance. 
8. A method as claimed in claim 7, wherein the navigator 

robot remains stationary while tracking the movement and 
task performance of the functional robot. 

9. A method of implementing an autonomous mobile 
platform system within an environment comprising the 
following steps: 

providing multiple mobile platforms; 
allocating mapping, localiZation, planning and control 

functions to a ?rst set of the mobile platforms; 

allocating functional task performance functions to a 
second set of the mobile platforms; 

mapping the environment, localiZing substantially all 
platforms within the environment and planning task 
performance with the ?rst set of mobile platforms; 

performing the tasks with the second set of mobile 
platforms; and 

controlling and tracking the task performance by the 
second set of platforms with the ?rst set of platforms. 

10. A method as claimed in claim 9, wherein the ?rst set 
of platforms remain stationary while controlling and track 
ing task performance by second set of platforms. 

11. Amethod as claimed in claim 10, wherein the ?rst set 
of platforms move to a new position using the second set of 
platforms as a landmark. 

12. A system of autonomous robots comprising: 
at least one ?rst mobile robot con?gured to performed one 

or more repetitive tasks within an area; and 

at least one second robot con?gured to direct overall 
movement of the at least one ?rst robot in the area. 

13. The system of claim 12 in which the at least one 
second robot is con?gured to map the area. 

14. The system of claim 13 wherein the at least second 
robot is con?gured to determine the location of the at least 
one ?rst robot within the area. 

15. The system of claim 14 wherein the at least one 
second robot is con?gured to plan overall movement of the 
at least one ?rst robot within the area. 

16. The system of claim 15 wherein the at least one 
second robot is con?gured to track overall movement of the 
at least one ?rst robot within the area. 

17. A method of performing a repetitive task within an 
area comprising the steps of: 

performing the repetitive task with at least one ?rst 
mobile robot; and 

directing overall movement at the at least one ?rst robot 
in the area with at least one second robot. 



US 6,374,155 B1 
15 

18. The method of claim 17 further comprising mapping 
the area With the at least one second robot. 

19. The method of claim 18 further comprising determin 
ing the location of the at least one ?rst robot using the at least 
one second robot. 

20. The method of claim 19 further comprising planning 
the overall movement of the at least one ?rst robot in the area 
using the at least one second robot. 

21. The method of claim 20 further comprising tracking 
the overall movement of the at least one ?rst robot in the area 
using the at least one second robot. 

22. A system of autonomous, mobile robots operating 
Within an environment and comprising: 

one or more functional mobile robot(s) that are respon 
sible for performing functional tasks; 

one or more navigator mobile robot(s) that localiZe them 
selves and the functional robot(s) Within the 
environment, plan the tasks to be performed by the 
functional robot(s), and control the functional robot(s) 
during task performance, Wherein each navigator robot 
comprises: 
one or more sensors for gathering data from the envi 

ronment; 
a controller for directing the operations of both the 

navigator and the functional robot(s); 
a memory for storing maps of the environment; and 
a transmitter for transmitting control signals to the 

functional robot(s); and 
Wherein each navigator robot generates a dynamic map of 

the environment by obtaining sensor data from its 
immediate surroundings, creating a temporary map 
from the sensor data, incorporating the temporary map 
into the dynamic map, and moving to a neW location to 
obtain neW sensor data. 

23. A system of autonomous, mobile robots operating 
Within an environment and comprising: 

one or more functional mobile robot(s) that are respon 
sible for performing functional tasks; 

one or more navigator mobile robot(s) that localiZe them 
selves and the functional robot(s) Within the 
environment, plan the tasks to be performed by the 
functional robot(s), and control the functional robot(s) 
during task performance, Wherein each navigator robot 
comprises: 
one or more sensors for gathering data from the envi 

ronment; 
a controller for directing the operations of both the 

navigator and the functional robot(s); 
a memory for storing maps of the environment; and 
a transmitter for transmitting control signals to the 

functional robot(s); and 
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Wherein each navigator robot generates a static map of the 

environment by folloWing and mapping the outer 
perimeter of the environment. 

24. A system of autonomous, mobile robots operating 
Within an environment and comprising: 

one or more functional mobile robot(s) that are respon 
sible for performing functional tasks; 

one or more navigator mobile robot(s) that localiZe them 
selves and the functional robot(s) Within the 
environment, plan the tasks to be performed by the 
functional robot(s), and control the functional robot(s) 
during task performance, Wherein each navigator robot 
comprises: 
one or more sensors for gathering data from the envi 

ronment; 
a controller for directing the operations of both the 

navigator and the functional robot(s); 
a memory for storing maps of the environment; and 
a transmitter for transmitting control signals to the 

functional robot(s); and 
Wherein each navigator robot stores the tasks to be 

performed by the functional robot in the memory. 
25. A system as claimed in claim 24, Wherein the navi 

gator robot plans the tasks to be performed by the functional 
robot(s) by determining What tasks need to be completed, 
matching the functional robot(s) to a particular task, and 
developing a task schedule. 

26. A system of autonomous, mobile robots operating 
Within an environment and comprising: 

one or more functional mobile robot(s) that are respon 
sible for performing functional tasks; 

one or more navigator mobile robot(s) that localiZe them 
selves and the functional robot(s) Within the 
environment, plan the tasks to be performed by the 
functional robot(s), and control the functional robot(s) 
during task performance; and 

a base station for assisting in task completion, tracking of 
functional robot(s) and recharging of the robots. 

27. A system of autonomous, mobile robots operating 
Within an environment and comprising: 

one or more functional mobile robot(s) that are respon 
sible for performing functional tasks; 

one or more navigator mobile robot(s) that localiZe them 
selves and the functional robot(s) Within the 
environment, plan the tasks to be performed by the 
functional robot(s), and control the functional robot(s) 
during task performance; and 

Wherein computations associated With localiZation, plan 
ning and control are performed by a stationary com 
puter and communicated to the navigator robot(s). 

* * * * * 


