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Aremote network monitor for monitoring transaction-based 
protocols such as HTTP receives and analyzes protocol 
requests and associated responses, and derives therefrom a 

parameter associated with round-trip network latency. For 
example, TCP/IP acknowledgement packets can be used to 
deduce network latency. Such network latency and total 
latency parameters can be used to determine which portion 
of total latency can be attributable to the network and which 
portion is attributable to node processing time (e.g., server 
and/or client processing). A plurality of remotely located 
network monitors (and/or monitors co-located with servers 
and/or clients) can be used to derive and report on actual 
latency experienced throughout the network. 
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METHOD AND APPARATUS FOR PROVIDING 
MEASUREMENT, AND UTILIZATION OF, 

NETWORK LATENCY IN TRANSACTION-BASED 
PROTOCOLS 

FIELD OF THE INVENTION 

[0001] The invention relates to data communications 
monitoring and analysis, and more particularly to techniques 
for analyzing the performance of netWork servers and WAN 
netWorks. In still more detail, the invention relates to tech 
niques for measuring netWork latency using transaction 
based protocols such as HTTP. 

BACKGROUND AND SUMMARY OF THE 
INVENTION 

[0002] The World Wide Web has emerged as an important 
if not essential part of modem everyday life for many 
individuals and business throughout the World. We can noW 
use the World Wide Web to obtain information, perform 
transactions such as shopping and procurement, exchange 
information With one another, and for a Wide variety of other 
uses and applications. 

[0003] Much Work has gone into keeping the World Wide 
Web and the underlying netWorks (e.g., the Internet) on 
Which it is based operating smoothly and reliably. Back 
When the Internet Was in its infancy, the academics and 
computer scientists Who Were its primary users tolerated 
sloW response times and sloW doWnload speeds. NoW, With 
the proliferation of users Who are less technically inclined 
and Who desire an ef?cient and more satisfying Web broWs 
ing experience, such delays are no longer acceptable. For 
example, a study by Zona Research estimated that online 
companies could lose more than $4.3 billion in revenues 
each year due to customer frustration over poor Web site 
performance. 
[0004] Some delay is inherent in the fabric of the Internet. 
The Internet (at least in its current form) is a decentraliZed 
netWork that lacks sophisticated universally-accepted guar 
anteed timely delivery infrastructure. Congestion, equip 
ment failures and other factors can therefore at times dra 
matically sloW doWn data transmission on the Internet. Such 
factors are generally out of the control of both clients and 
servers and therefore must be tolerated. 

[0005] The existence of such Internet speed performance 
degradation places a premium on fast server response time. 
Generally, people operating servers Want their servers to 
respond to incoming requests as rapidly and efficiently as 
possible (and the same can be said for people operating 
clients). Because response latency (i.e., time delay betWeen 
When a client makes a request and the time the client 
receives the requested information) can depend on a number 
of complex factors only some of Which may relate to server 
performance and others of Which relate to general netWork 
latency, it may be desirable to analyZe the different factors 
involved in the latency of a particular request to determine 
the principle causes. 

[0006] For example, suppose a large e-commerce-based 
organiZation operating an important Web site receives com 
plaints from customers or prospective customers that 
requested Web pages are not coming up quickly on users’ 
broWsers. Or suppose such a site experiences a decrease in 
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sales volume because impatient users choose to not Wait 
around for sloW page delivery. Such a server operator is 
extremely motivated to try to ?gure out What is causing the 
sloW-doWns. It Would be valuable, for example, for the 
server operator to knoW Whether the sloWdoWns Were being 
caused by its oWn server equipment as opposed to inherent 
netWork delays—since such equipment-based bottlenecks 
might be relatively easily cured through equipment redesign 
or tuning. With e-business, you need to knoW hoW customer 
experience is being affected—at all times, around the World. 
Because of the many factors affecting the overall perfor 
mance of the Internet—backbone congestion, host provider 
performance, Web site design, and end-user connectivity— 
e-businesses lack critical information affecting Web site 
performance. Without independent knoWledge of user expe 
rience, diagnosing problems is difficult, and solutions are a 
challenge to implement. 

[0007] One Way to approach this problem is to install and 
operate performance tools on the server itself. A number of 
such tools are available. These tools Work by monitoring 
incoming requests and outgoing responses and/or the vari 
ous processes used to handle them. While this approach 
Works Well and provides a lot of useful information, it has 
the limitation that the server infrastructure must be modi?ed 
by installing performance analyZing softWare. Also, such 
locally installed tools cannot measure or account for off-site 
netWork delays. There are some situations in Which it Would 
also be desirable to remotely collect server performance 
information Without any modi?cation to the server (e.g., to 
avoid the need to install additional equipment at or near the 
server being monitored) and/or Which Would measure actual 
overall performance as seen from the perspective of a client 
operating someWhere (anyWhere) on the netWork. As one 
example, a business model centering around offering third 
party server performance monitoring services Would have a 
distinct advantage if the performance monitoring to be done 
remotely (e.g., over the Internet) Without the need to disturb 
or otherWise modify the server being monitored and Which 
could measure and report on actually prevailing netWork 
conditions. In other situations, local monitoring is desirable 
but more accurate monitoring of additional parameters 
Would be highly desirable. 

[0008] The present invention offers a solution to this 
problem by providing a monitoring capability for transac 
tion-based protocols based on round-trip netWork latency 
time. 

[0009] One aspect of remote monitor subscription-based 
service provided by the invention employs a netWork of 
monitors on Internet backbones around the World to simulate 
visits to any Web site and to report performance results. The 
service alloWs Web managers to test the performance 
(“health”) of their Web sites from a visitor’s perspective by 
monitoring the availability and response times for URLs, 
customer transactions, external content providers and more. 
The neW service goes beyond simple monitoring of a Web 
site. It alloWs Web managers to quickly detect, respond to 
and prevent Web site performance problems related to 
Internet congestion, ISP service level, external content pro 
vider performance, overall Web site design and internal Web 
site component failure. 

[0010] Such a remote monitor service package may use 
independent servers strategically placed around the World to 
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determine hoW a Web site is performing and to simulate a 
visitor’s experience at any given moment. By sending and or 
monitoring server requests to a Web site from multiple 
locations, this service alloWs Web managers to react to 
problems before their customers experience any dissatisfac 
tion, yet creates only a negligible (or no) load on their Web 
infrastructure. Because it is a hosted service, Web managers 
can sign up and begin monitoring their site almost imme 
diately Without installation or maintenance headaches. 

[0011] Web managers can keep a vigilant Watch on critical 
site performance metrics such as the time it takes to serve 
Web pages and the success of visitors’ transactions on the 
site, for example form submissions, searches and purchases. 
They can also monitor their service level agreements With 
external services, such as credit card approval, advertising or 
neWs. Using such remote monitoring capability, Web man 
agers can compare their site’s availability to their competi 
tors’ and check performance from key servers around the 
World to determine Where geographic bottlenecks may be 
occurring. 
[0012] An example netWork monitoring system provided 
by a preferred embodiment of the invention detects, 
responds to and prevents performance problems. For 
example, a monitor may be used to deliver actionable 
information to help Web managers detect, respond to and 
prevent Web site performance problems. Using such a 
monitor, Web managers set acceptable thresholds for the 
performance of desired Web site activities. If a “trigger 
level” for performance is exceeded, a message alert is sent 
to their pager, cell phone or e-mail. For example, a message 
could be sent When a Web page takes more than 6 seconds 
to load or a transaction fails to complete. This quick 
response makes it possible to take corrective action before a 
situation turns critical. 

[0013] Once the netWork provider service identi?es a 
problem, Web managers can respond quickly. The alerts 
from the remote monitor can include information to help 
pinpoint the source of the problem. Web managers can also 
log on to their account from any Web broWser to trouble 
shoot a problem using a Web-enabled console and easily drill 
doWn to the detail level of the problem, as Well as revieW 
extensive online reports. 

[0014] While real-time monitoring and immediate prob 
lem solving are useful, it is equally important to revieW 
historical trends to identify system Weak spots so Web 
managers can design better netWorks or redesign their Web 
systems to improve future performance. NetWork monitor 
can provide numerous reports, Which alloW the Web man 
ager to analyZe Whether performance problems are occurring 
outside the ?reWall, and if so, devise solutions. Those might 
include, e.g., Working With an ISP to achieve better back 
bone peering or setting up distributed caching solutions. 

[0015] Subscription Packages and Pricing Subscription 
packages for remote monitor can be designed to be ?exible 
so that Web managers can monitor one URL or monitor their 
entire e-business. Service packages can include monitoring 
site availability, response time and/or transactions With data 
gathered from a single remote location or multiple locations 
WorldWide. A basic subscription might, for example, mea 
sure availability and response time for ?ve URLs from one 
location every 30 minutes. Amore comprehensive subscrip 
tion package could include a number of monitors measuring 
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transaction performance from various monitoring locations 
throughout the World as often as every ?ve minutes. 

[0016] HoW does such monitoring Work? As is Well 
knoWn, in transaction-based protocols such as HTTP, clients 
make requests that a server replies to With one or more data 
packets. While the entire HTTP transaction is in progress, 
We are able to measure various netWork transport (TCP) 
exchanges including the “round-trip netWork latency” time 
incurred for the TCP session. Calculating and then separat 
ing “round-trip netWork latency” time for transaction-based 
protocols such as HTTP alloWs us to determine hoW and 
Where HTTP transaction time is being spent. When overall 
Web page response times are sloW, this separation gives a 
Web master, for example, insight to help pinpoint the prob 
lem so that better performance can be delivered to Web 
clients. 

[0017] An aspect provided by the invention separates the 
initial Web server reply from all subsequent HTTP replies to 
a given client’s HTTP transaction request. Through this 
separation, We are able to make an initial distinction betWeen 
time spent by a Web server application and the subsequent 
time delivering the Web content by the netWork transport 
(TCP). By making this distinction and then using gathered 
netWork transport (TCP) measurements such as round-trip 
netWork latency, it is possible to neatly break doWn the 
entire HTTP transaction into meaningful categories for 
someone such as a Web master to understand. Such catego 

ries can include, for example: 

[0018] Web server processing time, 

[0019] netWork transport time, 

[0020] 
[0021] One Way to monitor such parameters is to connect 
a netWork adapter card onto the netWork the server and client 
are operating upon and placing the netWork adapter card into 
promiscuous mode. Such a netWork adapter card operating 
in promiscuous mode can be used to monitor transaction 
based protocol traf?c remotely and break doWn response 
time into various components. Transaction-based protocols 
generally employ a client that sends out requests, Working 
With a server that services those requests by providing a 
reply that can span one or more data packets. There can be 
many requests betWeen the client and the server over the life 
of a particular session. When We monitor these requests, We 
are able to get detailed information about hoW time is spent 
on the netWork While the transaction completes. 

[0022] In a transaction-based protocol like HTTP, When 
the Web server replies With multiple HTTP data packets to 
the client, the time spent from the ?rst HTTP reply until the 
?nal HTTP data packet is time that is attributable to the 
netWork transport (TCP) protocol. We assume Web page 
content that is to be shipped to the client is ?rst gathered 
before the initial HTTP reply is sent such that negligible 
application server time is spent during this interval. Thus, 
associated delays Would be assumed to be attributable to 
netWork transport time as opposed to processing time on the 
server itself. Knowing the value for netWork transport time 
is bene?cial to a Web master or netWork administrator. For 
example, a large value for a Web page of small or modest 
siZe may indicate that there are netWork problems that may 
need to be addressed in order to speed delivery of Web 
content. 

client processing time. 
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[0023] In one example detailed implementation, we obtain 
parameters indicative of network transport time through the 
following techniques: 

[0024] use of the web server’s initial HTTP reply 
packet as the logical dividing line for the web client 
to web server HTTP packet exchange. This allows us 
to distinguish the initial web server reply time from 
the network transport time (time spent from the ?rst 
HTTP data packet until the last HTTP data packet for 
the transaction has arrived from the web server). 

[0025] use of IP Header sequence number to help 
distinguish out-of-order TCP packets from retrans 
mitted TCP data packets each carrying HTTP data 

[0026] use of web client/server initial exchange and 
TCP header ?ags to determine if the initial HTTP 
reply is retransmitted or not 

[0027] use of retransmission time as time to discount 
when calculating web server processing time 

[0028] use of retransmission time as time to discount 
when calculating TCP connect processing time 

[0029] The use of round-trip network latency calculations 
can be applied to transaction-based protocols such as HTTP. 
Determining the amount of network latency is bene?cial 
because this time, although calculated as part of the total 
transaction time, does not represent time spent on the client 
or the server. When analyZing web server response time or 
performance, this round-trip latency can be determined and 
utiliZed. 

[0030] Knowing the round-trip network latency value is 
bene?cial to web masters and network administrators. For 
example, if web response time is slow, and the round-trip 
network latency value is high, addressing slow responsive 
ness requires that the problem be addressed on the net 
work—not on the web server. Conversely, if the round-trip 
network latency value is low, slow response is best 
addressed by looking at web server performance. 

[0031] In one detailed example, round-trip network 
latency determination may include any or all of the follow 
ing features: 

[0032] continuous calculation transport-to-transport 
(TCP-to-TCP) network latency to obtain minimum 
network latency for the TCP session 

[0033] uses the round-trip acknowledgment times for 
TCP data 

[0034] uses the round-trip acknowledgment times for 
the TCP ?ags (SYN or FIN bits for example) 

[0035] use of TCP slow-start algorithm to obtain an 
additional round-trip network latency calculation 

[0036] use of client TCP changing TCP window siZe 
from Zero to non-Zero to gather an additional round 
trip network latency calculation 

[0037] use of this round-trip network latency as time 
to discount when calculating web server processing 
time 

[0038] use of this round-trip network latency as time 
to discount when calculating TCP connect process 
ing time 
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[0039] Additional features and advantages provided in 
accordance with aspects of a remote monitor system and 
method provided by the present invention include: 

[0040] Detailed reports showing IT managers how 
factors such as customer location, ISP connectivity, 
backbone peering issues, network infrastructure and 
other variables are affecting site performance 

[0041] High level reports on availability and respon 
siveness to help business managers ensure that SLAs 
are being met and customer experience is positive 

[0042] Allows IT managers to focus their invest 
ments where their infrastructure needs them most. 
When they know exactly which parts of their net 
work are affecting customer experience, they can 
allocate their resources more effectively-and avoid 
investing time and money where they’re not really 
needed 

[0043] Know that a site is performing for customers 

[0044] A subscription-based service that uses a glo 
bal network of servers to monitor web site perfor 
mance from a user perspective and to alert web 

operations managers when problems occur and pro 
vide speci?c information for rapid problem resolu 
tion. 

[0045] Deploys in minutes to monitor 

[0046] Can measure response times, transactions, 
external content providers, and web site throughput 

[0047] When problems are detected, intelligent alert 
ing routes a message to the appropriate person for 
immediate problem resolution. Remote monitoring 
agents are strategically distributed around the world 
to simulate the end-user’s experience of a web site at 
any given moment. Without independent monitors 
located away from the infrastructure, there’s no way 
to accurately assess how the Web site is actually 
performing. By monitoring the site’s availability and 
responsiveness from outside the ?rewall, one can 
react to problems quickly—before your customer 
does. 

[0048] Goes beyond simply telling whether or not a 
web site is responding. It uses a unique in-depth 
process to tell why a site is not responding. For 
example, Remote Monitor can verify that page con 
tent is correct, retrieval time is acceptable, and 
back-end databases are responding properly. 

0049 Can em lo multi le servers strate icall P y P g y 
placed around the world to continually monitor the 
performance of a web site. 

[0050] Can send individual requests to a web site 
from multiple locations—with negligible additional 
load on site resources. 

[0051] When a problem is detected, can send alerts 
via e-mail, cell phone, or pager. The processed data 
is placed into reports that provide perspective on 
performance issues. 
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[0052] Reports are accessible online at any time. 

[0053] Provides all the information necessary to 
achieve optimal Web site performance. Remote 
Monitor doesn’t ?ood a server operator With data 
from doZens of servers around the World—it isolates 
issues and provides speci?c information shoWing 
exactly What is affecting user performance: 

[0054] Monitor availability—This includes URL 
availability, ?le checking, IP throughput and HTTP 
response time. You’ll knoW at all times Whether a 
URL is available or not, and you’ll ?nd out about 
doWntime before your customers do. 

[0055] Monitor page load time—Your site may be up, 
but if a page or data takes too long to load, your site 
might as Well be doWn. With Remote Monitor, you 
get alerts immediately Whenever thresholds are 
crossed. 

[0056] Monitor transactions—Remote Monitor can 
monitor speci?c tasks such as Web-based transac 
tions and other mission-critical functions (e.g., form 
submission, search, etc.). 

[0057] Receive immediate alerts—Remote Monitor 
can send alerts to a pager, cell phone or e-mail as 
soon as your de?ned response time thresholds are 
crossed. 

[0058] Monitor connectivity—With Remote Monitor 
in place, you can accurately assess Which parts of 
your netWork are affecting user performance. You 
can focus on the parts of your netWork that are 
critical to performance, instead of investing time and 
money Where its not really needed. For example, if 
users in Dallas experience sloW response times, you 
may need to implement an additional data center in 
Texas rather than adding additional bandWidth to 
your data center on the West Coast. 

[0059] Monitor applications—With Remote Monitor 
in place, you can accurately assess Which parts of 
your infrastructure are affecting end user experience. 
By monitoring certain applications and seeing results 
over time, you can determine Which applications 
may be affecting performance. 

[0060] Monitor third parties—Track the performance 
of services you are paying for—such as services 
from third party vendors, including Web hosting, ad 
servers, load-balancing solutions, content servers, 
and cache server vendors. 

[0061] A monitor alloWs measurement for the avail 
ability and response time of a URL, Ping, DNS 
request, FTP transfer, or URL sequence (transaction) 

[0062] All you need is a Web broWser to vieW reports 
and manage your account. 

[0063] A subscription-based service that uses a glo 
bal netWork of servers to monitor Web site perfor 
mance from outside the ?reWall, from a user per 
spective. Remote monitoring agents are strategically 
distributed on major backbone segments around the 
World to simulate the end-user’s experience of your 
Web site at any given moment. Without independent 
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monitors located aWay from your infrastructure, 
there is no Way to accurately assess hoW your 
e-business is performing. 

[0064] Remote Monitor detects, responds to and pre 
vents problems in your Web systems With perfor 
mance insight from outside the ?reWall. 

[0065] Historical Reports-Performance Reports are 
stored online (e.g., With 45 days data) for easy 
vieWing and provide the knoWledge you need to 
prevent problems from recurring. 

[0066] DoWntime costs e-businesses thousands of 
dollars in lost revenue or cost savings. By spending 
only a feW hundred dollars per month to knoW 
Whether your site is performing, you can quickly 
recapture the investment on Remote Monitor. Use 
the Remote Monitor reports the folloWing data: 

[0067] Availability 
[0068] Html doWnload time, Image and object 

doWnload time 

[0069] Connect time Retransmit times 

[0070] Partner content (ad servers, cache servers, 
etc.) 

[0071] URL monitors 

[0072] Transaction monitors 

[0073] FTP monitors 

[0074] DNS (Domain Name Server) monitoring 

[0075] Ping monitors (for monitoring the availabil 
ity of hardWare such as routers) 

[0076] Remote monitor can tell you hoW your con 
tent and application partners are performing. Remote 
Monitor has the ability to detect the presence of 
certain strings of content, such as “?le not found”, or 
speci?c URLs to ensure that that content partners are 
performing as agreed. In the event of a content or 
application partner failure, customers are able to 
immediately identify the source of a problem. 

[0077] Remote monitor tell you hoW your cache 
server vendors are performing. Remote Monitor 
monitors cache servers by setting up a URL monitor 
for the cached content (e.g., HTTP://WWW.your 
site.akamai.com). In this manner, remote monitor 
can report on your cache servers performance in each 
geographic location. 

[0078] Uses standard industry protocols to collect 
and organiZe information. 

[0079] The only softWare required for subscribers is 
the Java Plug-in for your broWser. 

[0080] Remote Monitor’s infrastructure is based on 
secure VPN technology. 

[0081] Whether your e-business is a startup With 
limited URLs to monitor or a global enterprise With 
complex requirements, Remote Monitor can be tai 
lored to your needs by purchasing one or more 
packages that focus on availability, response times, 
global monitoring and transaction monitoring. 
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[0082] Possible to export data to spreadsheets or 
other databases. 

[0083] Remote Monitor offers monitoring capabili 
ties such as Web servers (URLs), FTP servers, and 
DNS. It is able to more accurately measure the true 
end-user performance because monitoring occurs 
over the Internet. 

[0084] The architecture of Remote Monitor is based 
on a central server, database, data collection agents, 
and Web console. Users access this data via a 
broWser connected to the central server. This loca 
tion also hosts the database and serves as the data 
collection point. The data collection agents are them 
selves strategically placed around the globe in major 
metropolitan locations With top backbone providers. 
All con?guration and reporting data are available 
from the Web broWser interface. 

[0085] Remote Monitor is designed to be extremely 
easy to con?gure and use. Its focus is monitoring the 
critical performance parameters (availability, 
responsiveness, and throughput) of Web front-end 
components. With Remote Monitor, the Web opera 
tion administrator can immediately: 

[0086] See reports on overall Web site performance 
and availability 

[0087] Internet service providers and Web hosting 

[0088] Intelligently alert on site performance and 
availability 

[0089] Evaluate Internet connectivity performance 
and availability and verify ISP performance 

[0090] Evaluate static and dynamic content perfor 
mance and availability 

[0091] Evaluate third-party content providers 

[0092] Evaluate the performance of content deliv 
ery solutions 

[0093] Remote Monitor can be provided as a service, 
so the customer does not have to install or manage 
any softWare or hardWare components. Access to 
reports, current status, and user con?guration can be 
through a Web broWser interface accessible from any 
platform over the Internet. 

[0094] CustomiZed alert options alloW the Web 
operations administrator ?ll control of When to be 
noti?ed of site performance problems. Alert options 
include the ability to specify a response threshold for 
unacceptable performance as Well as options to 
ensure that content is accurately delivered. Addition 
ally, noti?cations can be con?gured so that they are 
sent only When performance/availability problems 
occur on more than one data collection agent. This 
minimiZes false alerts that may occur due to 
regional/vendor netWork issues When most end users 
can still access the Web site. When alert noti?cations 
are sent, they include the relevant details about the 
problems currently occurring, including a traceroute 
to pinpoint netWork problems if Remote Monitor is 
unable to reach the site. This alloWs Web operators to 
quickly identify and ?x the problem based on their 
pager messages. 
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[0095] Evaluate Internet connectivity performance 
and availability and verify performance Remote 
Monitor Was developed to provide Web operation 
centers With relevant connectivity information, not 
just data. Using strategically placed data collection 
agents that reside directly on major Internet back 
bone POPs around the World, meaningful netWork 
performance data can help identify performance 
issues. Remote Monitor data can help “decloud” 
poor internet performance and identify ISP peering 
issues related to backbone reliability problems. 
Reports can verify that ISP Service Level Agree 
ments are being met for both reliability and connec 
tivity responsiveness. 

[0096] Evaluate static and dynamic content perfor 
mance and availability 

[0097] Remote Monitor Was designed to collect 
detailed performance reporting and help provide 
feedback for better site design. Reports highlight 
Where time is spent When retrieving a Web page or 
performing a transaction (such as purchasing a 
book). With Remote Monitor’s intuitive drill-doWn 
reporting, users can quickly assess if the site contains 
too many large images, or if the problem is poor 
netWork connectivity. This alloWs the Web team to 
immediately focus on areas that Will improve site 
performance and enhance end users’ experiences. 

[0098] Evaluate third-party content providers 
Remote Monitor measures time spent retrieving part 
ner content separately from the time spent retrieving 
onsite content. Reports that highlight partner time 
alloW the Web team to quickly pinpoint performance 
issues related to third-party content. Remote Monitor 
can help manage third-party content providers like 
ad servers and ensure that SLAs are being met. 

[0099] Evaluate performance of content delivery 
solutions The geographic coverage of Remote Moni 
tor data collection agents alloWs customers to evalu 
ate the effectiveness of a content delivery solution 
(such as a caching provider). By collecting data for 
both a cached page as Well as a non-cached page over 

time, the Web team can easily create a report to 
compare the responsiveness and/or availability for 
the tWo. These reports can then be used to ensure 
both accurate delivery of content and adequate glo 
bal response. 

[0100] In order to have an end-to-end perspective on 
the problems associated With a Web site, monitoring 
the Web components in your data center can be 
supplemented With monitoring site performance 
from a user’s perspective. Inside the ?reWall, one can 
monitor the critical data center components that 
comprise your Web systems. This includes servers 
and hardWare, databases, Web servers, operating 
systems, key Internet services like FTP and e-mail, 
and Web site functions such as search engines and 
transactions. Outside the ?reWall, Remote Monitor 
uses a global netWork of global servers to monitor 
your site’s performance outside the ?reWall, from the 
end-user’s perspective. The combination can provide 
an integrated solution for monitoring and managing 
the Web site. The user Will have a single console to 
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use for con?guring all monitoring activities on the 
Web system, a single place to con?gure and generate 
alerts, and an integrated data repository for all man 
agement data and reports. 

[0101] Makes management easier by providing real 
time information as Well as historical perspective. 

[0102] Console provides a real-time vieW into the 
status of one or more monitored Web system com 

ponents. This lets you “drill doWn” into any current 
problems for further information on the recent his 
tory surrounding the situation. Holistix provides 
other real-time bene?ts through action plans that can 
be programmed to send an alert (for example, a pager 
alert or an SNMP trap) under a variety of conditions, 
correct the problem automatically, or some combi 
nation of these or other remedial steps. 

[0103] Provides a historical perspective on Web site 
components through reports that focus on availabil 
ity and responsiveness and give a perspective on hoW 
Well Web components have been performing over a 
given time period (for example, the last Week). 

[0104] Continually monitors the user experience at 
the site and manages the critical aspects of What 
contributes to that experience by passively monitor 
ing URL traf?c entering each Web server and by 
creating HTTP requests that are “injected” into the 
site. 

[0105] When there is a problem With the responsive 
ness of the system, Remote Monitor can identify 
Which component is contributing to the problem. 

[0106] Business-to-business e-commerce has differ 
ent demands than Web storefronts. The traffic pat 
terns betWeen knoWn business partners are far more 
predictable than the traffic betWeen the public and a 
Web business. The less-competitive nature of busi 
ness-to-business relationships loWers the urgency for 
an optimal user experience, but availability of criti 
cal content (such as electronic catalogs) is of key 
importance. 

[0107] Remote Monitor can monitor both the sup 
plier and consumer sides of distributed content pub 
lishing and correlate the management data in a 
central database. Either side can then use the Con 
sole to understand or troubleshoot problems in the 
total content delivery system. Remote Monitor can 
export performance, status, and availability data so 
that business partners or consumers can render this 
information Within their oWn management and 
reporting tools. 

[0108] use of the Web server’s initial HTTP reply 
packet as the logical dividing line for the Web client 
to Web server HTTP packet exchange. This alloWs us 
to distinguish the initial Web server reply time from 
the netWork transport time (time spent from the ?rst 
HTTP data packet until the last HTTP data packet for 
the transaction has arrived from the Web server). 

[0109] use of IP Header sequence number to help 
distinguish out-of-order TCP packets from retrans 
mitted TCP data packets each carrying HTTP data 
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[0110] use of Web client/server initial exchange and 
TCP header ?ags to determine if the initial HTTP 
reply is retransmitted or not 

[0111] use of retransmission time as time to discount 
When calculating Web server processing time 

[0112] use of retransmission time as time to discount 
When calculating TCP connect processing time 

[0113] continuous calculation transport-to-transport 
(TCP-to-TCP) netWork latency to obtain minimum 
netWork latency for the TCP session 

[0114] use of round-trip netWork latency as time to 
discount When calculating Web server processing 
time 

[0115] use of round-trip netWork latency as time to 
discount When calculating TCP connect processing 
time 

[0116] continuous calculation of netWork retransmis 
sion time (this time is subtracted When computing 
Web server processing time and TCP connect time) 
and the number of packets lost 

[0117] using HTTP initial request and reply to deter 
mine if Web page content is static or dynamic 

[0118] discounting (subtracting) retransmitted Get or 
Post request from client from Web server processing 
time 

[0119] Web systems and their applications are complex, 
dynamic, and mission-critical. Success or failure of an 
e-business is often determined by hoW Well these systems 
manage to ensure maximum availability, reliability, and 
speed. Remote Monitor detects, responds, and prevents 
problems that can adversely affect the user experience. It is 
a solution that takes into account hoW these components 
must Work in concert in order to deliver a Web application’s 
bene?ts to the end user. This comprehensive solution pro 
vides Web site managers the tools they need for rapid 
diagnosis of day to day problems, proactively plan to keep 
their site available, and meet the groWing needs of their 
customers. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0120] These and other features and advantages provided 
by the invention Will be better and more completely under 
stood by referring to the folloWing detailed description of 
presently preferred example embodiments in conjunction 
With the draWings, of Which: 

[0121] FIG. 1 is an overall functional block diagram of a 
preferred embodiment netWork monitor system provided by 
the invention; 

[0122] FIG. 2 is a block diagram of an example monitor 
system; 

[0123] 
[0124] FIG. 4 illustrates the various latencies Within an 
example netWork transaction; 

[0125] FIG. 5 shoWs an example detailed Web page 
request time breakdoWn; 

FIG. 3 shoWs example netWork transactions; 
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[0126] FIG. 6 shows an example round-trip network 
latency calculation; 
[0127] FIG. 7 is a ?owchart of example steps performed 
by the FIG. 2 network monitor; 

[0128] FIG. 8 shows an example connect time metric 
bucket breakdown; 

[0129] FIG. 9 shows an example network monitor archi 
tecture; and 

[0130] FIGS. 10A-10C show example web page-based 
reports. 

DETAILED DESCRIPTION OF PRESENTLY 
PREFERRED EXAMPLE EMBODIMENTS 

[0131] Overall Example Network Monitoring System 

[0132] FIG. 1 shows an example overall network monitor 
system S provided by an example preferred embodiment of 
this invention. System S monitors the performance of a 
server 14 with one or a plurality of network monitors 16 via 
a network 12. Network 12 may comprise, for example, the 
global Internet or other transaction-based digital communi 
cations network. In the example embodiment, network 
monitors 16 are located remotely from server 14, and are 
coupled to server 14 via the same network 12 that clients 
(not shown) of server 14 use to communicate with the server. 
An advantage of locating the network monitors 16 remotely 
from server 14 is that the network monitors in many cases 
will experience the same conditions (e.g., in terms of net 
work congestion or other effects) that the actual clients of 
server 14 experience. This allows network monitors 16 to 
accurately measure and determine the cause of delays 
adversely impacting the performance of server 14. The 
ability of the operator of server 14 to have the equivalent of 
one or more sets of eyes out on network 12 provides 
valuable information about the performance of server 14 that 
the server operator does not have access to on-site. 

[0133] In one example, the network device(s) 16 report 
monitoring results to a centraliZed database 20 for reporting 
purposes. Database 20 can be used to alert the operator of 
server 14 to performance degradation conditions through 
various means such as, for example, initiating a page or cell 
phone call to the operator’s portable or stationary alerting 
device 18a, and providing reports 18b in hardcopy or via 
electronic means (e.g., e-mail, via a reporting web site, or 
the like). 

[0134] FIG. 2 shows a more detailed example of a net 
work monitor system S. In the FIG. 2 example, servers 14 
communicates with client(s) 10 via one or more subnet 
works 13 coupled to the Internet or other network 12. For 
example, server 14 could be an electronic commerce web 
site or any other server that communicates with consumers, 
other businesses or the like via the Internet, and Intranet, or 
other electronic data communications means. Such commu 
nication can be performed using a transaction-based proto 
col such as, for example, the hypertext transfer protocol 
(HTTP) as described, for example, in RFC 2616 (IETF) 
incorporated by reference herein. Such a transaction-based 
protocol can be used to communicate a variety of different 
message packet types including, for example, web pages 
de?ned using hypertext markup language (HTML). The 
HTTP transactions can be supported by a network connec 
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tion established using, for example, Transmission Control 
Protocol/internet Protocol (TCP/IP) as described, for 
example, in RFC 791 and 793 (IETF) (also incorporated by 
reference herein). The invention is not limited to HTTP and 
TCP/IP, but can be used with any transaction-based network 
communications protocol. Such protocols of the type cur 
rently in wide spread use on the Internet are described here 
for purposes of illustration only. 

[0135] As also shown in FIG. 2, one or more network 
monitors 16 are coupled to network 12. Network monitors 
16 are used to monitor network communications between 
server 14 and client 10. In one example embodiment, 
network monitors 16 are located remotely from both serv 
er(s) 14 and client 10. For example, network monitors could 
be located at the site of a network monitoring service that 
offers network monitoring on a subscription or other basis to 
the operator of server 14 and any number of additional 
servers 14. In one advantageous arrangement, network 
monitor 16 is coupled to the subnetwork 13 that server(s) 14 
are coupled to so as to facilitate monitoring of traffic 
between the server(s) 14 and client(s) 10. In another 
example embodiment, one or more network monitors 16 
could be placed locally with server 14 and/or client 10. In 
still another arrangement, network monitor 16 could be 
equipped with sophisticated traffic monitoring functionality 
(e.g., such as that possessed by national security agencies) to 
allow it to monitor traffic on the Internet 12. 

[0136] In one particularly advantageous example, network 
monitors 16 are located in a distributed fashion at various 
nodes or other geographical presence points of network 12. 
For example, if server 14 serves clients 10 located world 
wide, network monitors 16 can be distributed throughout the 
world. For example, a network monitor 16a could be located 
in California, another network monitor 16b could be located 
in New York, a further network monitor 16c could be located 
in London, yet another network monitor 16d could be 
located in Tokyo, etc. Such a distributed system of network 
monitors 16 provide a capability to monitor actual network 
conditions prevailing throughout network 12, and can be 
used to measure the speed and other performance of server 
14 throughout network 12. While a plurality of network 
monitors 16 distributed network 12 provides certain advan 
tages, the invention is not limited to a plurality of monitors 
but can be used with only a single network monitor. 

[0137] In the example embodiment, network monitors(s) 
16 measure the performance of server 14 and can report the 
resulting measurements to a report display 18. For example, 
report display 18 can also be coupled to network 12 and can 
be located at the same or different location from server 14. 
In one example, report display 18 can be a web-enabled 
appliance such as a personal computer, cell phone, PDA or 
other device, and network monitor 16 can report the results 
of network monitoring measurements to the report display. 

[0138] In one example mode of operation, network moni 
tor(s) 16 can operate passively by monitoring the data 
communications traffic between server 14 and client 10. For 
example, a network monitor 16 can listen to network 12 
(subnetwork 13) to detect requests for web pages or other 
information from a client 10 to server 14, and may monitor 
the response provided by the server to the client. Using such 
monitoring techniques, network monitor 16 can determine 
speed performance and other parameters associated with 
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server 14 and/or network 12. Network monitor 16 can be 
co-located with server 14 so as to obtain geographic network 
latencies, packet loss, etc. Network monitor 16 can monitor 
requests from a number of different clients 10 located at 
different points within network 12 so as to measure perfor 
mance degradation resulting from network congestion or 
other network-related factors as opposed to performance 
degradation resulting from the performance of server 14. In 
this way, system S can determine whether slowdowns are the 
result of problems within server 14, problems within net 
work 12, or both. 

[0139] In another mode of operation, network monitor(s) 
16 can themselves initiate requests to server 14 and receive 
responses from the server—or other software on the same or 

different computer that supports the network monitor(s) 16 
can impersonate a web browser to initiate such requests. 
When network monitor(s) 16 act as clients in this active 
mode, they add to the loading of server 14 which may be 
undesirable under heavy loading conditions. On the other 
hand, if network monitor(s) 16 do not initiate too many 
requests, such active mode can be used to supplement (or in 
some cases as a substitute for) passive monitoring of data 
communications traffic between client 10 and server 14. 

[0140] In one particularly advantageous example, network 
monitor(s) 16 could trigger real-time events based upon 
percent packet loss or other determinations. As one example, 
network monitor 16 could automatically trigger a process to 
perform a “traceroute” to help determine the exact location 
of a packet loss problem. This could be especially helpful, 
for example, to an Internet Service Provider in maintaining 
good service and in isolating problems occurring on clients 
10 being supported by the Internet Service Provider. 

[0141] In another advantageous example, network moni 
tor(s) 16 co-located with server 14 could trigger real-time 
events based upon packet loss or other determinations. As 
one example, network monitor 16 could automatically trig 
ger a process to perform a “traceroute” to help determine the 
exact location of a packet loss problem. This could be 
especially helpful, for example, to determine if an Internet 
Service Provider is maintaining good service to server 14 as 
well as to isolate general problems, or geographic location 
problems, from any client 10. 

[0142] Placing network monitor(s) 16 remotely from 
server 14 (and client(s) 10) provides certain advantages. For 
example, remotely located network monitor(s) 16 are often 
able to more directly measure the types of conditions that 
prevail at clients 10 distributed throughout network 12. Also, 
network monitor(s) 16 can be operated by an entity different 
from the one that operates server 14 to provide a network 
monitoring service to one or more server operators. For 
example, a network monitoring service can install a number 
of network monitors 16 at various locations on network 12, 
and offer subscription-based network monitoring services to 
a large number of different servers 14. 

[0143] In one particularly advantageous arrangement, for 
example, such network monitoring subscriptions can be 
initiated over network 12 using a web browser based inter 
face. A server 14 operator can subscribe to the network 
monitoring services by completing a web-based form, and 
by providing a URL, IP address or other network address or 
other locator to the network monitor(s) 16, and providing 
some form of payment (e.g., credit card, billing address or 
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the like). Network monitor(s) 16 can begin monitoring the 
performance of remotely located server 14 substantially 
immediately, and provide reporting also via network 12 to 
report and display 18. In this way, a new business can be 
supported that uses the existing network 12 infrastructure 
and one or a number of network monitors 16 to monitor the 
performance of any number of servers 14 communicating 
over network 12 with any number of clients 10. 

[0144] While remote location of network monitor(s) 16 
provides certain advantages as described above, it also 
creates certain challenges. In particular, it is a challenge to 
provide useful performance diagnostic information based 
only on observation of traffic ?owing over network 12. More 
speci?cally, it may be important in offering such network 
monitoring services to diagnose whether performance deg 
radations are due to problems at or within server 14, 
problems existing within network 12, or both. The example 
embodiment solves this problem by calculating network 
round-trip latency based on communications ?owing back 
and forth between client 10 and server 14. In other words, by 
monitoring certain parameters (described in detail below) in 
connection with the transaction-based protocols used by 
server 14 to communicate with client 10, network monitor(s) 
16 of the example embodiment can deduce which portions 
of overall network delays are due to latency existing within 
server 14 and which part of the overall delay is due to 
transport over the network 12. Such deduced information is 
very useful in helping the operator of server 14 to isolate 
problems of slow response when, for example, a web 
browser user requests a web page from server 14 and has to 
wait a long time to receive the page. 

[0145] Example Techniques For Remotely Monitoring 
Response Time 

[0146] FIG. 3 shows an example typical transaction 
between a client 10 and a server 14 using a transaction-based 
protocol. The FIG. 3 example illustrates a request for a web 
page being initiated by client 10 to server 14. The steps 
involved in ful?lling this request include: 

[0147] request for a TCP connection and the estab 
lishment of such a connection (phase A) 

[0148] request for a particular web page maintained 
by the server at a speci?c universal resource locator 
or other network address (phase B), 

[0149] depending upon the type of web page being 
delivered, one or more additional object fetches (e. g., 
inline graphics or the like) each initiated by the client 
10’s browser parsing the web page delivered in 
phase B and transmitting an additional request for a 
particular object to server 14 (phases Cl-CN), 

[0150] once the web page and all (any) inline objects 
associated therewith have been received by client 10, 
breaking down the TCP connection (phase D). 

[0151] Each of the various FIG. 3 phases includes a 
latency or time delay. In a network, latency (a synonym for 
delay) is an expression of how much time it takes for a 
packet of data to get from one designated point to another. 
In accordance with one aspect of the invention, network 
latency is measured when a packet is sent and a reply or 
acknowledgment packet comes back to the sender. This 
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