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(57) ABSTRACT 

A computer-assisted method for determining a position and 
orientation a sensor relative to a scene. The sensor has a 

plurality of degrees of freedom in position and orientation 
relative to the scene. The method includes sensing an image 
of the scene, the sensed image having a plurality of regions 
such that a sum of degrees of independent constraint of the 
plurality of regions equals or exceeds the degrees of freedom 
in position and orientation of the sensor relative to the scene, 
comparing the plurality of regions of the sensed image to a 
plurality of regions of a ?rst image of the scene stored in a 
map, the ?rst stored image representative of a position and 
orientation of the sensor relative to the scene, and determin 
ing sensor position and orientation based on the comparing. 

37 Claims, 5 Drawing Sheets 

34 

Map 
Storage Updated 

Iconic Map 

1 
46 

Map . 
Iconic Update Actlvate 
map 

Disparity 

/ 30 32 l 48 
\ 3e / 

P Image _ Iconic Dead Navigational 
reprocessing Ideal Matcher Disparity Reckonlng DR Data FlIter System 

images Position Position 
Estlmate Estimate & 

Uncertainty 

Images Initial Position External Position 
Estimate 



US 6,453,223 B1 
Page 2 

US. PATENT DOCUMENTS 5,339,241 A 8/1994 Fujimori et a1. ..... .. 364/42402 
5,363,305 A 11/1994 Cox et a1. .............. .. 701/200 

4,979,113 A 12/1990 Roberts et a1. ............. .. 701/24 5369589 A 11/1994 Steiner _____ n 701000 

27823722; 2 11/133; gem“, ~~~~ "565334443; 5,378,969 A 1/1995 Haikawa .............. .. 318/56812 
7 7 / “mm c‘ a‘ / ' 5,436,839 A 7/1995 Dausch et a1. ............ .. 364/449 

5,109,340 A 4/1992 Kanayama .............. .. 701/25 . 
5,525,883 A 6/1996 Avltzour ......... .. . 318/587 

5,170,352 A 12/1992 McTamaney et a1. 701/26 _ 
5,815,825 A 9/1998 Tachlbana et a1. 701/23 

5,245,422 A 9/1993 Borcherts et a1. .. 358/103 6 047 234 A * 4/2OOO Ch t 1 701000 
5,249,126 A 9/1993 Hattori .......... .. 701/77 7 7 ewenye a‘ """"" " 

5,305,217 A 4/1994 Nakamura et a1. 701/25 
5,307,278 A 4/1994 Hermans et a1. .......... .. 701/217 * cited by examiner 



U.S. Patent Sep. 17, 2002 Sheet 1 of5 US 6,453,223 B1 

2 

ON 

1 2* J 
/ \ // \\ Ii mccwmzm 

A 

m__ 











US 6,453,223 B1 
1 

INFRASTRUCTURE INDEPENDENT 
POSITION DETERMINING SYSTEM 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application is a continuation-in-part of US. patent 
application Ser. No. 08/744,053, ?led Nov. 5, 1996. 

STATEMENT REGARDING FEDERALLY 
SPONSORED RESEARCH AND 

DEVELOPMENT 

Not Applicable. 

BACKGROUND OF THE INVENTION 

1. Field of the Invention 

The present invention is directed generally to a method 
and apparatus for determining position and orientation of an 
object and, more particularly, to a method and apparatus for 
determining position and orientation of an object relative to 
a scene independent of infrastructure. 

2. Description of the Background 
High repeatability, position estimation is a key technology 

for mobile robotics applications such as seaport and manu 
facturing facility automation. Near term operations in those 
applications requires relatively precise positioning 
repeatabilities, such as, for example, approximately three 
millimeters. Three millimeters represents a signi?cant 
improvement over the current industry standard of approxi 
mately ?ve millimeters. The three millimeter repeatability 
must be achieved at an acceptable cost per unit. High end 
laser and inertial units are capable of meeting the technical 
speci?cations. HoWever, their $20,000 to $100,000 plus per 
unit cost is far too high to be economically justi?able for 
most applications. Thus, a signi?cant tradeoff exists betWeen 
price and performance Which prohibits ?at ?oor mobile 
robotics companies from servicing existing demands in the 
market. 

The least expensive positioning systems are so-called 
dead reckoning systems produced from loW cost Wheel 
encoders and a compass. Those systems produce an estimate 
of position based on the integration of rate measurements. 
Thus, they suffer from signi?cant error accumulation in the 
estimate. High end dead reckoning systems, such as military 
grade inertial systems, reduce that problem by using rate 
sensors With very loW error bias, but at a cost that is order 
of magnitudes higher than those acceptable to ?at ?oor 
markets. 

One loW cost alternative is to combine the loW cost dead 
reckoning system With a triangulation system, Which can be 
used to reset the accumulated error by calculating a ?x on 
the position. Triangulation systems do not perform 
integration, and thus are not affected by sensor bias. 
HoWever, they suffer from dilution of precision problems 
that arise during the conversion of their measurements to the 
coordinate system of interest, e.g., a range and orientation of 
the sensor is converted to Cartesian space Triangula 
tion systems take measurements With respect to external 
beacons or other items of infrastructure Which make them 
vulnerable to sabotage. In certain industrial applications, 
sabotage is a key concern. Furthermore, the placement of 
beacons or other items of infrastructure represents a signi? 
cant additional overhead cost to the end user. In certain 
applications, approximately one-third of the total cost of the 
system is due to the installation of beacons or other items of 
infrastructure. 
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2 
Published German patent application DE 41 380 270 A 

discloses a method for the navigation of a self-propelled 
land vehicle in Which markers are detected during travel, 
digitiZed and compared With stored data generated during a 
learning trip, in order to determine deviations from speci?ed 
values Whereby the deviations are processed into appropriate 
navigation control signals. The method is independent of 
arti?cial markers and ranges because natural landmarks are 
used as markers, Which are captured as images by a video 
camera With tWo degrees of freedom. The actual position of 
the vehicle relative to a target point and the current vehicle 
direction in relation to the intended direction is calculated 
from the displacements of a pair of landmarks. Published 
European patent application EP 0 390 052 A discloses a 
landmark recognition system based on the perception, 
reasoning, action, and expectation (PREACTE) paradigm 
for the navigation of autonomous mobile robots. The system 
uses expectation to predict the appearance and disappear 
ance of objects. The system also predicts the appearance of 
landmarks at different ranges and aspect angles, and uses 
map information to generate expectations of the scene. This 
system represents a classical solution, but suffers from 
problems associated With implementation and poor perfor 
mance. 

US. Pat. No. 4,847,769 entitled “Automated Vehicle Drift 
Correction” discloses a navigation system Which carries out 
a dead reckoning calculation of the vehicles position based 
on inputs from sensors and the motion of a steering Wheel in 
the preceding time interval. US. Pat. No. 5,307,278 entitled 
“Method Of Determining The Position Of A Vehicle, 
Arrangement For Determining The Position Of A Vehicle, 
As Well As A Vehicle Provided With Such An 
Arrangement”, also relies upon dead reckoning. 
US. Pat. No. 5,170,352 entitled “Multi-Purpose Autono 

mous Vehicle With Path Plotting” is an example of an 
autonomous vehicle Which operates in conjunction With a 
plurality of laser, sonic, and optical sensors. Such sensors 
detect targets and obstacles in the Work area and provide 
coded signals Which direct vehicles over a most expedient 
route to a target While avoiding any obstacles. 

US. Pat. No. 5,363,305 entitled “Navigation System For 
A Mobile Robot” discloses an apparatus for creating and 
maintaining a map of an environment the mobile autono 
mous robot is to transverse. A credibility measure is 
increased or decreased Whenever a map feature assigned to 
a location matches or does not match, respectively, a geo 
metric beacon corresponding to such location. 
US. Pat. No. 4,979,113 entitled “Automated Vehicle 

Control” discloses a system in Which data identifying loca 
tions of notational points on the ?oor of the area of interest 
are entered into a computer together With a look-up table 
specifying pairs of those points betWeen Which movements 
of vehicles may be required. 
US. Pat. No. 4,847,773 entitled “System For Navigating 

A Free-Ranging Vehicle” discloses a system in Which the 
surface to be traversed carries a grid of passive marker 
elements With the vehicle being provided With detectors for 
detecting such elements. 
US. Pat. No. 4,647,784 entitled “Vehicle Guidance and 

Control System” discloses a system in Which vehicles deter 
mine their oWn position in relation to marker boards con 
sisting of patterns of re?ective coded strips by scanning a 
narroW laser beam in a predetermined direction across the 
strips. Positions can be determined by using triangulation. 
US. Pat. No. 4,727,492 entitled “Vehicle Control And 

Guidance System” discloses a vehicle guidance system 
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Which uses dead reckoning to predict the position of the 
vehicle. At the end of predetermined intervals, the dead 
reckoning is corrected by an independent ?xed-target detec 
tion system using a scanning laser. 

Other loW cost alternatives are based on the use of vision 

systems to take range readings, e.g., stereo vision, of knoWn 
features in an environment, such as doorWays and room 
corners. A position is determined based on such readings. 
Although that method does not require the placement of 
infrastructure, it suffers from the signi?cant problem of 
shape dependence. Brie?y, What a feature looks like depends 
upon the angle from Which it is vieWed. That problem entails 
such computational complexity that commercially practical 
vision systems that operate on natural features have never 
been produced. 

Thus, While substantial Work has been directed at solving 
the aforementioned problems, it is seen from the prior art 
discussed above that such problems have not been solved. 
Many position determining systems are still dependent upon 
infrastructure Which is expensive. Furthermore, once the 
infrastructure is in place, the facility can usually not be 
modi?ed Without the additional expense of modifying the 
infrastructure. Additionally, robots relying upon such infra 
structure can easily be sabotaged. 

Dead reckoning systems do not provide the repeatability 
required by today’s commercial application. Combining 
dead reckoning systems With some form of triangulation or 
other correction method introduces infrastructure, and all of 
the problems associated thereWith. 

Vision systems, Which can provide higher accuracy than 
dead reckoning systems and Which are typically free of 
arti?cially imposed infrastructure, are dif?cult and costly to 
implement. If a feature is unrecogniZable because it is 
approached from a different angle, the robot may become 
disoriented and cease to function. Thus, the need exists for 
a position determining system Which is highly accurate, 
independent of all infrastructure, relatively immune to 
sabotage, and Which provides the high repeatability 
demanded in today’s marketplace at a competitive cost. 

SUMMARY OF INVENTION 

The present invention is directed to a computer-assisted 
method for determining a position and an orientation of a 
sensor relative to a scene. The sensor has a plurality of 

degrees of freedom in position and orientation relative to the 
scene. The method includes sensing an image of the scene, 
the sensed image having a plurality of regions such that a 
sum of degrees of independent constraint of the plurality of 
regions equals or exceeds the degrees of freedom in position 
and orientation of the sensor relative to the scene, comparing 
the plurality of regions of the sensed image to a plurality of 
regions of a ?rst image of the scene stored in a map, the ?rst 
stored image representative of a position and orientation of 
the sensor relative to the scene, and determining sensor 
position and orientation based on the comparing. 

The present invention represents an advancement over 
prior position determining systems because it does not 
require the use of infrastructure to determine position and 
orientation. The present invention also has the advantage 
that it obviates the need to compensate for the eventuality of 
local distortion of the regions of the scene. The present 
invention also has the advantage that it can provide robust 
and accurate estimations of sensor position and orientation. 
These and other advantages and bene?ts of the present 
invention Will become apparent from the description here 
inafter. 
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4 
BRIEF DESCRIPTION OF THE DRAWINGS 

For the present invention to be clearly understood and 
readily practiced, the present invention Will be described in 
conjunction With the folloWing ?gures Wherein: 

FIG. 1 illustrates a robot carrying a vision system pro 
viding input to a position determining system constructed 
according to the teachings of the present invention; 

FIG. 2 is a block diagram illustrating the basic compo 
nents of a position determining system constructed accord 
ing to the teachings of the present invention; 

FIG. 3 illustrates the naturally occurring features in a ?oor 
or other appropriate surface; 

FIG. 3a illustrates tWo images from the surface of FIG. 3 
Which are correlated With an image representative of the 
actual position of the robot; 

FIG. 4 is a block diagram illustrating a position deter 
mining system constructed according to the teachings of the 
present invention and Which has mapping capability; 

FIGS. 5a, 5b, and 5c illustrate the position of a vehicle at 
times t1, t2, and t3, respectively; 

FIG. 6 illustrates the images of the road at times t1, t2, and 
t3, respectively; and 

FIG. 7 is a block diagram of the position estimator of FIG. 
2 according to another embodiment of the present invention. 

DESCRIPTION OF THE PREFERRED 
EMBODIMENTS 

It is to be understood that the ?gures and descriptions of 
the present invention have been simpli?ed to illustrate 
elements that are relevant for a clear understanding of the 
present invention, While eliminating, for purposes of clarity, 
other elements found in a typical position determining 
system, such as an operating system for a computer. Those 
of ordinary skill in the art Will recogniZe that other elements 
may be desirable. HoWever, because such elements are Well 
knoWn in the art, and because they do not facilitate a better 
understanding of the present invention, a discussion of such 
elements is not provided herein. 

FIG. 1 illustrates a robot 10 in Which the teachings of the 
present invention may be implemented. The robot 10 
includes a sensor 12 Which provides an input signal to a 
processor 14. The processor 14 may be implemented as, for 
example, a computer, such as a Workstation or a personal 
computer, a microprocessor, or an application speci?c inte 
grated circuit (ASIC). The robot 10 further includes a 
position estimator 15, Which includes code to be executed by 
the processor 14. The robot 10 is conventional in construc 
tion and is comprised of a frame 16 and a plurality of Wheels 
18. Certain of the Wheels 18 receive poWer and steering 
commands from a poWer and steering module 20 under 
control of the processor 14 so that the robot 10 is capable of 
self propulsion. The frame 16 may carry a robot arm 22 
Which may carry a tool 24 on its end for performing various 
functions under the control of the processor 14. When the 
robot 10 arrives at a predetermined location, Which position 
is knoWn by virtue of signals output by the position estima 
tor 15, the arm 22 and tool 24 may be manipulated according 
to stored programs to perform predetermined functions such 
as picking up a Work piece, positioning the Work piece, 
inserting a bolt or screW, lifting a pallet, returning a box to 
storage, vacuuming a carpet, emptying a trash can, etc. For 
certain tasks, it is necessary that the robot 10 be precisely 
positioned, i.e., positioned Within an acceptable degree of 
accuracy, such as, for example, three millimeters or less. The 
frame 16 may also carry an odometer 28 Which provides a 
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signal input to position estimator 15 for purposes of per 
forming calculations, such as dead reckoning, as Will be 
described hereinafter. 

The present invention Will be described herein as being 
implemented in a robot 10, although the present invention 
any be implemented to determine the position and orienta 
tion of the sensor 12 attached to any object moving in a 
space. For example, the present invention may be imple 
mented in a Wheeled vehicle, including automated and 
non-automated vehicles, With the sensor 12 oriented toWard, 
for example, a ?oor, a ceiling, or a Wall. The present 
invention may also be, for example, implemented in air and 
space vehicles With the sensor 12 oriented toWard, for 
example, the stars or planetary surfaces, or in an underWater 
vehicle With the sensor 12 oriented toWard, for example, the 
ocean ?oor. The sensor 12 is orientated to create images of 
a scene 11 relative to Which the sensor 12 moves. The scene 

11 preferably exhibits certain properties, as described further 
hereinafter. 

The sensor 12 may be any con?guration that creates 
imagery, including, for example, non-contact based sensing 
devices, such as devices based on electromagnetic, sound, or 
other radiation, and contact based sensing devices, such as 
tactile arrays. The sensor 12 may be, for example, a mono 
chrome camera, a color camera, a multi-spectral camera, a 
laser range ?nder range channel and/or intensity channel, a 
radar system, or a sonar system. The sensor 12 includes a 
digitiZer for digitiZing an image sensed by the sensor 12. The 
digitiZed image from the sensor 12 is then input to the 
position estimator 15. The sensor 12 is orientated to capture 
images of the scene 11 relative to Which the sensor 12 
moves. The sensor 12 may be, for example, mounted to an 
object, such as the robot 10 as illustrated in FIG. 1, in a 
manner such that the sensor 12 is focused straight doWn or 
at an angle With respect to a scene 11. 

For the embodiment illustrated in FIG. 1, the scene 11 is 
a substantially ?at surface. The scene 11, hoWever, need not 
by a single ?at surface, and may be, for example, multiple 
?at and/or non-?at surfaces, or any “appropriate” surface, as 
further described hereinafter. According to the embodiment 
illustrated in FIG. 1, called a surface-referenced 
embodiment, the sensor 12 has tWo degrees of freedom in 
position (x,y) and one degree of freedom in orientation (6) 
With respect to the scene 11. In other embodiments of the 
present invention, the sensor 12 may exhibit up to three 
degrees of freedom in position (x,y,Z) and three degrees of 
freedom in orientation (roll, pitch, yaW) With respect to the 
scene 11, as described further hereinafter. The sensor 12 may 
be, for example, carried by the frame 16 at the bottom 
thereof betWeen Wheels 18, as illustrated in FIG. 1, to make 
it more dif?cult to interfere With the operation of robot 10. 

The reader should recogniZe that the robot frame 16, 
Wheels 18, poWer and steering module 20, robot arm 22, tool 
24, odometer 28, and the sensor 12 are of standard con 
struction and operation. Accordingly, those elements are not 
further described herein. 

The present invention permits the determination of posi 
tion and orientation of the sensor 12 in space. If the spatial 
relationship betWeen the sensor 12 and the object to Which 
it is mounted is alWays knoWn, such as the robot 10 
illustrated in FIG. 1 in Which the sensor 12 has Zero degrees 
of freedom With respect to the robot 10, then the position and 
orientation of the object can be determined based on the 
determined position and orientation of the sensor 12. 

The sensor 12 may move through any medium, and senses 
images of the scene 11 surrounding the sensor 12. The sensor 
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6 
12 is not required to move relative to the scene 11 in any 
particular manner. For example, for the embodiment illus 
trated in FIG. 1, the sensor 12 captures images of a sub 
stantially ?at surface. The scene 11 may be, for example, 
substantially ?at, as illustrated in FIG. 1, although the scene 
11 may be of any arbitrary shape. The present invention Will 
be described herein as determining the position and orien 
tation of the sensor 12 moving relative to the scene 11, 
although it should be recogniZed that the present invention 
may be implemented to ensure that a particular object 
remains unmoved With respect to a scene 11. 

The sensor 12 captures images of the scene 11 relative to 
Which the sensor 12 moves. The image may be an array of 
data elements such as, for example, a one, tWo, or three 
dimensional array. The data elements in the array may also 
be one, tWo, or three dimensional. For the surface-referenced 
embodiment illustrated in FIG. 1, the space through Which 
the sensor 12 moves is tWo-dimensional. Images of the scene 
11 may be formed by a corresponding array of sensitive 
elements separated in space, by a single element moving in 
space, or by taking several sensor readings separated in time 
and inferring the spatial positions to Which they correspond 
from the knoWn motion and sensor orientation. 

In order to determine sensor position and orientation 
based on the sensed image of the scene 11 (called the 
“scene-referenced estimate”), a collection of one or more 
features of the scene 11 in the image, also knoWn as regions, 
is required as determined by the number of degrees of 
freedom of sensor position and orientation that need to be 
resolved. For a surface-referenced embodiment, such as 
illustrated in FIG. 1, three degrees of freedom must be 
resolved (x, y, 6). In addition, each region may provide Zero, 
one, or tWo degrees of constraint depending upon the 
region’s ability to generate parallax observations, Which 
depends on the region’s distance from the sensor 12. Par 
allax generally refers to the principle that motion of the 
sensor 12 relative to the scene 11 can be estimated due to the 
apparent motion of regions of the scene 11 relative to the 
sensor 12. Fundamentally, the number of degrees of inde 
pendent constraint must equal or exceed the number of 
degrees of freedom of sensor position and orientation that 
need to be resolved. Therefore, at least tWo regions are 
required for comparison, as described hereinafter, for a 
surface-referenced embodiment. For an embodiment in 
Which a different number of degrees of freedom need to be 
resolved, a suf?cient number of regions may be used such 
that the sum of degrees of independent constraint equals or 
exceeds the degrees of freedom to be resolved. 

According to the present invention, the scene 11 prefer 
ably exhibits certain properties Which render it appropriate. 
These properties need not be exhibited everyWhere in the 
scene 11. Rather, the properties are preferably exhibited in 
enough regions of the scene 11 to satisfy the degree of 
freedom constraints, as described hereinbefore. The appear 
ance of regions of the scene 11 is preferably suf?ciently 
stable over the passage of operationally relevant time inter 
vals and from operationally relevant variations in the vieW 
ing angle. The present invention operates by searching the 
neighborhood of the region to attempt to locate regions that 
are predicted to be in vieW. Robust recognition requires tWo 
vieWs of the same region to be suf?ciently similar in 
appearance. Practically, this requires that only a ?nite 
amount of transient dirt, dust, etc., obscuring the vieW of the 
region by the sensor 12, can be tolerated. The regions of the 
scene 11 and the intervening medium, hoWever, need not be 
perfectly clean. Persistent dirt may be bene?cial because it 
can create a textured appearance. In addition, the scene local 
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surface roughness in the chosen region must be relatively 
insigni?cant relative to the distance betWeen the sensor 12 
and the scene 11 over the scene point generating the region. 
If the ratio is suf?ciently small for a particular application, 
surface self-occlusion may be eliminated, causing the region 
of the scene 11 to appear substantially the same from all 
necessary vantage points. 

The regions of the scene 11 preferably are suf?ciently 
distinctive to their neighbors to stand out. Robust recogni 
tion of the regions requires vieWs of regions nearby but 
different from a region in question to be suf?ciently distinc 
tive in appearance. Thus, it is preferable that for the scene 
11, adjacent regions in a neighborhood possess texture 
Which does not repeat Within the neighborhood. That is, it is 
preferable that the scene 11 includes localiZed non-repeating 
regions. It is not necessary that the scene 11 include a 
complete lack of repetitive texture. A near repetitive local 
texture and a perfectly repetitive global texture are accept 
able. 

Moreover, it is not necessary that the entire scene 11 
possess these qualities. The present invention merely 
requires that there exist a relatively suf?cient number of 
regions that possess these qualities. A scene 11 exhibiting 
these properties may be considered an “appropriate surface,” 
and may be, for example, a substantially ?at surface, as 
illustrated in FIG. 1, multiple ?at and/or non-?at surfaces, or 
any scene in Which the ratio of surface roughness to the 
distance betWeen the sensor 12 and the scene 11 is suf?cient. 
Many man-made and naturally occurring environments sat 
isfy these qualities. For example, the randomly occurring 
orientation and position of ?bers of a carpet or brush marks 
in a concrete surface may possess these qualities. For scenes 
11 Which exhibit these features, the present invention obvi 
ates the need to compensate for the eventuality of local 
distortion of the regions, such as from shading, motion, 
focus, and unknoWn object siZe, such as is often required in 
the prior art. In addition, the present invention may be used, 
for example, to track motion of a microscope relative to an 
observed specimen, such as a bacteria, or a telescope relative 
to the galaxy. 

Turning to FIG. 2, a block diagram of the position 
estimator 15 is illustrated. The position estimator 15 
includes an image preprocessor 30, an iconic matcher 32, a 
map 34, and a dead reckoning element 36. As mentioned 
hereinbefore, the position estimator 15 includes code to be 
executed by the processor 14. The code may be implemented 
using any type of computer instructions, such as, for 
example, microcode and softWare, using any suitable com 
puter language, such as C or C++ using, for example, 
conventional or object-oriented techniques, or in commer 
cially available softWare. The code may be stored, for 
example, on a computer-readable medium such as, for 
example, a random access memory (RAM), a read-only 
memory (ROM), an electrically erasable programmable 
read-only memory (EEPROM), or a disk, such as a hard 
drive, a CD-ROM, a magnetic disk, as a series of instruc 
tions or commands. The position estimator 15 may also be 
con?gured into the logic of the processor 14. 

The digital images produced by the sensor 12 are input to 
the image preprocessor 30. The image preprocessor 30 is 
comprised of a set of standard preprocessing routines Which 
remove shadoWs, enhance texture, and remove lens distor 
tion. Bias and scale may also be removed. Such image 
preprocessing is Well-knoWn in the art and is therefore not 
further described. 

The output of image preprocessor 30 represents ideal 
images Which are input to the iconic matcher 32. The iconic 
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8 
matcher 32 performs a correlation betWeen the ideal images 
and one or more images retrieved from the map 34. The map 
34 contains an iconic map of the particular environment in 
Which the sensor 12 is to move, and may be thought of as a 
single electronic picture of the entire scene 11 relative to 
Which the position and orientation of the sensor 12 is to be 
determined. The manner in Which the image is retrieved 
depends upon the mode of operation of the system as Will be 
described in greater detail hereinafter. In general, if the 
position of the sensor 12 can be estimated by a secondary 
estimate, such as from dead reckoning or from an indepen 
dent signal representing positioning information, then the 
portion of the map 34 representative of that estimated 
position is supplied to the iconic matcher 32 for correlation 
With the ideal images. If the starting position With respect to 
the stored map is knoWn, then a lock may be kept on the 
position so that successive ideal images are compared With 
successive images from the map 34 in a manner such that the 
processor 14 continuously knoWs the sensor’s position as 
shoWn by the feedback loop 37. Those modes of operation 
Will be described in greater detail hereinafter. 

The iconic matcher 32 uses substantially all of the data in 
both the real image, Which is representative of the actual 
position of the sensor 12, and substantially all of the data 
from the image selected from the map, Which is represen 
tative of the position Where the processor 14 believes the 
sensor 12 is located. One Way to use all or substantially all 
of the data is through a cross correlation function. The iconic 
matcher 32 may, for example, provide a disparity vector in 
both position and rotation based on a displacement and 
rotation betWeen the ideal image and the image selected 
from the map 34. The iconic matcher 32 may, for example, 
determine the position and orientation of the sensor 12 
despite unmodeled rotations of the sensor 12 Without further 
requiring a correlation search of orientations. The iconic 
matcher 23 may, for example, determine position and ori 
entation of the sensor 12 by choosing several small features, 
or regions, from the ideal image Which are distinct and 
spatially dispersed. The features may be selected based on 
their sensed uniqueness in comparison to their neighbors. 
The individual small features are rotated into the coordinate 
system of the map, using a best guess for the rotation angle. 
The individual small features are then cross-correlated to the 
map image using a correlation operator. To augment 
robustness, the cross-correlation may search only the spatial 
domain. In alternative embodiments of the present 
invention, other mathematical techniques are utiliZed 
besides a cross-correlation function, including, for example, 
a sum of absolute differences, a sum of squared differences, 
and a sign correlation. The position and orientation disparity 
vector of the ideal image to the map image is then deter 
mined using, for example, a least squares ?t to the several 
position cross-correlations. The resolution of the position 
and orientation of the sensor 12 is limited by the siZe of the 
pixels of the digitiZed images of the scene. 

The iconic matcher 32 outputs a signal indicative of the 
disparity vector to the dead reckoning element 36. In one 
mode of operation, if the disparity vector has a value of Zero, 
then the robot 10 is at the position represented by the image 
taken from map storage 34. The dead reckoning element 36 
is a set of routines Which compute the sensor’s position and 
orientation by adding successive disparity vectors to an 
initial position. The dead reckoning element 36 also estab 
lishes the degree of uncertainty in the position estimate. 
The operation of the present invention is further described 

With reference to FIG. 3 for a surface-referenced 
embodiment, such as illustrated in FIG. 1. FIG. 3 illustrates 
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a portion of the scene 11. Assume that the sensor 12 is 
located at a certain starting location relative to the scene 11, 
and captures an image 38 of the scene 11 at that location. 
The sensor 12 then moves to some other location. Upon the 
sensor’s return to the same approximate location, the sensor 
12 captures a second image 40. Image 40 is then used to 
de?ne a target area 42, Which is an ellipse of uncertainty. The 
target area is then broken up into a plurality of images, tWo 
of Which, 40 and 44, are illustrated in FIG. 3a. Images 40, 
44, and all of the other images from target area 42, are 
matched With image 38 using, according to a preferred 
embodiment, a correlation function to determine the trans 
form betWeen pairs of images. The image from the target 
area, in this example 44, having the highest correlation With 
the original image 38 provides an indication of hoW far off 
the sensor 12 is from the original position as represented by 
image 38. 

The method described above in conjunction With FIGS. 3 
and 3a is only one of a variety of methods by Which the 
present invention may be operated. The method as detailed 
above required the mobile robot 10 to return to Within an 
image frame of its original location. If, instead, images of an 
entire building Were taken, then the system could system 
atically search through those images calculating correla 
tions. Suf?cient storage is currently available With current 
technologies so that one square kilometer can be represented 
on a single CD-ROM. One square kilometer represents 
approximately 10 gigabytes, before the use of data reduction 
techniques. If an approximate position is available, then the 
search can be pruned to Within an area covered by the 
position uncertainty ellipse 42. Even With a fairly poor 
independent position indication, the search can be pruned to 
one or a feW images. 

Turning to FIG. 4, a position estimator 44 constructed 
according to the teachings of the present invention is illus 
trated. The position estimator 44 is similar to the position 
estimator 15, and elements performing the same function are 
provided With the same reference numerals. In FIG. 4, the 
system 44 includes a map update element 46. The map 
update element 46 is a set of routines Which adds images to 
the map When the position estimator 44 is operating in the 
mapping mode. The image is shifted by the negative of the 
disparity vector and then placed into map storage 34. Map 
update element 46 may be activated so as to create a map or 
may be activated When it is necessary to update a map 
because of changed scene features. For example, the posi 
tion estimator 44 may update the map 34 in cases Where the 
changes are reliably ascribed to normal Wear and tear on the 
surfaces in the scene 11. 
A navigational data ?lter 48 is provided Which is a set of 

routines that process all available information to provide the 
best possible estimate of position. A Kalman ?lter is one 
possible implementation, but any technique for estimation of 
state from various measurements Will suffice. 

Before discussing the various modes of operation of 
position estimator 44, it is useful to identify the data used 
Within position estimator 44. The initial position Which is 
input into dead reckoning element 36 is the position to be 
associated With Where the robot 10 Was started. In the 
mapping mode, the initial position serves to locate the entire 
map. It can be an input to the system or a default value can 
be used. In the navigation mode, the initial position is used 
to restrict the initial search for a match With the iconic map. 
Thereafter, the system maintains a lock on the map as the 
robot 10 moves such that only a small amount of searching 
is required for each successive ideal image. The system may 
also be operated in the mapping mode and the navigation 
mode simultaneously. 
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An external position estimate is input to navigational data 

?lter 48. The external position estimate is an estimate of 
system position that it supplied externally by a Wholly 
separate positioning device such as odometer 28. The exter 
nal position estimate is used as a redundant position indi 
cator in both navigation and mapping modes. In both cases 
it is an optional input, but system absolute accuracy is 
expected to be improved When an external estimate is 
available. 
The system position estimate is the estimate of position 

provided by the system, and the primary system output. The 
disparity output is the vector difference betWeen the current 
estimate of vehicle position and the true position of the 
image in the map. When no external position is supplied, it 
measures differential displacement, Which is easily con 
verted to velocity by dividing by the time increment. If an 
external position is supplied, it is a measure of Wheel 
slippage. The position estimate may be used by other 
programs in processor 14 to determine a course as is knoWn 
in the art. 

The navigation mode has tWo submodes, absolute and 
relative. In the absolute mode, the externally stored iconic 
map is used by the iconic matcher 32. In the relative mode, 
the last ideal image is correlated With the current ideal 
image. It is expected that the relative submode Will exhibit 
poorer absolute accuracies than the absolute mode. 

The position estimator 44 can be operated in an aided or 
unaided mode. At all times, the estimator 44 can compute its 
position simply by adding each successive disparity vector 
to the initial position. That is classically knoWn as dead 
reckoning. In the aided mode, the navigational data ?lter 
element 48 and the external position estimate are activated. 

The absolute and the relative modes are distinguished by 
the optional initial position input. If the initial position is 
supplied, the system can generate position relative to an 
external reference. If not, a default initial position is used. 
The default is usually Zero, in Which case the system reports 
position relative to the point Where poWer Was ?rst applied 
to the system. 
The estimator 44 can also be operated in a differential 

enabled or differential disabled mode. Those mode states are 
distinguished by the availability of the optional disparity 
output. At present, that signal can be used as a velocity 
signal, as a measure of Wheel slip, or for such other purposes 
as desired by the user. That aspect of the invention is 
described in further detail in conjunction With FIGS. 5a, 5b, 
5c, and FIG. 6. 

In FIGS. 5a, 5b, and 5c, the position of a vehicle 50 
carrying a system 44 of the type illustrated in FIG. 4 is 
illustrated at times t1, t2, and t3. In FIG. 6, an image 52 taken 
at time t1, an image 53 taken at time t2, and an image 54 
taken at time t3 are illustrated. When the system 44 is 
operated in the differential enable mode, the disparity signal 
is provided as an output. When iconic matcher 32 is operated 
in a mode so as to compare successive images, e.g. com 
paring image 53 to image 52, comparing image 54 to image 
53, etc., an indication of the actual distance traveled can be 
ascertained from the disparity signal. 
The disparity signal can be used to calculate a number of 

parameters. For example, the distance traveled, Which is the 
spatial difference betWeen frames 52 and 53, over a knoWn 
period of time provides an indication of speed. If the 
distance traveled as determined by system 44 is compared to 
the distance traveled as indicated by an odometer, any 
difference betWeen the tWo calculations indicates Wheel 
slippage. Thus, the concepts of the present invention as set 
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forth in the disclosed method and apparatus can be used for 
purposes other than navigation. 

FIG. 7 is a block diagram of the position estimator 15 of 
FIG. 2 in Which additional modules have been included. The 
position estimator 15 of FIG. 7 further includes a visual lock 
module 60, a secondary estimate module 62, a current 
uncertainty module 64, a map calibration module 66, a 
scene-referenced estimate tracking module 68, a historical 
correction module 70, a detection of recognition module 72, 
a texture metrics module 74, and a scene deformation 
module 76. 

The visual lock module 60 keeps a “visual lock”, as 
described hereinafter, on the portion of the map 34 corre 
sponding to the position of the sensor 12. The speed With 
Which the sensor 12 is capable of moving relative to the 
scene 11 depends on the density of features in the images 
captured by the sensor 12. If the visual lock module 60 is 
able to ?nd predicted features in the current region of 
uncertainty Within Which the sensor 12 is knoWn to reside, 
called the search region, then it is said that a “visual lock” 
is being maintained on the scene. The speed of the sensor 12 
is limited by the visual lock module’s ability to distinguish, 
based solely on their sensed appearance, enough regions at 
a suf?cient rate in the search area Without losing visual lock 
on the scene. If the visual lock module 60 cannot distinguish 
enough regions at the necessary rate to support the speed of 
the robot 10, the visual lock module 60 may output a signal 
indicating that a visual lock on the scene is not being 
maintained. A suf?cient density of features is bene?cial for 
a visual lock to be maintained. The visual lock module 60, 
hoWever, may still be able to maintain a visual lock on the 
scene having a sparse density of features if the visual lock 
module 60 is augmented by a secondary estimate of position 
received by the position estimator 15, such as from a dead 
reckoning estimate or an open loop dynamic model. 

The secondary estimate module 62 determines the posi 
tion and orientation of the sensor 12 With reference to the 
secondary estimate received by the position estimator 15. By 
using secondary estimates to determine position and orien 
tation of the sensor 12, the secondary estimate module 62 
may increase the speed With Which the system determines 
sensor 12 position and orientation. The processor 14 is able 
to process no more than a certain maximum number of 
pixels per unit time. Using a secondary estimate enhances 
system performance by alloWing the position estimator 
secondary estimate module 62 to only track the difference 
betWeen the scene-referenced estimate and the secondary 
estimate. Such a secondary estimate may be generated by, 
for example, dead reckoning, landmark triangulation based 
sensors, or the use of internal models of predicted system 
motion based on knoWn dynamics. For example, if a dead 
reckoning system accurate to 1% of distance traveled is 
available, it becomes possible to operate the system at 100 
times the unaided speed. 

Current uncertainty module 64 estimates the amount of 
uncertainty in position and orientation in the scene 
referenced estimate based on the secondary estimate. With 
an estimate of current uncertainty in position and 
orientation, the area of the map 34 to be searched may be 
reduced to the amount of current uncertainty, as determined 
by the current uncertainty module 64, thereby enhancing 
computational ef?ciency. In addition, system performance 
may be enhanced by reducing the search region of the map 
34 to the minimum siZe necessary to ?nd unambiguous 
texture in the scene and to accommodate for any errors in the 
map 34. The computation required for cross-correlations of 
regions of a captured image With regions of the map depends 
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on the siZe of the search area of the map 34. Secondary 
estimate errors, hoWever, tend to groW linearly With time. 
Therefore, the current uncertainty module 64 may bound the 
time permitted for determination of sensor position and 
orientation. 

Map calibration module 66 calibrates the map 34 based on 
a secondary estimate of position. The map calibration mod 
ule 66 generates an optimal estimate of position and orien 
tation of the sensor 12 based on the secondary estimate and 
the scene-referenced estimate. The map calibration estimate 
66 calibrates the map 34 to cause it to agree With some 
standard navigational reference, such as a GPS system 
position estimate, by associating each optimal estimate 
location With one and only one scene-referenced estimate. 

Scene-referenced tracking module 68 tracks the scene 
referenced estimates of position and orientation of the sensor 
12. Tracking the scene-referenced estimates may reduce the 
computational requirements of estimating future sensor 
position and orientation. For example, if it is possible for the 
optimal position to deviate signi?cantly from the scene 
referenced estimate, separately tracking the scene 
referenced estimates reduces the computations required to 
estimate subsequent positions and orientations of the sensor 
12. 

The historical correction module 70 accounts for the 
period of time it takes to transform inputs (such as real 
images) to outputs (such as disparity vectors). For example, 
if the processor 14 requires a signi?cant period of time to 
process sensed data, the historical correction module 70 may 
adjust a historical determination of sensor position and 
orientation at the time the data Was acquired rather than to 
apply any adjustment to the current sensor position. 
Subsequently, the historical correction module 70 may apply 
the relative motion betWeen the current and historical posi 
tion to the improved historical position to determine the 
improved current position. 
The detection of recognition module 72 provides an 

independent measurement of the likelihood of either false 
recognitions or false mis-recognitions. The measurement of 
the likelihood of false recognitions and false mis 
recognitions is often utiliZed in object recognition routines. 
The detection of recognition module 72 may use several 
techniques to improve the reliability of the position and 
orientation estimate based on the principle that signi?cant 
deviation betWeen sensed regions and expected regions is a 
likely indicator of error. The detection of recognition module 
72 may, for example, measure the similarity betWeen the 
regions by generating independent normaliZed measure 
ments of the degree of similarity. For example, cross 
correlations betWeen the current appearance and the stored, 
or expected, appearance of the region may be used to detect 
false matches. The detection of recognition module 72 may 
also, for example, measure the dissimilarity betWeen the 
regions. For example, the detection of recognition module 
72 may cross-correlate current regions in every possible 
con?guration to a historical region. In addition, regions have 
a predicted relationship With respect to each other based on 
historical measurements. Therefore, the detection of recog 
nition module 72 may associate an error indicated by any 
substantial deviation in the relative shape of regions With the 
offending regions. In addition, the detection of recognition 
module 72 may be used to diminish errors When signi?cant 
disagreements occur betWeen a secondary estimate of posi 
tion and the scene-referenced estimate. 

The texture metrics module 74 detects Whether candidate 
regions of the image of the scene contain suf?cient texture, 
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i.e., the ratio of surface roughness to the distance betWeen 
the surface 12 and the scene 11, of suf?cient constraining 
power, to justify the resources required to process the image. 
The texture metrics module 74 may, for example, distinguish 
betWeen scene texture Which is one dimensional from scene 
texture Which is tWo dimensional. The texture metrics mod 
ule 74 may detect if a region has a direction in Which texture 
is minimum or nonexistent, such as by diagonaliZation of 
matrices. If the texture metric module 74 determines that the 
candidate regions of the image do not contain suf?cient 
texture to estimate sensor position and orientation, the 
texture metrics module 74 may output a signal indicating so. 

Scene deformation module 76 detects Whether the scene 
is not in its expected orientation. The scene deformation 
module 76 may, for example, measure the change in the 
dimensions betWeen regions to ascertain Whether the scene 
orientation is not in its expected orientation in applications 
Where the preferred orientation of the sensor With respect to 
the scene can be, for example, controlled, partially measure, 
or assumed. For example, for a surface-referenced embodi 
ment such as illustrated in FIG. 1, non-?at portions of the 
scene 11, such as a ramp, can be tolerated by the scene 
deformation module 76 by ascribing foreshortening or elon 
gation of sensed inter-region dimensions to the change in 
orientation of the scene. To determine sensor position and 
orientation, the scene deformation module 76 solves for 
other variable degrees of freedom if a solution based on the 
surface-referenced embodiment degrees of freedom cannot 
be accurately ascertained. 

While the present invention has been described in con 
junction With preferred embodiments thereof, many modi 
?cations and variations Will be apparent to those of ordinary 
skill in the art. The foregoing description and the folloWing 
claims are intended to cover all such modi?cations and 
variations. 
What is claimed is: 
1. Acomputer-assisted method for determining a position 

and an orientation of a sensor relative to a scene, the sensor 

having a plurality of degrees of freedom in position and 
orientation relative to the scene, the method comprising: 

sensing an image of the scene, the sensed image having a 
plurality of regions such that a sum of degrees of 
independent constraint of the plurality of regions equals 
or exceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

comparing the plurality of regions of the sensed image to 
a plurality of regions of a ?rst image of the scene stored 
in a map, the ?rst stored image representative of a 
position and orientation of the sensor relative to the 
scene; and 

determining sensor position and orientation based on the 
comparing. 

2. The method of claim 1, Wherein comparing the plurality 
of regions of the sensed image to a plurality of regions of the 
?rst stored image includes: 

selecting a plurality of regions of the sensed image; 
rotating the plurality of regions into a coordinate system 

of the map; 
correlating the plurality of regions of the sensed image to 

the plurality of regions of the ?rst stored image; 
performing a least squares ?t of the correlations of the 

plurality of regions of the sensed image to the plurality 
of regions of the ?rst stored image. 

3. The method of claim 1, further comprising selecting the 
?rst stored image from a plurality of images stored in the 
map based on a degree of correlation betWeen the sensed 
image and each of the plurality of stored images. 
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4. The method of claim 3, further comprising receiving a 

secondary estimate of the position of the sensor relative to 
the scene. 

5. The method of claim 4, Wherein selecting the ?rst 
stored image includes selecting the ?rst stored image from 
a plurality of images stored in the map, Wherein each of the 
plurality of stored images is representative of a position of 
the sensor proximate to the secondary estimate of the sensor 
position. 

6. The method of claim 4, further comprising estimating 
an amount of uncertainty in sensor position based on the 
secondary estimate and Wherein selecting the ?rst stored 
image includes selecting the ?rst stored image from a 
plurality of images stored in the map, Wherein each of the 
plurality of stored images is representative of a position of 
the sensor Within the amount of uncertainty of sensor 
position. 

7. The method of claim 1, further comprising detecting a 
likelihood of false recognitions of the plurality of regions of 
the sensed in the ?rst stored image. 

8. The method of claim 7, further comprising detecting a 
likelihood of false mis-recognitions of the plurality of 
regions of the sensed image in the ?rst stored image. 

9. The method of claim 1, further comprising detecting 
Whether the plurality of regions of the sensed image contain 
suf?cient features to determine the sensor position and 
orientation based on the comparing. 

10. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 

a position estimator in communication With the sensor, the 
position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 

a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
of the plurality of regions of the sensed image equals 
or exceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; and 

a third circuit in communication With the second circuit 
for generating a scene-referenced estimate of sensor 
position and orientation. 

11. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising; 

a sensor rigidly connected to the object and orientated 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; 

a map for storing a plurality of images of the scene 
according to a coordinate system, each of the images 
being representative of a knoWn position and orienta 
tion of the sensor relative to the scene; 

means for comparing a plurality of regions of an image of 
the scene sensed by the sensor With a plurality of 
regions of a ?rst stored image, Wherein a sum of 
degrees of independent constraint of the plurality of 
regions of the sensed image equals or exceeds the 
degrees of freedom in position and orientation of the 
sensor relative to the scene; and 
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means for generating a scene-referenced estimate of sen 
sor position and orientation based on the means for 
comparing. 

12. The apparatus of claim 11, Wherein the means for 
comparing include; 

means for selecting the plurality of regions of the sensed 
image; 

means for rotating the plurality of regions of the sensed 
image into the coordinate system of the plurality of 
stored images; 

means for correlating the plurality of regions of the sensed 
image to the plurality of regions of the ?rst stored 
image; and 

means for performing a least squares ?t of the correlations 
of the plurality of regions of the sensed image to the 
plurality of regions of the ?rst stored image. 

13. The apparatus of claim 11, further comprising: 
means for receiving a secondary estimate of sensor posi 

tion; and 
means for selecting the ?rst stored image from the plu 

rality of stored images based on the secondary estimate. 
14. The apparatus of claim 13, further comprising means 

for generating an optimal estimate of sensor position and 
orientation based on the secondary estimate and the scene 
referenced estimate. 

15. A computer-readable medium having stored thereon 
instructions Which, When eXecuted by a processor, cause the 
processor to: 

receive an image of a scene sensed by a sensor oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 
plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 

compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; and 

generate a scene-referenced estimate of sensor position 
and orientation based on the comparison. 

16. The computer-readable medium of claim 15, having 
stored thereon further instructions, Which When eXecuted by 
the processor, cause the processor to select the ?rst stored 
image from a plurality of images of the scene stored in the 
computer-readable medium based on a secondary estimate 
of sensor position. 

17. A computer-assisted method for determining a posi 
tion and an orientation of a sensor relative to a scene, the 
sensor having a plurality of degrees of freedom in position 
and orientation relative to the scene, the method comprising: 

sensing an image of a substantially ?at surface, the sensed 
image having a plurality of regions such that a sum of 
degrees of independent constraint of the plurality of 
regions equals or eXceeds the degrees of freedom in 
position and orientation of the sensor relative to the 
substantially ?at surface; 

comparing tWo regions of the sensed image to tWo regions 
of a ?rst image of the substantially ?at surface stored in 
a map, the ?rst stored image representative of a position 
and orientation of the sensor relative to the substan 
tially ?at surface; and 

determining sensor position and orientation based on the 
comparing. 

18. A computer-assisted method for determining a posi 
tion and an orientation of a sensor relative to a scene, the 
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sensor having a plurality of degrees of freedom in position 
and orientation relative to the scene, the method comprising: 

sensing an image of the scene, the sensed image having a 
plurality of regions such that a sum of degrees of 
independent constraint of the plurality of regions equals 
or eXceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

comparing the plurality of regions of the sensed image to 
a plurality of regions of a ?rst image of the scene stored 
in a map, the ?rst stored image representative of a 
position and orientation of the sensor relative to the 
scene; 

determining sensor position and orientation based on the 
comparing; 

selecting the ?rst stored image from a plurality of images 
stored in the map based on a degree of correlation 
betWeen the sensed image and each of the plurality of 
stored images; 

receiving a secondary estimate of the position of the 
sensor relative to the scene; 

generating an optimal estimate of sensor position based 
on the secondary estimate and the determined sensor 
position; and 

calibrating the map by associating a stored image repre 
sentative of the optimal estimate With the determined 
sensor position. 

19. A computer-assisted method for determining a posi 
tion and an orientation of a sensor relative to a scene, the 
sensor having a plurality of degrees of freedom in position 
and orientation relative to the scene, the method comprising: 

sensing an image of the scene, the sensed image having a 
plurality of regions such that a sum of degrees of 
independent constraint of the plurality of regions equals 
or eXceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

comparing the plurality of regions of the sensed image to 
a plurality of regions of a ?rst image of the scene stored 
in a map, the ?rst stored image representative of a 
position and orientation of the sensor relative to the 
scene; 

determining sensor position and orientation based on the 
comparing; and 

detecting Whether an orientation of the scene is not an 
eXpected orientation of the scene. 

20. The method of claim 19, further comprising compar 
ing at least one additional region of the sensed image to at 
least one additional region of the ?rst stored image if the 
orientation of the scene is not the eXpected orientation of the 
scene. 

21. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 

a position estimator in communication With the sensor, the 
position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 

a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
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of the plurality of regions of the sensed image equals 
or exceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

a third circuit in communication With the second circuit 
for generating a scene-referenced estimate of sensor 
position and orientation; 

a fourth circuit in communication With the second 
circuit for receiving a secondary estimate of sensor 
position; and 

a ?fth circuit in communication With the fourth circuit 
for selecting the ?rst stored image from the plurality 
of stored images based on the secondary estimate. 

22. The apparatus of claim 21, Wherein the position 
estimator further includes: 

a siXth circuit in communication With the fourth circuit for 
generating an optimal estimate of sensor position and 
orientation based on the secondary estimate and the 
scene-referenced estimate; and 

a seventh circuit in communication With the siXth circuit 
for calibrating a stored image by associating the stored 
image representative of the optimal estimate With the 
scene-referenced estimate. 

23. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 

a position estimator in communication With the sensor, the 
position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 

a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
of the plurality of regions of the sensed image equals 
or eXceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene, and 
Wherein the second circuit includes: 
a third circuit in communication With the ?rst circuit 

for selecting the plurality of regions of the sensed 
image; 

a fourth circuit in communication With the third 
circuit for rotating the plurality of regions into a 
coordinate system of the plurality of images stored 
in the ?rst circuit; 

a ?fth circuit in communication With the fourth 
circuit for correlating the plurality of regions of 
the sensed image to the plurality of regions of the 
?rst stored image; and 

a siXth circuit in communication With the ?fth circuit 
for performing a least squares ?t of the correla 
tions of the plurality of regions of the sensed 
image to the plurality of regions of the ?rst stored 
image; and 

a seventh circuit in communication With the second 
circuit for generating a scene-referenced estimate of 
sensor position and orientation. 

24. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 
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18 
a position estimator in communication With the sensor, the 

position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 

a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
of the plurality of regions of the sensed image equals 
or eXceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

a third circuit in communication With the second circuit 
for generating a scene-referenced estimate of sensor 
position and orientation; 

a fourth circuit in communication With the second 
circuit for detecting a likelihood of false recognitions 
of the plurality of regions of the sensed image in the 
?rst stored image; and 

a ?fth circuit in communication With the fourth circuit 
for detecting a likelihood of false mis-recognitions of 
the plurality of regions of the sensed image in the 
stored image. 

25. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 

a position estimator in communication With the sensor, the 
position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 

a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
of the plurality of regions of the sensed image equals 
or eXceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

a third circuit in communication With the second circuit 
for generating a scene-referenced estimate of sensor 
position and orientation; and 

a fourth circuit in communication With the second 
circuit for detecting Whether an orientation of the 
scene is not an eXpected orientation of the scene. 

26. The apparatus of claim 25, Wherein the position 
estimator further includes a ?fth circuit in communication 
With the fourth circuit for comparing at least one additional 
region of the sensed image With at least one additional 
region of the ?rst stored image When the orientation of the 
scene is not the eXpected orientation of the scene. 

27. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising: 

a sensor rigidly connected to the object and oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; and 

a position estimator in communication With the sensor, the 
position estimator including: 
a ?rst circuit for storing a plurality of images of the 

scene, each of the plurality of stored images being 
representative of a position and orientation of the 
sensor relative to the scene; 
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a second circuit in communication With the ?rst circuit 
for comparing a plurality of regions of an image of 
the scene sensed by the sensor to a ?rst stored image, 
Wherein a sum of degrees of independent constraint 
of the plurality of regions of the sensed image equals 
or exceeds the degrees of freedom in position and 
orientation of the sensor relative to the scene; 

a third circuit in communication With the second circuit 
for generating a scene-referenced estimate of sensor 
position and orientation; and 

a fourth circuit in communication With the second 
circuit for detecting Whether the plurality of regions 
of the sensed image contain suf?cient features of the 
scene to generate the scene-referenced estimate. 

28. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising; 

a sensor rigidly connected to the object and orientated 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; 

a map for storing a plurality of images of the scene 
according to a coordinate system, each of the images 
being representative of a knoWn position and orienta 
tion of the sensor relative to the scene; 

means for comparing a plurality of regions of an image of 
the scene sensed by the sensor With a plurality of 
regions of a ?rst stored image, Wherein a sum of 
degrees of independent constraint of the plurality of 
regions of the sensed image equals or exceeds the 
degrees of freedom in position and orientation of the 
sensor relative to the scene; 

means for generating a scene-referenced estimate of sen 
sor position and orientation based on the means for 
comparing; 

means for receiving a secondary estimate of sensor posi 
tion; 

means for selecting the ?rst stored image from the plu 
rality of stored images based on the secondary estimate; 

means for generating an optimal estimate of sensor posi 
tion and orientation based on the secondary estimate 
and the scene-referenced estimate; and 

means for calibrating the map based on the optimal 
estimate. 

29. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising; 

a sensor rigidly connected to the object and orientated 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; 

a map for storing a plurality of images of the scene 
according to a coordinate system, each of the images 
being representative of a knoWn position and orienta 
tion of the sensor relative to the scene; 

means for comparing a plurality of regions of an image of 
the scene sensed by the sensor With a plurality of 
regions of a ?rst stored image, Wherein a sum of 
degrees of independent constraint of the plurality of 
regions of the sensed image equals or exceeds the 
degrees of freedom in position and orientation of the 
sensor relative to the scene; 

means for generating a scene-referenced estimate of sen 
sor position and orientation based on the means for 
comparing; 

means for detecting a likelihood of false recognitions of 
the plurality of regions of the sensed image in the ?rst 
stored image; and 

20 
means for detecting a likelihood of false mis-recognitions 

of the plurality of regions of the sensed image in the 
?rst stored image. 

30. An apparatus for determining a position and an 
5 orientation of an object relative to a scene, comprising; 

a sensor rigidly connected to the object and orientated 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; 
map for storing a plurality of images of the scene 
according to a coordinate system, each of the images 
being representative of a knoWn position and orienta 
tion of the sensor relative to the scene; 

means for comparing a plurality of regions of an image of 
the scene sensed by the sensor With a plurality of 
regions of a ?rst stored image, Wherein a sum of 
degrees of independent constraint of the plurality of 
regions of the sensed image equals or exceeds the 
degrees of freedom in position and orientation of the 
sensor relative to the scene; 

means for generating a scene-referenced estimate of sen 
sor position and orientation based on the means for 
comparing; and 

means for detecting Whether an orientation of the scene is 
not an expected orientation of the scene. 

31. An apparatus for determining a position and an 
orientation of an object relative to a scene, comprising; 

a sensor rigidly connected to the object and orientated 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation relative 
to the scene; 

a map for storing a plurality of images of the scene 
according to a coordinate system, each of the images 
being representative of a known position and orienta 
tion of the sensor relative to the scene; 

means for comparing a plurality of regions of an image of 
the scene sensed by the sensor With a plurality of 
regions of a ?rst stored image, Wherein a sum of 
degrees of independent constraint of the plurality of 
regions of the sensed image equals or exceeds the 
degrees of freedom in position and orientation of the 
sensor relative to the scene; 

means for generating a scene-referenced estimate of sen 
sor position and orientation based on the means for 
comparing; and 

means for detecting Whether the plurality of regions of the 
sensed image contain sufficient features to generate the 
scene-referenced estimate. 

32. A computer-readable medium having stored thereon 
instructions Which, When executed by a processor, cause the 
processor to: 

receive an image of a scene sensed by a sensor oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 
plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 

compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; 

generate a scene-referenced estimate of sensor position 
and orientation based on the comparison; 

select the ?rst stored image from a plurality of images of 
the scene stored in the computer-readable medium 
based on a secondary estimate of sensor position; and 
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generate an optimal estimate of sensor position and ori 
entation based on the secondary estimate and the scene 
referenced estimate. 

33. The computer-readable medium of claim 32, having 
stored thereon further instructions, Which When executed by 
the processor, cause the processor to calibrate stored images 
of the scene based on the optimal estimate. 

34. A computer-readable medium having stored thereon 
instructions Which, When executed by a processor, cause the 
processor to: 

receive an image of a scene sensed by a sensor oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 
plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 

compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; 

generate a scene-referenced estimate of sensor position 
and orientation based on the comparison; 

select the plurality of regions of the sensed image; 
rotate the plurality of regions into a coordinate system of 

the ?rst stored image of the scene; 
correlate the plurality of regions of the sensed image to 

the plurality of regions of the ?rst stored image; and 
perform a least squares ?t of the correlations of the 

plurality of regions of the sensed image to the plurality 
of regions of the ?rst stored image. 

35. A computer-readable medium having stored thereon 
instructions Which, When executed by a processor, cause the 
processor to: 

receive an image of a scene sensed by a sensor oriented 
toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 
plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 

compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; 

generate a scene-referenced estimate of sensor position 
and orientation based on the comparison; 
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detect a likelihood of false recognitions of the plurality of 

regions of the sensed image in the ?rst stored image; 
and 

detect a likelihood of false mis-recognitions of the plu 
rality of regions of the sensed image in the ?rst stored 
image. 

36. A computer-readable medium having stored thereon 
instructions Which, When executed by a processor, cause the 
processor to: 

receive an image of a scene sensed by a sensor oriented 

toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 
plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 
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compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
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?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; 

generate a scene-referenced estimate of sensor position 
and orientation based on the comparison; and 

25 detect Whether an orientation of the scene is not an 

expected orientation of the scene. 
37. A computer-readable medium having stored thereon 

instructions Which, When executed by a processor, cause the 
processor to: 
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receive an image of a scene sensed by a sensor oriented 

toWard the scene, the sensor having a plurality of 
degrees of freedom in position and orientation With 
respect to the scene and the sensed image having a 

35 plurality of regions having a sum of degrees of inde 
pendent constraint equal to or exceeding the degrees of 
freedom of the sensor relative to the scene; 

compare the plurality of regions of the sensed image to a 
plurality of regions of a ?rst stored image, Wherein the 
?rst stored image is representative of a knoWn position 
and orientation of the sensor relative to the scene; 
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generate a scene-referenced estimate of sensor position 
and orientation based on the comparison; and 

determine Whether the plurality of regions of the sensed 
image contain sufficient features of the scene to gen 
erate the scene-referenced estimate. 
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