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SYSTEM AND METHOD FOR MONITORING 
DOMAIN CONTROLLERS 

FIELD OF THE INVENTION 

Embodiments of the present invention relate to computer 
systems that utilize network monitoring for improving per 
formance and to methods for detecting instability in a 
system that includes a computer netWork. 

BACKGROUND 

Many conventional devices include a built in computer 
Whose sole purpose is to operate a single application pro 
gram from a single 10 dedicated store of information, for 
example a so called palm-top address register. A program 
mer enjoys considerable freedom to develop the operating 
system and application program for such a device because 
the number of uncertainties in the operating environment are 
feW and alloWances for each can be made and tested. The 
performance of the softWare as a Whole can be optimiZed. 

The continuing trend toWard faster computers has alloWed 
system designers to accomplish modest gains in the com 
plexity of application programs While making enormous 
strides in performing background overhead tasks of Which 
the user may be completely unaWare. Such background tasks 
are no longer mere time-shared application programs but are 
members of so called services. A service is a set of member 
programs Written for cooperation on a netWork of comput 
ers. Each computer is a node of the netWork. Each member 
generally operates on a physically separate node and com 
municates With other members of the set to accomplish a 
distributed processing objective. Examples of such objec 
tives include sharing information, sharing access to a periph 
eral input or output device, and sharing other services. 

The basic unit of information storage is the computer ?le 
and, for executable information, the program object. To 
share information, a conventional service at a minimum 
employs a naming convention for ?les, accesses a ?le by its 
name, and makes a copy of the contents of the ?le onto a 
destination node for ef?cient use (reading/Writing) by the 
member at a requesting node. While a computer program is 
a ?le or group of ?les, a computer program in operation is 
better understood as a process that sends and receives 
messages. Sharing a service is conventionally accomplished 
either by copying the requisite program ?les to the request 
ing node, or by employing a naming convention (eg an 
application program interface) and communicating mes 
sages (i.e. passing parameters and results) betWeen members 
that make up a distributed service. Such a program (a 
member of a set) is no longer thought of as a process but as 
a collection of objects, each object being a communicating 
process. 

Traditional computer systems have managed information 
storage as a list of named ?les on a named physical device. 
Conventional netWorks of computers provide the service 
user With an independence from having to knoW the name of 
a physical device to obtain access to a named ?le. Still other 
conventional systems alloW the service user an indepen 
dence from knoWing even the name of the ?le, as for 
example, When using a broWser service to study a topic on 
the World Wide Web. In a similar development, conven 
tional object resource brokering permits objects to cooperate 
Without foreknoWledge of names and physical locations. 
The market continues to demand this ?exibility that the user 
of such distributed data storage systems and distributed 
processing systems enjoys. 

Unfortunately, computer netWorks on Which ?le copies 
and messages are communicated are subject to frequent 
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2 
change due to expansion (e.g., equipment upgrades), 
recon?guration, and temporary interference (e.g. line 
outages). Further, methods and structures for sharing infor 
mation and sharing services are subject to change as Well. 
These sources of unreliability of the netWork, and potential 
incompatibility in methods and structures, greatly multiply 
the dif?culty in developing reliable softWare for hosting old 
services on neW computers and netWork devices, and for 
hosting neW services. Due to the rapid development of ever 
more capable communication hardWare and systems 
softWare, feW application program developers care to add 
netWork tests, netWork performance monitoring, or netWork 
fault analysis to the applications they Write, but rather build 
the application or the neW service on the basis that the 
netWork is being managed by some other softWare. This 
assumption appears almost ludicrous in light of the unpre 
dictable intensity and combination of tasks a computer 
netWork is expected to perform as more users rely on sharing 
for their business objectives. 

Conventional netWork management application programs 
cannot keep pace With the development of hardWare and 
systems softWare. Methods used for conventional netWork 
management occupy a signi?cant portion of the netWork’s 
messaging capability by transferring information to other 
computers of the netWork for analysis. Users are, therefore, 
increasingly exposed to risks of loss of data, Waste of 
personally invested time and materials, sudden disruption of 
distributed processing, and occasionally being unable to 
provide to others What Was expected based on past experi 
ence With the same computer system. 

There remains a need for netWork monitoring services 
better matched to the computer system being monitored and 
for computer systems having improved monitoring services 
for reducing the risk of interference that occasionally pre 
vents reliable access to the data and operation of services 
Which the computer system Was intended to provide. 

SUMMARY 

A computer netWork of the present invention includes any 
computer netWork having a distributed directory, speci? 
cally Where the computer netWork performs a method for 
predicting a failure in the computer netWork, the method 
including the steps of receiving a ?rst message, receiving a 
second message, and conditionally raising an alert condition. 
The ?rst message indicates beginning of replication of a 
portion of a directory, and a ?rst time. The second message 
indicates completion of replication of the portion of the 
directory, and a second time. An alert condition is raised in 
response to comparing a ?rst threshold value and the dif 
ference betWeen the second time and the ?rst time. 

According to a ?rst aspect of such a system, the duration 
of a directory replication operation is used to predict a 
condition of high risk of incorrect operation of the computer 
system. For example, a netWork failure may be responsible 
for unexpected delay in the replication operation. If delay 
persists or increases, unexpected operation may result. For 
instance, When use is requested of a resource of the com 
puter netWork and the con?guration of the resource is not 
updated as intended by the replication operation then that 
use may result in a failure of the computer system. Such a 
failure Was predicted by the excessive duration of the 
replication operation. 
A programmed data storage device, of the present 

invention, includes indicia of a method for predicting a 
failure in a computer netWork having a distributed directory. 
The method includes the steps of monitoring changes made 
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to a portion of the directory to determine a duration of a 
replication operation, and raising an alert condition in 
response to comparing the duration to a limit. 

BRIEF DESCRIPTION OF THE DRAWING 

FIG. 1 is a functional block diagram of a computer 
netWork having shared information and shared services 
according to aspects of the present invention. 

FIG. 2 is a diagram of relationships among items of stored 
information. 

FIG. 3 is a data How diagram for illustrating the coop 
eration of portions of server operating systems called direc 
tory administrators. 

FIG. 4 is a data How diagram for processes of the present 
invention that provide shared information and shared ser 
vices. 

FIG. 5 is a How chart of an initialiZation method per 
formed by the Site Administrator of FIG. 4 With respect to 
replication operation monitoring. 

FIG. 6 is a How chart of a method performed by the Site 
Administrator to detect incorrect replication operations. 

FIG. 7 is a How chart of an initialiZation method per 
formed by the Network Administrator of FIG. 1 With respect 
to replication operation monitoring. 

FIG. 8 is a How chart of a method performed by the 
NetWork Administrator to detect incorrect replication opera 
tions. 

FIG. 9 is a functional block diagram of a computer 
netWork according to various aspects of the present inven 
tion. 

DETAILED DESCRIPTION OF THE 
PREFERRED EMBODIMENTS 

Of?ce computer systems ordinarily include a computer 
netWork that couples several Workstation computers 
together With shared peripheral equipment. Sharing of ?les 
is supported by so-called peripheral computers called 
servers, each having a number of high capacity data storage 
devices, such as nonvolatile disk systems. Each Workstation 
computer and each server computer performs a program 
called an operating system, for example, WINDOWS NT, 
Which is a trademark for an operating system marketed by 
Microsoft Corporation. Of the many services performed by 
an operating system, the sharing of information and services 
is simpli?ed When users and user application programs are 
permitted access for sharing Without having to specify the 
physical path or device name associated With a stored copy 
of the information or service (program ?le) desired. Further 
simpli?cation is obtained, as computer netWorks are coupled 
together When, users are permitted access for sharing the 
resources, peripherals, information, and services Which are 
local to other netWorks and servers in a so-called ?at 
namespace or directory. 
A directory, in the context of a netWork, is primarily an 

index that correlates a logical name for an object (eg a data 
?le, a program component, a printer, a disk drive) to its 
physical address used for obtaining physical access to the 
object. A computer netWork of the present invention, is a 
computer netWork having any conventional distributed 
directory. An operating system may provide a directory 
service and respond to requests to access the contents and 
con?guration of the directory. For example, as Will be 
discussed in greater detail With reference to FIG. 3, a ?le 
may be created and its contents stored via the directory; and, 
a peripheral (or user identi?cation) may be added to the 
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4 
computer netWork With its characteristics and settings stored 
as a change to the con?guration of the directory. The 
con?guration itself may be an object stored as a ?le (or 
indexed set of ?les) via the directory. 
A computer netWork of the present invention is any 

computer netWork having a distributed directory and a 
directory monitor service that predicts failure of the com 
puter netWork according to aspects of the present invention. 
For example, computer netWork 100, of FIG. 1, includes 
equipment at three sites (e.g. buildings, geographic areas, or 
regions separated by distance or physical boundaries). Each 
site includes a subnetWork, namely, 104, 105 and 106 
respectively, coupled by signals that cross site boundaries. 
Note that each subnet 104—106 may have multiple servers. 

Site 101 includes administrative Workstation 108, user 
Workstations shoWn generally as 110, server 112 having disk 
systems shoWn generally as 114, other peripherals shoWn 
generally as 116, and couplers 118 and 120. Site 102 
includes user Workstations 124 (Which may be identical to 
Workstations 110), server 126 having disk systems 128 
(Which may have identical capabilities to server 112 and 
disks 114), peripherals 130, and coupler 132. Site 103 
includes user Workstations 140 (Which may be identical to 
Workstations 110), server 142 having disk system 144 
(Which may have identical capabilities to server 112 and 
disks 114), peripherals 146, and coupler 148. 

Each Workstation 108, 110, 124, and 140 may be any 
conventional desk top computer having any netWork inter 
face electronics to couple each Workstation independently to 
a subnetWork and possibly including local nonvolatile 
memory (disk systems), keyboard, and a display device. 
Each Workstation includes a conventional operating system 
such as WINDOWS NT. Administrative Workstation 108 
performs a client process of the present invention for net 
Work administration as discussed, for example, With refer 
ence to FIG. 4. User Workstations perform conventional 
application programs that cooperate With a directory admin 
istrator as discussed for example With reference to FIG. 3. 

Each server 112, 126, and 142 may be any conventional 
server that includes a conventional operating system such as 
WINDOWS NT and any netWork interface electronics to 
couple each server independently to a subnetWork. In 
addition, each server may perform a domain analyZer service 
according to aspects of the present invention, for example, 
as discussed With reference to FIG. 4. At least one server at 
each site in computer netWork 100 also performs a site 
administrator service according to aspects of the present 
invention, for example, as discussed With reference to FIG. 
4. 

Peripherals 116, 130, and 146 may be any conventional 
devices including general purpose input/output devices (eg 
scanners and printers) and special purpose input/output 
devices (eg instrumentation and controllers). 
A computer netWork is made up of netWork links that are 

dedicated or temporary. A netWork link is any data commu 
nication mechanism (hardWare plus softWare) that permits 
cooperation of subnetWorks, servers, Workstations, 
peripherals, and combinations of these devices. For 
example, couplers 118, 132, and 120, 148 cooperate as pairs 
to couple subnetWork 105 to 104 and 106 to 104, respec 
tively. These couplers may be any conventional devices 
including, for example, telephone line modems, satellite link 
equipment, Wide area netWork repeaters, routers, etc. Sub 
netWorks 104—106 cooperate as a local area netWork, a Wide 
area netWork, or a netWork compatible With the World Wide 
Web. 
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The directory for a computer network of the present 
invention is distributed. For example, each site of computer 
netWork 100 includes one or more servers that perform a 
portion of the directory service and are so designated 
domain controllers (DCs). In other Words, a domain con 
troller maintains a portion of the directory. In addition to 
portions of the directory being stored on independent disk 
systems such as disk systems 114, 128, and 144, multiple 
copies of portions of the directory are stored among these 
physical devices for tWo performance reasons. First, because 
most functions of computer system 100 for supporting users 
Will require access to data and services via the directory, a 
copy of the portion most likely to be accessed is kept locally 
to avoid delays associated With conventional coupler 
devices. Second, in the event of a netWork failure, operation 
of computer system 100 may continue in a reduced capa 
bility fashion. NetWork failures include loss of access to a 
portion of the directory as caused for example by physical 
failure of a disk system, a server, a coupler, a communication 
medium (e.g. telephone link), or logical failure caused by 
inconsistent or incomplete Writing of information used by a 
directory service. 

Operation of a computer netWork according to aspects of 
the present invention includes methods for predicting net 
Work failure. By anticipating netWork failure, a computer 
netWork may provide services With feWer interruptions, With 
shorter interruptions, and With planned rather than unex 
pected interruptions. Such a computer netWork solves the 
problems described above and provides substantial eco 
nomic bene?t to the oWners, operators, and users of the 
computer netWork. Although hardWare failure may be pre 
dicted by any conventional techniques, the consequences of 
hardWare failures (soft failures and hard failures) are likely 
to become evident in inconsistencies in the directory, Which 
may pass undetected by the directory services. A computer 
netWork according to aspects of the present invention 
includes mechanisms (hardWare or softWare) for monitoring 
all portions of the directory. Such monitoring is accom 
plished With little reliance on and little interference With 
conventional netWork operations used by the directory ser 
vice. 

Adirectory used in conjunction With a computer netWork 
of the present invention may be organiZed in any ?at or 
hierarchical manner. The directory service for a particular 
computer netWork may have an organiZation that differs 
from the organiZation presented to users and other services 
of the computer netWork. For example, directory 200 of FIG. 
2 includes one or more levels, each level providing a context 
Within Which an abbreviated name may be resolved to locate 
an intended object. The upper most levels require speci? 
cation of all loWer levels beneath them, yet the loWer levels 
When used With a conventional directory service, take 
default values based on the context in Which the abbreviated 
(or relative) name is used. Each directory includes one or 
more trees; each tree includes one or more domains; each 
domain includes one or more containers; each container 
includes one or more objects. Finally, each object has 
associated With it, via the directory, any number of 
attributes. 

Several attributes provide support for monitoring (by a 
domain analyZer) of the netWork operations performed by a 
directory service. For example, When an object is created or 
modi?ed, a conventional directory service assigns neW 
values to the directory entry for that object. The neW values 
include values for attributes that perform the function of an 
unique update sequence number (USN). For example, the 
directory service of WINDOWS NT provides an uptodat 
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edness vector that is available to all domain controllers. The 
date and time that a update sequence number Was assigned 
may be determined by a search of vectors and their values 
indexed by USN. As shoWn in FIG. 2, attributes include 
USN@CREATION, USN@MODIFICATION, and an iden 
ti?er of the domain controller responsible for creation or 
modi?cation. The domain controller in this example is 
identi?ed by a value called a global unique identi?er 
(GUID) assigned by the netWork administrator process to be 
discussed With reference to FIG. 4. 
The services performed by a computer netWork of the 

present invention may be developed With any procedural, 
object-oriented, or other conventional computing paradigm 
and language. For example, four objects (in the object 
oriented paradigm) cooperate as shoWn in FIG. 3. A direc 
tory service, in this example, is performed possibly on tWo 
separate servers by tWo directory objects (each encapsulat 
ing data and methods for sending and receiving messages). 
Directory objects 301 and 303 respectively administrate tWo 
portions of the directory of computer netWork 100. Direc 
tory objects 301 and 303 are identical except as to the 
underlying data they administer. Each directory object is a 
part of an operating system. 
A directory object is any process that performs directory 

operations. Adirectory operation is any operation that affects 
the logical con?guration of any object in a computer 
netWork, including, for example, creating, reading, Writing, 
(possibly) executing, attaching/removing a physical device, 
redirecting (as in con?guring a router), and the like. In 
addition, directory operations include manipulating logical 
relationships including appending a domain to a tree, 
creating/renaming/deleting a container, and the like. 
Because these operations Will have an effect on tWo or more 
portions of a completely redundant distributed directory, all 
such operations involve messaging on the netWork to 
accomplish consistency among copies of portions of the 
directory. For example, links 330 and 340 are supported as 
netWork links. 
The items referred to by a directory object include any 

description of a device, user, service, or process that uses 
any portion of the computer netWork. These items include, 
for example, local ?les 314, links 316 to other external 
netWorks (such as the World Wide Web), input/output 
devices and other peripherals 318, users 320 (including log 
in names, passWords, and privileges), objects 322, and an 
index 324. Objects 322 include the conventional functional 
units of processing that may cooperate With other objects 
according to con?guration parameters kept in the directory 
so as to implement services or other conventional distributed 
processing application programs. Directory object 301 may 
(but usually does not) contain contents of local ?les 314, but, 
as With other items 316—322, directory administrator 310 
maintains in index 324 an up to date description of all 
respective con?guration details. Con?guration details 
include at a minimum information for resolving any logical 
to physical relationship necessary for access to the item. 

In operation, When an application object 302, operating 
for example, in a different domain than directory object 301, 
requests access to a device 318, the request is conventionally 
resolved by directory administrator 312 of directory object 
303. Directory administrator 312 determines from a local 
copy of a portion of the directory of computer netWork 100 
that directory object 301 maintains con?guration details for 
device 318. Directory administrator 310 on request from 
directory administrator 312 identi?es the object to be used to 
communicate With device 318 (eg a printer driver) and 
supplies such information as needed from index 324 to 
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directory administrator 312. Directory administrator 312 
then couples application 332 to the appropriate object 322 
(or to device 318) to satisfy the request. If index 324 and the 
respective index of directory object 303 (not shoWn) are not 
up to date, a con?guration change (perhaps initiated by 
another directory object) may not be accounted is for. The 
expected operation of application object 302 in that case 
may not be ful?lled, constituting one type of netWork 
failure. 

To avoid such a netWork failure, a computer netWork 
according to aspects of the present invention includes a 
monitor service. A monitor service is any service that 
monitors changes to the index of directory objects on the 
netWork. For example, server object 304 is one component 
of a monitor service con?gured to monitor directory opera 
tions performed by directory object 301. Server object 304 
includes domain analyZer 344 and partial domain model 
346. In operation, domain analyZer 344 requests a subscrip 
tion to index entries for all directory operations. In the event 
of a directory operation, directory administrator 310 sends a 
message to domain analyZer 344 that identi?es the entries in 
index 324 that have been affected by the directory operation. 
In a variation, directory administrator 310 sends a message 
periodically and accumulates changes betWeen messages to 
limit use of link 340. Such messages suitably conform to any 
conventional directory access protocol such as X500, DAP, 
or LDAP. 

On receipt of notice that index 324 has been changed, 
domain analyZer 344 updates model 346 that describes the 
contents and changes to index 324. 
Amodel of a directory according to aspects of the present 

invention includes any object, ?le, or data structure that 
describes entries in the index of a directory object. For 
example, in one variation of partial domain model 346, 
every entry is described for a directory object responsible for 
the portion of the directory being a selected tree (see FIG. 2). 
Items in the partial domain model describe the tree itself, 
every domain in the tree, every container in each domain, 
every object in each container, and copied values from one 
or more attributes of every object. In addition, other attribute 
values are kept for items at each level. A description 
includes, for example, the name of the item (complete 
physical name, and/or selected relative names), the USN at 
creation, the USN at last modi?cation, the GUID of the 
domain controller responsible for the last modi?cation, and 
suitable historical values such as the USN at modi?cations 
prior to the last modi?cation. Other values may be needed to 
dampen cyclic or in?nite model update operations. 

In one embodiment, a monitor service includes compo 
nents on three types of servers: an enterprise server that 
provides a graphical user interface (GUI) for administration 
of the computer netWork by a human operator, a site server 
at every site of the computer netWork, and a domain con 
troller (server) responsible for each portion of the directory 
as distributed per the con?guration de?ned in the directory 
by the directory service. 

For example, With reference to FIG. 4, computer netWork 
100 suitably includes enterprise server 402, site server 404, 
domain controller 406, and domain controller 408. Each 
server performs a respective operating system 410—413. 
Each operating system suitably includes a directory object as 
described above With reference to FIG. 3 and suitable 
conventional communication services. All opsys 410—413 
communicate With each other for purposes of maintaining 
the distributed directory on links not shoWn. For purposes of 
monitoring, opsys 410 communicates With opsys 411, and 
Opsys 411 communicates With opsys 412. 

Enterprise server 402 performs netWork administrator 
service 418 and client GUI 414. NetWork administrator 418 
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maintains a comprehensive model of the entire directory of 
computer netWork 100 in net model 416. Net model 416 is 
a model as described above and suitably contains initial 
con?guration information for initialiZing site models and 
partial domain models throughout computer netWork 100. 
NetWork administrator 418 communicates With client GUI 
414, opsys 410, and accesses net model 416. 

Site server 404 includes site administrator 420, and site 
model 426. Site model 426 is a model as described above 
and suitably contains initial con?guration information for all 
partial domain models at the site 404. Site administrator 420 
communicates With opsys 411, and accesses site model 426. 
In addition, site server 404 performs domain analyZer 434 
and maintains for it partial domain model 436 so that domain 
controller 408 does not (for any particular reason) support a 
domain analyZer. Domain analyZer 434 communicates With 
opsys 411, and opsys 413 and accesses partial domain model 
436. 

Domain controller 406 performs domain analyZer 444 and 
maintains partial domain model 446. Domain analyZer 444 
communicates With opsys 412 and accesses partial domain 
model 446. 

In operation, monitor components 418, 420, 434, and 444 
cooperate, inter alia, to maintain net model 416 and to 
predict netWork failures. To maintain net model 416, each 
domain analyZer 434 and 444 subscribes to information 
from the directory object of the respective opsys 413 and 
412. As described above, directory operations are analyZed 
to suitably affect additions and changes to the respective 
partial domain model 436 and 446. In addition, domain 
analyZers perform, inter alia, the folloWing functions pro 
grammed using conventional object oriented design meth 
odologies including encapsulation to de?ne scope of 
references, functional overloading, polymorphism, and 
inheritance. Each domain analyZer monitors its host server 
performance by monitoring (i.e. keeping current and his 
torical values) performance counters (e.g. cache hit rate, 
memory utiliZation, system volume utiliZation, directory 
volume utiliZation, CPU utiliZation, number of pending 
requests in service queues, etc.), event logs (e.g. storage 
protocols including the global catalog (GC), communication 
protocols including a World Wide Web domain name service 
(DNS) and loW-level Ping, other unexpected returns from 
input/output device drivers, etc.), changes to the registry (i.e. 
describing the con?guration and versions of programs per 
mitted to run on the server), and similar performance mea 
sures of services performed by the host server. (A Ping is a 
conventional communications request for a response.) 
Further, each domain analyZer monitors the con?guration 
and performance of directory services and associated com 
munication services including for example monitoring the 
number of operations (e.g. directory operations by type of 
operation) in a predetermined period of time. Each domain 
analyZer also performs analytical and probabilistic compu 
tations combining any or all monitored data to selectively 
raise suitable alert conditions, for example, as described in 
Table 1. Each domain analyZer may maintain histories of 
monitored values and determine alert conditions in response 
to any combination of current and historical values. 

By monitoring locally, domain analyZer 444 monitors 
opsys 412 and domain controller 406 With less netWork 
traffic than domain analyZer 434. Communication betWeen 
components of the monitor is preferably event driven, as 
opposed to polled, to reduce netWork utiliZation and to 
minimiZe the possibility that intercomponent communica 
tion Will fail prior to detecting a netWork failure. 
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TABLE 1 

ALERT DESCRIPTION 

AlertTypeCantPingDC 

AlertTypeLameDelegation 

AlertTypeLostFoundObjectPresent 

AlertTypeLostDomainFSMO 

AlertTypeLostRIDFSMO 

AlertTypeMultRIDFSMO 

AlertTypeTransClosure 

AlertTypeDoWnlevelDC 

AlertTypeGlobalGroups 

AlertTypeCon?gInconsistant 

AlertTypeRepLatHigh 

AlertTypeConnListModi?ed 

AlertTypeDCServRecordsMissing 

AlertTypeDCRecordsIncorrect 

AlertTypeIPAddressInvalid 

AlertTypeSchemaInconsistant 

AlertTypeDCNotRunning 

By site admin. as a result 

of periodic test; allows 
measurement of 

response time; server 
may be nonfunctional; 
netWork link may be 
doWn 
By netWork/site 
administrator; DNS 
hierarchy is out of date 
due to server moved 

from one domain to 

another 
By netWork admin.; When tWo 
DCs attempt to move the same 
object, one Will receive 
notice that the object cannot 
be found Where it Was 
expected 
By netWork admin.; a 
?oating single master 
operation (a token) of 
the domain is lost 
By netWork admin.; a 
token for relative 
identi?er allocation has 
been lost 
By netWork admin.; 
multiple tokens appear to 
eXist 
By netWork admin.; 
transitive closure being 
lost, replication may not 
be able to be performed 
By netWork admin.; a 
WINDOWS NT 4 domain 
controller has been 
identi?ed 
By netWork admin.; a list 
of directory objects 
eXists Which spans more 
than one domain 

By netWork admin.; one 
or more different copies 
of the con?guration 
container eXist 
By netWork/site admin.; 
replication latency has 
eXceeded a maXimum 
threshold value 
By netWork admin.; 
human operator has 
edited the con?guration 
container, especially the 
replication topology 
By netWork/site admin.; 
server record for a 

service on a DC is 

missing, directory is not 
synchronized With the 
DNS 

By netWork/site admin.; 
record that identi?es the 
DC is incorrect 
By netWork/site admin.; 
a DC record points to an 
incorrect Internet 
protocol address 
By netWork admin.; the 
description of the 
structure (records and 
indecies) of a database 
describing the directory 
is inconsistent 
By site admin.; a domain 
controller is not 
responding to a Ping 
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TABLE l-continued 

ALERT DESCRIPTION 

AlertTypeDSNotRunning 

AlertTypeDSNotResponding 

AlertTypeRIDPoolRunningLoW 

AlertTypeCPUTooHigh 

AlertTypePageFaultTooHigh 

AlertTypeCacheHitTooLoW 

AlertTypeLoWDiskSpaceSYS 

AlertTypeLoWDiskSpaceDIR 

AlertTypeKCCDisabled 

AlertTypeACLQueueTooLong 

AlertTypeSMBConnTooHigh 

AlertTypeBackupNotCompletedRecent 

AlertTypeDITFragmented 

AlertTypeLDAPLoadTooHigh 

AlertTypeLDAPResponseTooSloW 

By site admin. or domain 
analyzer; directory 
service is not responding 
properly 
By site admin. or domain 
analyzer; directory 
service is not responding 
properly 
By domain analyzer; 
insu?icient number of 
relative identi?ers 
available for identifying 
securable objects 
By domain analyzer; 
number of non-idle CPU 
cycles has eXceeded a 
threshold value 
By domain analyzer; 
uneXpected requirement 
to read a page from disk 

into memory 
By domain analyzer; disk 
cache hit rate is beloW a 
threshold value 
By domain analyzer; the 
free space on the sys 
volume is beloW a 
threshold value 
By domain analyzer; the 
free space on the volume 
used by the directory 
service is beloW a 
threshold value 
By domain analyzer; 
knoWledge consistency 
checker of WINDOWS NT directory 
service that veri?es 
replication topology has 
been disabled by an 
operator 
By domain analyzer; 
access control list queue 
is not being serviced in a 
timely manner, probable 
replication problems 
By domain analyzer; use 
of server for ?le transfer 

may impede use for 
directory service, inferred 
from server message 

block (SMB) protocol 
variable 
By domain analyzer or 
netWork/site admin.; backup of 
directory critical 
information has not been 
completed Within a 
threshold time value 
By domain analyzer; ?les 
of directory information 
table do not alloW 
ef?cient access 

By domain analyzer; 
number of LDAP 
lookups/Writes in a 
predetermined time 
interval has eXceeded a 

threshold value, too 
many queries to 
directory service 
By domain analyzer or 
netWork/site admin.; an 
operator/automatic 
requested test lookup of 
an LDAP object Was not 

timely performed 
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14 

ALERT DESCRIPTION 

AlertTypePropDroppedSyncHigh By domain analyzer; 
replication is proceeding 
in an inefficient fashion, 
property of a replicated 
object was dropped 
resulting in 
synchronization count 
exceeding a threshold 
value 
By network/site admin.; 
a DNS server not 

responding to a Ping 
By network/site admin.; 
DNS service not 
responding 
By network/site admin.; 
a delegation of authority 
for the DNS hierarchy is 
invalid 
By site admin.; no DC 
will respond for the 
speci?ed domain 
By site admin.; updates 
to the DNS hierarchy are 
not replicating 
By site admin.; global 
catalog maintained by 
directory service is not 
available 
By site admin.; number 
of global catalog services 
is insu?icient to meet 

requests 

AlertTypeDNSServerNotRunning 

AlertTypeDNSServiceNotResponding 

AlertTypeDNSLameDelegation 

AlertTypeNoDCAvailableForDomain 

AlertTypeDynamicUpdatesNotReplicating 

AlertTypeNoGCForSite 

AlertTypeNotEnoughGCForSite 

Site administrator 420 performs, inter alia, the following 
functions programmed using conventional object oriented 
design methodologies including encapsulation to de?ne 
scope of references, functional overloading, polymorphism, 
and inheritance. Each site administrator in computer net 
work 100 subscribes to and aggregates data from domain 
analyzers at the same site as the respective site administrator. 
Each site administrator provides con?guration details to 
initialize and control domain controllers and domain ana 
lyzers at the respective site. Each site administrator monitors 
(as described above) conditions that are optimally monitored 
or analyzed at the site for obtaining data of reliable accuracy 
(rather than copied from a possibly unauthorized or out of 
date source) and for limiting network traf?c as discussed 
above. For example, the directory service at a site may 
maintain a global catalog (GC) containing selected portions 
of the (enterprise wide) directory. Analysis of the GC is best 
done at the site raising alerts described in Table 1, including 
notice of the absence or corruption of the GC. 

Network administrator 418 performs, inter alia, the fol 
lowing functions programmed using conventional object 
oriented design methodologies including encapsulation to 
de?ne scope of references, functional overloading, 
polymorphism, and inheritance. In an alternate con?guration 
of computer network 100, redundant network administrator 
services perform in parallel for increased prediction capa 
bility and for ?exibility of operations by more than one 
human operator possibly at different physical locations. 
Each network administrator preferably subscribes to and 
aggregates data from every site administrator in computer 
network 100. In addition, network administrators export data 
and support conventional protocols for other maintenance 
objectives using, for example, SNMP and WBEM. In a 
preferred variation, each component of the monitor service 
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and the client GUI are supported as users with privileges 
appropriate to the scope of administration each is to perform. 
Consequently, network administrator 418 enforces the secu 
rity measures implied by such separate user accounts. Each 
network administrator monitors (as described above) con 
ditions that are optimally monitored or analyzed with ref 
erence to the (enterprise wide) directory and net model 416 
for obtaining data of reliable accuracy (rather than copied 
from a possibly unauthorized or out of date source) and for 
limiting network traf?c as discussed above. For example, 
monitoring of network conditions and analysis of replication 
operations (extent, completeness, consistency, resulting net 
work load, frequency, and duration, i.e. latency of out of date 
copies) are preferably done at the enterprise server, thereby 
raising alerts, described in Table 1, including notice of 
replication latency exceeding a threshold value. 

In general, alerts are raised when a value obtained by 
monitoring (perhaps several variables) and analysis exceeds 
a predetermined limit value (a threshold). Threshold values 
are set by the human operator, or preferrably by analysis 
performed by network administrator 418. 

For example, by monitoring any of the above mentioned 
performance indicators for a period of time, a range of 
values, squares of the values, and count of the values may be 
obtained. Based on these intermediate values, a variance or 
standard deviation may be calculated. In a preferred varia 
tion of network administrator 418, the standard deviation of 
a performance indicator is used to determine the center of a 
band of acceptable values of the indicator. In other words a 
minimum and a maximum threshold may be calculated and 
a suitable alert raised (too high, or too low) when the 
respective out of band condition occurs. By periodically 
recalculating a variance, changes in network con?guration 
(such as addition or relocation of often accessed objects) are 
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accounted for Without manual intervention. Unnecessary 
alerts are avoided and conditions Which may not have raised 
an alert noW do raise an alert as a consequence of automati 

cally adjusting appropriate threshold values. 
A netWork administrator also prescribes schedules for 

operations to be performed by site administrators and 
domain analyZers in computer netWork 100. For example, if 
a netWork link is available only during a portion of selected 
days each Week or month, a suitable schedule for establish 
ing communication restricted to such times is designated by 
a netWork administrator and communicated to the site 
administrators according to con?guration details in the 
directory. A schedule that is entered on one server (e.g. 
enterprise server 402) is effective to control monitoring, 
replicating, and model updating operations at one or more 
other servers (e.g. site server 404). Network tests may be 
performed in response to a schedule. For example, a sched 
ule determined by a netWork administrator and communi 
cated to a site administrator may be used by the site 
administrator to automatically initiate a plurality of directory 
operations (eg a replication, a search) or communication 
operations (a DNS Ping, a DC Ping, etc.). The variance of 
any monitored characteristic (e.g. replication latency, Ping 
response time measurement, etc.) may be used to update 
variances as discussed. 

Asite administrator in operation performs one or more of 
several methods for predicting failure in a computer net 
Work. A failure related to the unavailability of a resource 
requested by a user may, in general, be predicted on the basis 
of abnormal or inconsistent values in the site model. An 
inconsistency in the site model may occur, for example, 
When an attribute of a resource object is modi?ed by a 
domain controller having responsibility of a ?rst portion of 
the directory and access is attempted by a second domain 
controller Whose local copy or replication of the directory is 
not up to date. The cooperation of directory services on each 
domain controller, site server, and enterprise server in the 
computer netWork is intended to prevent such inconsisten 
cies. HoWever, the occurrence of a netWork failure as 
discussed above, may permit the inconsistency to persist. On 
examination of the local copy of the directory by the site 
administrator, an incomplete replication is detected. 

For example, a method for detecting an incomplete rep 
lication as performed by a site administrator is described in 
FIGS. 5 and 6. In FIG. 5, method 500 begins at step 510, 
Where the scope of the replication operation is determined 
either by discovery of all domain controllers that are to 
receive the replication, or on receipt of a list of domain 
controllers from the netWork administrator. 
At step 512, the site administrator subscribes to receive 

from each domain controller notice of the time each repli 
cation operation is performed. Notice of a time of replication 
being performed (TRP) is sent by a domain controller and is 
received by the site administrator. At each domain controller, 
and on receipt of a request to subscribe for a particular 
notice, a process in the domain controller records the sub 
scribing server GUID in a table and, When a change occurs 
to the requested information, a notice is prepared and sent to 
the server having the identi?ed GUID. 

In general, a subscription once received Will persist until 
canceled. Because more than one server may have sub 

scribed to the same information, multiple messages may be 
sent. The sending of multiple messages is referred to as 
publication. 
An alert condition indicating a possible netWork failure 

may be raised in response to publication of a particular 
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notice. For example, method 600 of FIG. 6 determines 
Whether an alert condition should be raised. At step 610, a 
TRP notice of the time a replication Was performed is 
received from any domain controller. 
At step 612, the identity of the particular replication 

operation is determined from the notice. Operation identi 
?cation is accomplished by a suitable transaction number in 
the message. For each identi?ed replication, a list is created 
of the domain controllers Within the scope of replication 
determined at step 510 of FIG. 5. On receipt of the TRP 
notice, the appropriate list is updated. 
At step 614, the duration of the identi?ed replication 

operation is compared to a time limit. The time limit is as 
prescribed in the initialiZation of the netWork monitor and 
may be updated by the client through the netWork admin 
istrator and site administrator processes. Preferably, the time 
limit is set initially and revised periodically according to a 
variance analysis as discussed above. If the time limit is not 
exceeded, control passes back to step 610. 

If the time limit it exceeded, control passes to step 616 
Where the list prepared in step 612 is analyZed for com 
pleteness. If it is determined that a TRP notice has not been 
received from a domain controller Within the scope of 
replication, such a notice is considered missing and control 
passes to step 620. 

At step 620, an alert condition is raised. On the other 
hand, if none of the expected TRP notices are missing, 
control passes to step 618. At step 618, the list of domain 
controllers formed in step 510 or 612 may be discarded. 
An alternate method for detecting an incomplete replica 

tion operation is performed by the netWork administrator. 
Information as to the scope of all replication operations 
expected to occur on the computer netWork is maintained in 
the net model. On examination of the net model for incon 
sistencies or abnormal conditions, the netWork administrator 
may predict a failure of the netWork. For example, the 
method 700 of FIG. 7 begins at step 710 Where the netWork 
administrator requests a subscription for netWork model 
updates from all sites. In response to such a subscription 
request, the site administrator provides a copy of the site 
model on a predetermined schedule. The schedule may be 
set by the client through the netWork administrator and site 
administrator either at initial installation or at any time 
thereafter. 
The site administrator responds to the subscription request 

With publication of the site model as described above. At 
step 712, the netWork administrator integrates all received 
site models into the net model. Because the site model and 
net model have identically named variables and similar data 
organiZation, information from the site model may be added 
at an appropriate position in the net model. Information from 
a neWly received site model does not necessarily replace 
information in the net model. Instead, information from each 
site model is appended to the net model, so that comparison 
of the information already part of the net model to each 
update from a received site model can be made. 

The netWork administrator may raise an alert condition in 
response to the integration of site models at step 712. For 
example, method 800 of FIG. 8 begins at step 810 Where the 
netWork administrator aWaits a scheduled periodic revieW. 
When the time arrives for revieW of the net model for 
inconsistencies related to incomplete replication operations, 
control passes to step 812. 
At step 812, an analysis is made of the net model. For each 

replication operation having a unique sequenced number 
(USN) associated With modi?cation of an object, a com 
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parison is made to determine Whether the USN is older than 
a predetermined time limit. If any USN for a selected 
replication operation is older than the time limit, control 
passes to step 814. OtherWise, the replication operation is 
still in process and control passes to step 810. 
At step 814, each replication operation is identi?ed along 

With the ?rst and last USN associated With that replication 
operation. 
At step 816, a comparison is made betWeen the USN as 

noted by the netWork administrator prior to the replication 
operation and the USN for a particular object as reported by 
any of the domain controllers Within the scope of the 
replication. If any domain controller reports the same USN 
as prior to replication, control passes to step 818 Where an 
alert condition is raised. On the other hand, if all domain 
controllers report a modi?ed USN after the USN indicated 
as prior to replication operation, then control passes step 
820. 
At step 820, the duration of the replication operation is 

calculated by taking the difference betWeen the time of the 
last USN and the time of the ?rst USN. 
At step 822, if the duration calculated in step 820 exceeds 

a time limit, an alert condition is raised at step 824. 
OtherWise, control passes to step 810 to aWait another 
periodic revieW. 

In general, an alert need not be immediately propogated 
to the netWork administrator (eg if it arises on a domain 
analyZer). Scheduled holds for recurring alerts may avoid 
excessive netWork traf?c. 
An alert may be raised in response to replication latency 

in combination With an excessive number of modi?cations 
to an object attribute in a predetermined period of time. 

According to various aspects of the present invention, an 
alert condition may be raised at a site other than the site that 
initiates a diagnostic message. For example, sites 901 and 
902 are coupled by netWork 940 of FIG. 9. Server 910 and 
server 920 are located at site 901. Server 930 is located at 
site 902. Server 910 may detect failure of another server 
using process 912. Process 912 may include any conven 
tional server failure detection technique or techniques as 
discussed above. Process 912, on detection of a failure in 
server 920, may activate process 914 to broadcast a diag 
nostic message on netWork 940. Server 930 may detect, via 
process 932, the broadcast of the diagnostic message and 
activate process 934 to raise an alert condition at site 902. 
Process 934 may also activate process 936 to cause server 
930 to refrain from sending any further messages on net 
Work 940 directed to a server that is recogniZed as having 
failed (e.g., server 920). 

The foregoing description discusses preferred embodi 
ments of the present invention Which may be changed or 
modi?ed Without departing from the scope of the present 
invention as measured by the claims. 
What is claimed is: 
1. Aprogrammed data storage device comprising indicia 

of a method for predicting a failure in a computer netWork 
having a distributed directory, the method comprising: 

receiving a ?rst message that indicates beginning of 
replication of a portion of the directory, and identi?es 
a ?rst time; 

receiving a second message that indicates completion of 
replication of the portion of the directory, and identi?es 
a second time; and 

raising an alert condition in response to comparing a ?rst 
threshold value and a difference betWeen the second 
time and the ?rst time. 
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2. The device of claim 1 Wherein the second message 

originates from a server of the computer netWork, the server 
having a stored object, and the method further comprises: 

receiving a third message that indicates a number of 
modi?cations of an attribute of the object over a 
predetermined period of time; and 

raising the alert condition in further response to at least 
one of: 
(a) comparing the ?rst threshold and the difference 

betWeen the second time and the ?rst time; and 
(b) comparing the number and a second threshold. 

3. The device of claim 1 Wherein the second message 
originates from a server of the computer netWork, the server 
having storage for at least a portion of the directory, and the 
method further comprises: 

receiving a third message that indicates a number of 
modi?cations of the portion of the directory over a 
predetermined period of time; and 

raising the alert condition in further response to at least 
one of: 
(a) comparing the ?rst threshold and the difference 

betWeen the second time and the ?rst time; and 
(b) comparing the number and a second threshold. 

4. The device of claim 1 Wherein the second message 
originates from a server of the computer netWork, the server 
having a system volume, and the method further comprises: 

receiving a third message that indicates an amount of free 
space on the system volume; and 

raising the alert condition in further response to at least 
one of: 

(a) comparing the ?rst threshold and the difference 
betWeen the second time and the ?rst time; and 

(b) comparing the amount and a second threshold. 
5. The device of claim 1 Wherein the second message 

originates from a server of the computer netWork, the server 
having a volume for storage of a portion of the distributed 
directory, and the method further comprises: 

receiving a third message that indicates an amount of free 
space on the volume; and 

raising the alert condition in further response to at least 
one of: 
(a) comparing the ?rst threshold and the difference 

betWeen the second time and the ?rst time; and 
(b) comparing the amount and a second threshold. 

6. The device of claim 1 Wherein the method is performed 
on a ?rst server of the computer netWork; the ?rst message 
is received from a second server of the computer netWork; 
and the second message is received from the second server. 

7. The device of claim 1 Wherein the method further 
comprises: 

monitoring the distributed directory to identify a plurality 
of directory operations; 

determining a plurality of measurements, the plurality 
comprising a respective measurement of a quantitative 
characteristic for each identi?ed directory operation; 
and 

determining the ?rst threshold in accordance With a 
variance comprising the plurality of measurements. 

8. The device of claim 5 Wherein the method further 
comprises initiating the plurality of directory operations. 

9. The device of claim 5 Wherein the plurality of directory 
operations comprises a replication operation. 

10. The device of claim 7 Wherein the plurality of 
directory operations comprises a search operation. 

11. Aprogrammed data storage device comprising indicia 
of a method for predicting a failure in a computer netWork 
having a distributed directory service, the method compris 
mg: 
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monitoring directory operations of the distributed direc 
tory service to determine a duration of a replication; 
and 

raising an alert condition in response to comparing a ?rst 
threshold value and the duration. 

12. The device of claim 11 Wherein the method further 
comprises: 

determining an eXtent of a resource of a server that 
receives the replication, the eXtent responsive to the 
replication; and 

raising the alert condition in further response to at least 
one of: 

(a) the ?rst threshold value and the duration; and 
(b) comparing a second threshold value and the eXtent. 

13. The device of claim 12 Wherein the resource com 
prises capacity to assign a relative identi?er for securing an 
object, assignment being from unassigned relative 
identi?ers, and the eXtent comprises a quantity of available 
relative identi?ers for securing objects. 

14. The device of claim 12 Wherein the resource com 
prises availability of CPU cycles and the eXtent comprises a 
quantity of non-idle CPU cycles. 

15. The device of claim 12 Wherein the resource com 
prises availability of memory and the eXtent comprises a 
quantity of page faults over a period of time. 

16. The device of claim 12 Wherein the resource com 
prises availability of cache memory and the eXtent com 
prises a quantity of cache hits during a period of time. 

17. The device of claim 12 Wherein the resource com 
prises a system volume and the eXtent comprises free space 
on the system volume. 

18. The device of claim 12 Wherein the resource com 
prises a volume providing storage for at least a portion of the 
replication and the eXtent comprises free space on the 
volume. 

19. The device of claim 12 Wherein the resource com 
prises a capacity to access objects of the replication and the 
eXtent comprises a length of an access control list queue. 

20. The device of claim 12 Wherein the resource com 
prises a capacity to respond to directory accesses and the 
eXtent comprises a rate of directory accessing. 

21. The device of claim 12 Wherein the resource com 
prises a capacity to respond to directory lookups and the 
eXtent comprises a rate of directory lookups. 

22. The device of claim 12 Wherein the method further 
comprises initiating a plurality of replication operations to 
be monitored. 

23. The device of claim 11 Wherein the method further 
comprises initiating a plurality of replication operations to 
be monitored. 

24. The device of claim 11 Wherein monitoring operations 
comprises receiving from an operating system indicia that a 
directory operation Was performed. 

25. The device of claim 11 Wherein monitoring operations 
comprises receiving from a netWork indicia that a directory 
operation Was performed. 

26. The device of claim 11 further comprising: 
monitoring the distributed directory to identify a plurality 

of directory operations; 
determining a plurality of measurements, the plurality 

comprising a respective measurement of a quantitative 
characteristic for each identi?ed directory operation; 
and 

determining the ?rst threshold in accordance With a 
variance comprising the plurality of measurements. 

27. The device of claim 26 Wherein the method further 
comprises initiating the plurality of directory operations. 
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28. The device of claim 26 Wherein the plurality of 

directory operations comprises a replication operation. 
29. The device of claim 26 Wherein the plurality of 

directory operations comprises a search operation. 
30. Aprogrammed data storage device comprising indicia 

of a method for administering a computer netWork, the 
computer netWork comprising a monitor service and a 
distributed directory service, the monitor service having an 
alert condition threshold value, the method comprising: 

monitoring the directory service to identify a plurality of 
directory operations; 

determining a plurality of measurements, the plurality 
comprising a respective measurement of a quantitative 
characteristic for each identi?ed directory operation; 
and 

determining the threshold value in accordance With a 
variance comprising the plurality of measurements. 

31. The device of claim 30 Wherein the method further 
comprises initiating the plurality of directory operations. 

32. The device of claim 30 Wherein the plurality of 
directory operations comprises a replication operation. 

33. The device of claim 30 Wherein the plurality of 
directory operations comprises a search operation. 

34. A method for predicting a failure in a computer 
netWork, the method comprising: 

detecting, at a ?rst server at a ?rst site, a failure of a 
second server at the ?rst site; 

broadcasting a diagnostic message from the ?rst server, 
the diagnostic message to be ansWered by the second 
server; 

raising an alert condition at a second site in response to 
detecting the diagnostic message at the second site. 

35. The method of claim 34 Wherein the alert condition is 
raised by a third server and the method further comprises, in 
response to the alert condition, refraining from sending from 
the third server a second message for the second server. 

36. The method of claim 34 Wherein the diagnostic 
message comprises a ping. 

37. The method of claim 34 Wherein the second server 
comprises a domain name service. 

38. The method of claim 34 Wherein 

the second site comprises a third server that subscribes to 
notices of failure from the ?rst server and detects the 
diagnostic message at the second site; and 

the method further comprises raising the alert condition in 
further response to at least one of: 
(a) detecting the diagnostic message; and 
(b) receiving notice of failure of the second server. 

39. A method for predicting a failure in a computer 
netWork having a distributed directory service, the method 
comprising: 

determining at a ?rst server indicia of the ?rst server’s 
availability for operations of the distributed directory 
service; 

providing a notice to a second server in accordance With 
a subscription from the second server, the notice being 
in accordance With the indicia of availability; and 

raising at the second server an alert condition in accor 
dance With a threshold value and at least a portion of 
the notice. 

40. The method of claim 39 Wherein the indica of avail 
ability comprises a value of an SMB protocol variable. 

41. The method of claim 40 Wherein the indicia of 
availability comprises a time that at least a backup Was made 
of at least a portion of the distributed directory. 






